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ABSTRACT

The UK Catalysis Hub (UKCH) is designing and implementing an infrastructure to facilitate the management of research data produced by researchers, the Catalysis Data Infrastructure (CDI). The CDI is proposed to encompass the presentation of research outputs (publications and data) in a digital repository that brings together an array of heterogeneous data types. The CDI is designed to hold references to research outputs, maintains links between them and promotes publishing and sharing of data. The proposal is to create persistent relationships between the different types of data and publications complying with FAIR data principles (findability, accessibility, interoperability, and reuse). In this paper, we will discuss how the elicited requirements for data management are being incorporated in the design of the CDI. The prototype has been used in discussion with researchers and in presentations to the UKCH community, generating increased interest and providing ideas for further development. Additionally, the CDI prototype and its code are publicly available for further analysis.

1. Introduction

Experimental and computational simulation techniques developed to understand the nature of materials and their practical applications in catalysis research rely on the use of data for building and validating complex models. The UK Catalysis Hub (UKCH) enables cutting-edge research in catalytic science, by facilitating access to state-of-the-art resources and expertise. UKCH provides access to well-equipped laboratories, sponsors access to facilities provided by the Science and Technology Facilities Council (STFC) and offers expert advice for processing and analysis of the data produced from experiments and theoretical models.

UKCH researchers use advanced processing and analysis software such as Mantid [1], DAWN [2], Larch [24], and Demeter [27] to handle the data produced by their research projects. These tools allow scientists to process and analyze data interactively. Additionally, each scientist has a choice of analysis software such as MATLAB, R, and Excel, to further analyze data and to format results for publishing. STFC facilities (Central Laser Facility [6], Diamond Light Source [13], and ISIS Neutron and Muon Source [8,16]) operate 24 h a day and have the capacity to perform thousands of readings producing large datasets. In this scenario, the amounts of data generated by each experiment is constantly growing, and so is the time employed in data management. Moreover, new experiment proposals [32] aiming to collect even larger quantities of data highlight the importance of a strategy for managing research outputs.

Having in mind the current and future requirements for producing, curating, and preserving increasing data volumes, the UK Catalysis Hub has proposed implementing a portal for facilitating research data management, the Catalysis Data Infrastructure (CDI). The CDI is designed to facilitate the cataloguing of research outputs in an easy to access digital repository. At the start of the project, publications were the only consistently identifiable outputs of UKCH research, having been collected and catalogued by the UKCH administrative team. The CDI is intended to complement the publications catalogue with links to an array of heterogeneous data sets which are also valuable research results. In this case, the CDI holds references to research outputs, maintains links between them and promotes publishing and sharing of data.
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In recent years, complying with FAIR data principles (findability, accessibility, interoperability, and reuse [33]) has gathered interest because it eases data integration, which is needed for cross-disciplinary linking and combination of data from different domains. Alignment to FAIR Data Principles make data more valuable as it is easier to find through unique identifiers and easier to combine and integrate thanks to the formal shared knowledge representation. Consequently, we propose making the CDI FAIR compliant by design. The CDI will support findability and accessibility of data assets by cataloguing the assets and providing links and identifiers. Interoperability and reusability will be supported by the provision of context, this is by linking the datasets to publications which specify the types of software resources used to produce and exploit research data objects. Until now, researchers have managed their research data in alignment with the data policies defined by universities, research institutions, and publishers using different infrastructures. This practice has resulted in data fragmentation and informal publishing practices [31,34]. As a result, there is an imbalance in the way data is published, with some papers citing all the data required to replicate and validate their results while others only point to some of the data [22,28].

The wide availability of existing infrastructures for publishing data, and the existing expertise of researchers in their use suggests that there is no need for yet another data repository. However, a catalogue linking data and research outputs can fill the existing gaps identified in previous research [22,28,31,34]. As a result, the CDI is designed as a catalogue linking data, publications, and authors. In this form, the CDI would make research data more visible and highlight areas which need attention.

2. Related work

The use of software prototypes is an established software engineering practice [5,18,25,29,30]. A functional prototype can be used in proof-of-concept studies to support the illustration of complex design proposals to a wide range of system stakeholders. Publishing the prototype and letting users freely interact with it allows stakeholders to better understand the design and provide useful feedback. There are various cases in which prototypes have been used successfully to present implementation proposals and to refine and prioritize user requirements. Prototyping has been used for multiple purposes such as the description of architectural decisions, discussion of interface design, and presentation of new functionalities. Davis et al. use a Web service-based e-science demonstrator to explain the architectural design for a text mining platform [7]. Klampanos et al. describe the implementation of an information registry prototype to demonstrate how it can enable collaboration and ensure consistency across the distributed infrastructure for Dispel and dispel4py [19]. Leong et al. present the implementation of three use cases to demonstrate the feasibility and benefits of applying a cloud driven approach to supercomputing ecosystems [20] for large scale experimental facilities.

In the scientific data management domain, Goble et.al used a demonstrator to present the design principles and functionality of the myGrid middleware suite, to facilitate sharing bioinformatics workflows [10]. Nieva and Hardisty describe an interface to bring together different Natural History data repositories [25]. Additionally, Hardisty et al. [12] have also proposed a dashboard interface as an integration gateway for heterogeneous collections of natural history data repositories. Following the examples above, a prototype of the CDI was designed and deployed to facilitate the demonstration and evaluation of the proposal. This strategy is used as an alternative to presenting complex design diagrams or mock-ups. The approach facilitates the participation of different kinds of stakeholders during the design and implementation phase.

3. Problem formulation

A high-level view of the processes needed to produce catalysis research data is presented in Fig. 1. The image shows two parallel workflows which interact asynchronously at various stages. The top workflow corresponds to large-scale research facilities such as the Central Laser Facility (CLF [6]) Diamond Light Source (Diamond [13]), and ISIS Muon and Neutron Source (ISIS [5,16]). These facilities have an operational framework founded on their Data Management Policies. In these large-scale facilities, the operational framework is commonly enacted by Laboratory Information Management (LIM) systems and the Data Management System (DMS). The main commonality of these facilities is that they use ICAT, an advanced catalogue system that combines LIM and DMS functionalities [9]. ICAT is developed by the Scientific Computing Department of the Science and Technology Facilities Council (SCD-STFC) and other institutions. The ICAT system contains complementary data for each experiment like proposal, PI, Experiment, Grant(s), device(s), experiment metadata and experiment results. The lower workflow corresponds to the tasks performed by research institutions, universities, industry, and publishers. These entities will likely have their own data management practices, providing guidelines, repositories, and tools to facilitate data management. Scientists who have been awarded experimental time at the Facilities are the key stakeholders bringing together the resources at their disposal to generate the required research data. These scientists are the target users of the CDI as the amount of data produced from processing and analysing can rapidly grow and become more complex.

The data management activities are related to the entire workflow shown in Fig. 1, as metadata from the design and commissioning phases is carried through and linked to the final products. However, the tasks highlighted in red are the source of the diverse and expanding datasets which the CDI aims to catalogue. These tasks are the ones which require further support, as researchers report that processing and analysing data after the experiment requires substantial amount of time and processing resources. The research facilities provide software for collecting and formatting the data generated (for instance Mantid [1] and DAWN [2]); however, the researchers still need to handle the data and combine it with other data according to their objectives.

Researchers rely on a combination of data and software resources (own and shared) in their daily work. In this context, there are several issues that the researcher needs to handle, such as mastering the use of several types of analysis tools including lab equipment, processing software and databases; converting data so that it can be used at different stages; and ensure the reproducibility of the results by tracking equipment and software used, entry parameters, intermediate results, and versions of completed runs. The classic research workflow (Fig. 1) is well understood by all researchers. It covers activities which start with the design of an experiment and conclude with the publication of results. However, this workflow also requires the inclusion of data management, to provide a full picture. Data management is an essential activity within the research workflow. This workflow is not linear, and it does not occur all in one place. Multiple entities may participate and provide resources. From the researcher’s viewpoint this is a continuous process in which she is the main operator. As such, the research and data management workflow may look like a linear pipeline in which researchers marshalling resources, software and databases provided by different entities.

4. The proposed approach

Researchers are already familiar with the management of valuable research data. For this they use various repositories depending on the types of data assets they need to preserve. These include institutional
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1. Adapted from talk at the FAIR publishing of chemistry research data objects, 17 RDA Plenary, 2021/04.
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Commissioning a high throughput XAS reactor system for operando studies justifies the CDI proposal. For instance, UKCH researchers have designed and built a high throughput XAS reactor system for operando spectroscopy studies. On discussions about the operation of this reactor one of the recurring questions is how to manage the resulting higher data throughputs [32]. A similar reactor was developed by Kammert et al. [17], this reactor allows for the simultaneous performance of up to four independent experiments in a beamline, also increasing the types of data and the sizes produced by an experiment.

To illustrate the value of publishing data objects, in addition to publications (articles, theses, books), the interface for the catalogue was designed following the dashboard pattern [23,26]. The dashboard interface presents research production indicators in the form of tables and graphs. Fig. 2 shows the landing page of the CDI with the main research production indicators at the time of the final revision of this article (December 2021). In addition to indexing the publications and data objects, the inclusion of author, institution and themes are intended to support the search for data objects and publications in alternative presentation and categorization formats.

4.1. Linking data and publications

Unlike publications, research data objects are not commonly included as indicators of research production, while publication counts, and citations are commonly used to measure a researchers’ performance. Despite repeated efforts to encourage publishing research data, it continues to be an activity which is only performed to fulfill publishers and funders requirements at the end of the research process. Moreover, there are limited numbers of examples which point to the reuse of data or that cite data effectively. In principle, the CDI aims to address this imbalance by bringing research data objects to the forefront.

Attribution, research specialisation and collaboration are also seen as important indicators of successful research. For this reason, authors, institutions, and research themes were also considered as first-class entities. This results in five main entities being tracked in the CDI: publications, authors, institutions, themes, and datasets. Each of these entities in turn have their own landing page which allows searching through the entities which are all interlinked with each other. This enables the user of the CDI to search for publications and data objects by theme, author, and institution. The result is an interface which allows drilling down on the details of each entity to discover more detailed facts, providing a richer context for searching for data and publications.

4.2. Gathering and categorising data

The UK Catalysis Hub tracks researchers’ publications as they are the most visible products of research. The initial list of publications produced in line with the UKCH research themes represented the base for the building of the CDI database. Publications are also a source of further information, for instance researchers coauthoring papers, the researchers’ institutions, and the data objects produced by the research. For this reason, the primary goal for collecting data focused on identifying the publications acknowledging the support of the UKCH and then extracting data from those publications about related entities (authors, institutions, research themes, and data objects).

Authors, institutions, and research themes can be commonly found in the main metadata of publications, whereas data objects are not normally consistently linked. Data is either referenced in the article’s main text, as part of the data statement required by some publishers or as part of the supplementary materials. The repositories used by researchers are provided by research institutions, universities, or publishers. Research data repositories can be categorized as general-purpose, institutional, publishers, and specialized databases. The array of repositories goes from general purpose repositories (e. g. Zenodo) which are interinstitutional and accept data assets from any field to specialized databases which catalogue only specific types of data (e. g. CCDC). Table 1 shows some examples of the repositories used to store different types of research data objects.
4.3. Implementing the prototype

After gathering the relevant data, a working prototype was seen as the most effective way to present the design proposal to all stakeholders, to encourage actual discussion and to facilitate the illustration of design alternatives. The prototype has been demonstrated in different internal and external forums, allowing a wide variety of stakeholders to participate in the discussions about the design of the prototype. The prototype evolved from a publications database, which was used to extract research output indicators, presented in an online application which can be accessed over the internet. The current version of the prototype was developed using Ruby on Rails and a SQL database in the backend, the latest version of this prototype is published online and can be accessed from Catalysis Hub github page for the project https://github.com/UK-Catalysis-Hub/ukcathubapp.

5. Demonstrations and analysis

This section discusses the gathering and classification of data presented in the prototype as part of the experimental setup. These data are valuable and will be preserved and migrated to the actual CDI implementation. Additionally, we discuss the evolution of the prototype in line with the different demonstrations and conclude by discussing the alignment with fair data principles.

5.1. Datasets and experimental setup

As described previously, the basis for the database was the initial list of UKCH publications. This list contained 270 publications mostly from...
the first phase of the UKCH (2013–2018). Because of the lack of a system and methodology for gathering publication data, the publications list was gathered from web searches and filtering for acknowledgment of the UKCH support in publications. These searches returned a large quantity of results which then had to be manually curated before adding them to the publications’ list. At the start of this project, this search was switched to using the CrossRef API. Before the implementation of the prototype the searches were performed using python [3]. After the creation of the prototype, ruby has been used to retrieve and parse the data for publications [4]. The search can be made for any of the grant numbers associated with UKCH funding, and by the affiliations of authors. The results of these searches are manually validated and catalogued before being added to the CDI database, to ensure that they are actual products of UKCH research.

The search for datasets is more complicated as publications do not normally include related data objects in their metadata, and the policies for citing and referencing data produced varies between journals. Some journals will require the inclusion of a data statement, indicating how to get access to the publications’ data source, others require a complementary data section/annex. Consequently, it is necessary to analyze the full article text to find references to data objects. During the search and gathering process, we discovered that some articles include the references in the pdf version, while others indicate that references to associated data are provided in the online version. For this reason, locating data objects required retrieving and parsing both the pdf and html versions of the articles. The analysis was performed by applying data mining tools (pdfminer2 and ChemDataExtractor3) to the articles full text.

The initial list of publications has been continuously updated during the design and development phase. The numbers at the time of writing indicate that 493 papers have been published and that these papers in turn refer to 730 data objects. Information is divided into five groups: publications, researchers, institutions, themes, and datasets. Each group includes a searchable list and a summary of indicators (yearly publishing, most recent, citation counts, etc.)

5.2. Demonstrations

The aim of the prototyping activities is to rapidly present and gather feedback from UKCH stakeholders and the wider research community. For this, three versions of the CDI design proposal and its prototype have been presented. These include periodic project reports to the UKCH steering group (bimonthly and yearly reports), presentations at UKCH workshops and symposia (2019–2021), UK catalysis conference (2020 and 2021), UKCH conference (2020), and the 17th RDA plenary (2021). Before the publishing of the prototype interface in April 2021, the demonstrations concentrated on presenting the advances in the collection and classification of data, as well as walkthroughs of mockups and screenshots of the application in development. In contrast, after publishing the prototype we have been able to reach a wider audience by exposing the proposal to more user groups. The size of the groups has varied from about a dozen members of the steering group to larger groups at conferences and symposia.

The showcasing and discussion of the prototype with key stakeholders have provided valuable feedback, suggestions for improvement and future developments. The prototype has been well accepted, and researchers have found and suggested interesting uses for it. For instance, users have been actively reviewing the publications list and pointing out to overlooked publications. Users also suggested using, in addition to themes, keywords to group research and highlight the areas of expertise and the types of compounds covered. Users have also pointed out to highlighting datasets which use open standards and the types of applications which can be used to exploit them. Colleagues from other research groups have also made recommendations about the structuring of the data using ontologies and recommending alternative presentation strategies.

5.3. Data objects and alignment to the FAIR data principles

The CDI is designed to align to FAIR data principles, however, because of the nature of the data and repositories used, the alignment is not complete in all cases. The following paragraphs explain how well the CDI aligns with FAIR data principles.

5.3.1. Findability

The findability principle is supported by making the locations and types of data asset readily available.

5.3.2. Availability

The availability principle can be tested by trying to recover the indexed data objects. If the objects can be recovered, even when the recovery implies contacting the repositories or filling a form, we can affirm that the Availability principle has been preserved.

5.3.3. Interoperability

The interoperability principle of can be assessed in relation to the structuring of the data objects. Structure data objects are highly organized and easily decipherable by machine algorithms which facilitate input, search, and manipulation of those data [15]. Unstructured data, typically categorized as qualitative data, cannot be processed, and analyzed via conventional data tools and methods, it does not have a predefined data model [15]. With the latest numbers from the CDI, 44% of the data objects are structured data objects and 56% are unstructured (documents, images, videos, or archive files). While structured data can still be processed, for instance by data mining algorithms, they are less interoperable than structured data objects. The CDI supports interoperability by specifying the data object types upfront, so even when interoperability is reduced because of unstructured nature of some data objects it alerts potential users of the factors to consider for handling those objects.

5.3.4. Reusability

The reusability principle is linked to the accessibility and interoperability principles as a data object which can be retrieved and interpreted has some degree of usability. In this way, by supporting the accessibility and interoperability principles, the CDI supports reusability. However, in addition to these attributes, reusability also refers to the fact that access to data is allowed, in this authorization for use needs also to be acknowledged. Currently, the CDI does not track authorization or licensing, so this principle is not completely supported.

Most data objects published by UKCH researchers are unstructured data objects. Fig. 3 may explain this. The chart shows a correlation in the type of structuring of the data and the role of the data objects. This trend in which most of published data accompanying chemistry articles are supplementary and unstructured has been observed by other researchers [28,31,34]. This may be interpreted as supplementary data is less FAIR because they are harder interoperate and reuse with none or minimal human intervention. To improve this, researchers should strive to include not only unstructured supplementary data but also structured supporting data.

6. Conclusion and future work

The exercise of collecting data references indicates that authors
regularly publish some form of FAIR compliant data. However, the main types of published data also indicates that there are large quantities and types of data which remain unpublished, or if published they are not consistently linked to publications.

Asking researchers to increase the amount and types of data they publish needs to consider that the size of the supporting datasets may be considerable. For instance, the paper by Messinis et al. [21] refers to 39 different data objects: one a supplementary data document, 37 crises.

According to data from the CDI at the time of the final revision of this article (December 2021), the inner ring of the chart classifies the datasets as supplementary or supporting. The outer ring of the chart classifies those same objects as structured and unstructured.6
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