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Abstract 

Within the solid tumour microenvironment (TME), immunosuppressive mechanisms 

limit the cytotoxic potential of tumour-specific CD8 T-cells, including the ligation of 

coinhibitory receptors expressed on tumour-infiltrating lymphocytes (TILs). TIM3 is a 

receptor that is highly expressed on exhausted CD8 TILs in the TME and has been 

described to transmit both costimulatory and coinhibitory signalling. However, 

contextual regulators of TIM3 signalling are unclear. Additionally, it is unknown to what 

extent the therapeutic effects of TIM3 blockade, commonly observed in preclinical 

models, are mediated by direct blockade of TIM3 signalling on CD8 T-cells or other cell 

types which indirectly promote the anti-tumour CD8 T-cell response. 

Using reductionist in vitro 2D monolayer and 3D tumour spheroid models of murine 

renal carcinoma (Renca) and primary CD8 T-cells from neoantigen-specific TCR 

transgenic mice, the context-dependent role of TIM3 in directly regulating the antigen-

specific cytotoxic CD8 T-cell response was investigated. TIM3 overexpression by CD8 T-

cells inhibited T-cell cytotoxicity within the 3D Renca model, in a manner reversible by 

TIM3 blockade. In contrast, TIM3 overexpression enhanced IFNγ secretion and slightly 

enhanced cytotoxicity by CD8 T-cells within the 2D Renca model, in a manner unaffected 

by TIM3 blockade. Using overexpression of a truncated form of TIM3 on CD8 T-cells, 

these divergent effects were found to be dependent upon the TIM3 cytoplasmic tail. 

TIM3 overexpression enhanced the ability of CD8 T-cells to form cell couples with 2D 

Renca cells and the interface stability within cell couples. 

CEACAM1, a putative TIM3 ligand, was found to abrogate both TIM3-dependent CD8 T-

cell suppression in the 3D Renca model and TIM3-dependent CD8 T-cell stimulation in 

the 2D Renca model, when overexpressed by CD8 T-cells in cis with TIM3. CEACAM1 

overexpression in trans by Renca tumour target cells inhibited T-cell cytotoxicity in the 

tumour spheroid and monolayer models, in a manner dependent and independent of 

TIM3, respectively.  
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Chapter 1  Introduction 

1.1  The Immune System 

The immune system is a diverse group of cells that has evolved to protect the body from disease-

causing microorganisms, called pathogens (1, 2). Central to its role, the immune system can 

distinguish between self and non-self which prevents the mounting of immune responses that can 

damage host tissue (1, 2). When the ability to recognise self is lost, autoimmune disease results. 

Coevolution between pathogens and the immune system has also given the immune system the 

ability to tolerate non-harmful, commensal microorganisms that may be beneficial to the host, 

such as gastrointestinal microbiota (3). Immune tolerance mechanisms help to prevent 

unnecessary immune responses, maintaining tissue homeostasis and limiting collateral damage to 

healthy tissue (1-3). A benefit of the evolved immune response against pathogens is that 

neoplastic cells can also be recognised by the immune system because malignant transformation 

often produces differences between healthy self and neoplastic cells (4). Therefore, cancer cells 

can appear as non-self and a target for immune-mediated destruction (4). Cellular stress signals 

resulting from mechanical tissue damage can also activate the immune response to facilitate 

tissue repair (5); similar pathways to the wound healing response can also be triggered in tumours 

to support tumour growth (4). There are two main branches of the immune system: the innate 

and the adaptive immune system. Dynamic cooperation between the innate and adaptive 

immune system generates a protective immune response which supports host survival, while the 

multi-pronged inhibition of this response in tumours is a key barrier to immune destruction of 

cancer cells and a target for cancer immunotherapy (1, 6). 

1.2  The Innate Immune System 

The innate immune system is comprised of physical barriers, cellular immune responses and small 

molecule defences which are encoded in the germ line (2, 7). The cellular innate immune 

response has evolved to recognise the most common molecular patterns found among microbes 

and external toxins (2, 7). Therefore, the innate immune system is poised to rapidly respond, in a 

matter of minutes, to an invading pathogen or toxin (7). 

1.2.1.  Physical barriers 

The first defence of the innate immune system involves physical barriers: epithelial layers made of 

cells joined together by tight junctions form a barrier to the external environment, secreted 

mucous lines epithelial surfaces and helps to trap microorganisms, and tiny hair-like projections 

called cilia move in waves to continuously waft mucous away for removal (1, 2, 7). 
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1.2.2.  Innate immune cells 

Innate immune cells include a wide range of cell types which differentiate from pluripotent 

haematopoietic stem cells in the bone marrow, do not have somatically recombined receptors, 

and lack the capacity for immunological memory (1, 2, 7). Cells of the innate immune system 

recognise evolutionarily conserved pathogen-associated molecular patterns (PAMPs), which 

include bacterial cell wall components such as lipopolysaccharide (LPS), or viral nucleic acids (2, 

7). Innate immune cells can also recognise the molecular features of damaged or dying host cells, 

called damage-associated molecular patterns (DAMPs) (1, 7). Innate immune cells recognise 

PAMPs and DAMPs via pattern recognition receptors (PRR), which include Toll-like receptors 

(TLRs), nucleotide-binding oligomerisation domain-like receptors (NLRs), RIG-I-like receptors 

(RLRs) and C-type lectin receptors (CLRs) (1, 8).  

The majority of innate immune cells derive from a common myeloid progenitor in the bone 

marrow, except for natural killer (NK) cells and innate lymphoid cells (ILCs), which are of lymphoid 

lineage. Innate immune cells have various primary roles. Phagocytes such as neutrophils and 

macrophages kill pathogens via engulfment into endocytic vesicles called phagosomes (2). 

Subsequent fusion of phagosomes with lysosomes exposes the pathogens to antimicrobial 

peptides and enzymes (2). Granulocytes such as eosinophils, basophils and mast cells contain 

dense cytoplasmic granules of anti-microbial proteins and histamine which they release upon 

activation; this enables killing of parasites that are too large for phagocytosis (2). Natural killer 

(NK) cells express both activating and inhibitory receptors (9, 10). Activating receptors recognise 

ligands that are upregulated during cellular stress because of infection or malignant 

transformation (9, 10). Inhibitory receptors recognise host cells by binding to major 

histocompatibility complex (MHC) molecules expressed by self-tissue and signal to suppress NK 

cell cytotoxicity (9, 10). Downregulation of MHC I by host cells upon viral infection or malignant 

transformation removes this inhibitory signal and activates the NK cell to kill by secreting 

granzymes and perforin into the target cell, which induces apoptosis (9, 10). ILCs fall into subsets 

that have similar transcriptional and functional programs to T helper cells (T helper cell subsets 

are discussed in Section 1.3.2.10) but lack somatically recombined receptors (11). ILCs release 

cytokines and regulate T-cell responses (11). Dendritic cells (DCs) are important in the priming of 

T-cells, providing a bridge between innate and adaptive immune responses (discussed later) (12).   

1.3  The Adaptive Immune System 

The adaptive immune system is made up of lymphoid cells that express somatically recombined 

antigen receptors and have the capacity for immunological memory. The adaptive immune 

response requires the proliferation of a small population of antigen-specific cells and therefore 

takes longer to respond than the innate immune system. 
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1.3.1.  B Lymphocytes 

B-cells recognise antigen via membrane-bound immunoglobulin, called the B-cell receptor (BCR), 

which consists of two heavy and two light chains connected to each other by disulphide bonds (1, 

13). A schematic of the immunoglobulin structure is shown in Figure 1.1. Each heavy and light 

chain is comprised of constant and variable domains (1, 13). The main effector function of B-cells 

is the secretion of immunoglobulin by terminally differentiated B-cells called plasma cells (1, 13). 

The immunoglobulin (Ig) produced by a single B cell clone recognises a specific antigen(1, 13). 

Each of the two antigen-binding sites of an Ig molecule (also called an antibody) is made up of six 

complementarity-determining regions (CDRs), three located in each of the variable domains in the 

heavy chain and the light chain, which come together to form the hypervariable antigen binding 

site (1, 13). Based on conformational complementarity, specific antigens will bind to the CDRs of a 

given antibody (1, 13). The antibody domains that bind antigen are called the IgV domains, 

whereas the rest of the antibody is comprised of less variable constant domains (1, 13). There are 

two types of Ig light chain, lambda (λ) and kappa (κ), which are thought to impart some functional 

differences (1, 13). Furthermore, there are five major classes of immunoglobulin based on the 

type of heavy chain: IgM, IgG, IgD, IgA and IgE (1, 13). The heavy chain constant regions determine 

the type, localisation and function of the antibody (1, 13). Antibodies have various functional 

activities including: neutralisation of toxins produced by pathogens, which prevents toxins 

entering and damaging cells; opsonisation where antibodies coat pathogens to promote 

engulfment by phagocytes; activation of the complement system (a group of proteins which 

circulate in the blood) which can lead to direct lysis of the cell and promote phagocytosis (1, 13).  

  



 

21 
 

 

Figure 1.1 Immunoglobulin structure 
Immunoglobulins are comprised of two heavy chains (dark blue) and two light chains (light blue). 
Disulphide bonds (black) connect the heavy and light chains, and the heavy chains to each other. 
Each light chain contains one variable domain (VL) and one constant domain (CL); each heavy 
chain contains one variable domain (VH) and three constant domains (CH). Each antigen (Ag) 
binding site is comprised of six complementarity-determining regions (CDRs), three of which are 
provided by each of the variable domains of a light and heavy chain. Figure based on Figure 1 
from (14). 
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Naïve B-cells emigrate from the bone marrow and enter secondary lymphoid organs (SLOs) where 

they are first activated in follicular regions to produce IgM and IgD (1, 13). IgM circulates in the 

blood and is produced initially upon B-cell activation; IgD proteins derive from the same mRNA 

transcript as IgM molecules but are produced from alternative splicing of the mRNA (1, 13). Some 

B cells then enter specific regions called germinal centres where they undergo a process called Ig 

class switching which requires the recognition of antigen by the BCR, in addition to costimulatory 

signals from T follicular helper cells (Tfh); Tfh cells surround germinal centres and support isotype 

switching via engagement of CD40 on B cells by CD40L on T-cells (1, 13). Isotype switching enables 

the production of IgG, IgA and IgE and relies on alternative splicing of the heavy chain gene 

regions (1, 13). Meanwhile, during B cell proliferation in germinal centres, another process called 

affinity maturation increases the binding affinities of antibodies for the antigen; this is driven by 

somatic hypermutation mediated by an enzyme called activation-induced cytidine deaminase 

(AID) (1, 13). AID introduces mutations into the IgV domains (1, 13). B cells that acquire mutations 

which enhance the affinity of their BCR for binding antigen gain a survival advantage, as they 

process and present antigen to Tfh cells more efficiently, which provides them with more 

costimulation from Tfh cells (1, 13).  

The specific stimulus and cytokine environment within the germinal centre determines which 

antibody isotypes are produced (1, 13). IgG can be found in blood and tissues and is the most 

abundant isotype in the body (1, 13). IgA is also a predominant antibody isotype found in mucosal 

surfaces such as in the gut and respiratory system, while IgE functions to remove parasites and 

contributes to immune responses that cause allergy and asthma (1, 13). Following B-cell isotype 

switching and affinity maturation in the germinal centres of SLOs, B cells differentiate into two 

main subsets: 1) extrafollicular short-lived plasma cells which produce high levels of Ig and 

migrate to peripheral tissues; 2) memory B cells which express the BCR and secrete no to little Ig 

and reside in either specific tissues, SLOs or the circulation (1, 13). During secondary infection, 

memory B-cells respond rapidly, enabling faster production of class-switched Ig molecules that 

have higher affinity for antigen than in the primary immune response (1, 13). 

1.3.2.  T Lymphocytes 

T-cells each express a T-cell receptor (TCR) which enables recognition of antigen presented in 

complex with MHC class I or class II proteins (1). As with the BCR, a single TCR recognises a 

specific antigen (1). The most common TCR is made up of an α and β chain where the α chain is 

formed from somatic recombination of variable and joining gene segments, and the β chain is 

formed from somatic recombination of polymorphic variable, diversity and joining gene segments 

(discussed further in Section 1.3.2.3) (1, 15).  
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1.3.2.1 CD4 T-cells recognise antigen presented in complex with MHC class II  

CD4 T-cells recognise exogenously derived antigen presented by MHC class II molecules (1, 16). A 

schematic depicting antigen processing and presentation by MHC class II molecules is shown in 

Figure 1.2, right. MHC II proteins are exclusively expressed by professional antigen-presenting 

cells (APCs) such as dendritic cells (DCs), macrophages, and B-cells (1, 16). Polymorphic gene 

regions encode the MHC II proteins: HLA-DR, HLA-DQ and HLA-DP in humans, and H2-A and H2-E 

in mice (1, 16). Within the endoplasmic reticulum (ER) of APCs, MHC II proteins fold in complex 

with an invariant chain (Ii) protein (1, 16). This complex is transported to late endosomes, called 

MHC class II compartments (MIIC) (1, 16). Cathepsin proteases within the MIIC cleave the Ii, 

leaving a peptide called the class-II associated invariant chain peptide (CLIP) bound to the 

peptide-binding groove of MHC class II proteins (1, 16). Exogenous proteins are endocytosed by 

APCs and proteolytically degraded in endosomes which then fuse with the MIIC (1, 16). The MHC 

II-like molecule HLA-DM is also present within the MIIC; HLA-DM binds to and stabilises MHC II 

molecules thus enabling CLIP to be released and exogenously derived peptides can bind onto the 

peptide-binding groove (1, 16). The peptide-MHC complexes are then transported to the cell 

surface (1, 16).  

1.3.2.2 CD8 T-cells recognise antigen presented in complex with MHC class I 

CD8 T-cells recognise antigen presented by MHC class I molecules (1, 16). A schematic depicting 

antigen processing and presentation by MHC class I molecules is shown in Figure 1.2, left. MHC 

class I molecules are expressed in all nucleated cells from polymorphic gene regions HLA-A, HLA-B, 

HLA-C in humans, and H2-K, H2-D, H2-L in mice. Intracellular proteins are degraded by the 

cytoplasmic proteasome, to form the majority of peptides presented by MHC I molecules (1, 16). 

There are alternative forms of the proteasome called the immunoproteasome and thymus-

specific proteasome which are expressed by immune cells and thymic epithelial cells, respectively 

(1, 16). During inflammation and elevated IFNγ levels, when there is a larger protein pool, 

immunoproteasomes are more efficient at protein degradation than constitutive proteasomes (1, 

16). In addition to degradation of fully functional proteins, it has been found that 30 to 70% of 

proteins are degraded before they are fully functional (17, 18). Defective ribosomal products 

(DRIPs) result from defects in translation or transcription; they are degraded rapidly by the 

proteasome to prevent damaging protein aggregation (16, 18). Once generated, peptides from 

the cytoplasm are transported into the ER via the transporter associated with antigen processing 

(TAP) (1, 16). MHC I heavy chain molecules in the ER membrane are bound by the chaperone 

molecule calnexin; when the MHC I heavy chain binds to the light chain protein beta-2 

microglobulin (β2M), calnexin dissociates from the MHC I molecule (1, 16). The MHC I-β2M 

complex then binds to the peptide loading complex (PLC), which consists of the chaperone 

proteins calreticulin, tapasin, and ERp57 (1, 16). ERp57 forms a heterodimer with tapasin. Tapasin 
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associates with and stabilises TAP, while enabling spatial proximity between the MHC I molecule 

and peptides being transported into the ER (1, 16). Once peptides bind stably to MHC I, the 

peptide-MHC I complex forms and can be released from the PLC to travel from the ER, via the 

Golgi to the plasma membrane (1, 16). 

DCs can present intracellular peptides to activate CD8 T-cells, however, many viruses are trophic 

in that they infect certain cell types (19). This means dendritic cells may not be infected, which 

could limit the induction of anti-viral CD8 T-cell responses (19). Cross presentation is the 

presentation of endocytosed extracellular peptides on MHC I molecules and enables the 

activation of CD8 T-cells in response to extracellularly derived peptides (19). There are two main 

mechanisms by which cross presentation is thought to occur: the cytosolic and vacuolar pathways 

(19, 20). The cytosolic pathway involves exportation of exogenous antigens from endosomes into 

the cytoplasm where they are degraded by the proteasome into peptides; peptides are either 

loaded onto MHC I molecules in the ER or imported into the phagosome by TAP where they 

encounter MHC I molecules (20, 21). The vacuolar pathway involves proteasome-independent 

proteolytic degradation of exogenous antigens within phagosomes, followed by peptide loading 

onto MHC I molecules (20, 22).  

Antigen processing for presentation on MHC I molecules results in relatively stable peptide-MHC 

(pMHC) complexes (16). However, MHC I complexes have been shown to dissociate at the cell 

surface, leaving MHC I heavy chains at the plasma membrane (23, 24). Free MHC I heavy chains 

with empty peptide-binding grooves can form new pMHC complexes provided there is a sufficient 

level of exogenous β2M and peptides; this enables peptide loading of APCs in vitro (25). MHC I 

heavy chains and complexes are also endocytosed primarily for degradation, however, 

endocytosed exogenous peptides can bind to a small fraction of MHC I heavy chains within the 

endosomal compartment and undergo recycling back to the surface (16).
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Figure 1.2 MHC I and MHC II antigen presentation pathways 
Left) Intracellular proteins are degraded by the proteasome into peptides, which are transported into the endoplasmic reticulum (ER) via the transporter associated with 
antigen processing (TAP). In the ER, heavy chain MHC I molecules associate with the chaperone calnexin, until β2-microglobulin (β2M) forms the light chain of MHC I 
molecules, by binding to the heavy chains. This MHC I complex then associates with the peptide loading complex (PLC), which is made of the chaperone molecules 
calreticulin, ERp57 and tapasin, which facilitate binding of peptides to MHC I molecules. The peptide-MHC I complexes travel through the Golgi to the cell surface for 
antigen presentation to CD8 T-cells. Right) Extracellular proteins are endocytosed by APCs and degraded in endosomes to form peptides. In the ER, MHC II molecules 
bind to the invariant chain (Ii) protein and are transported through the Golgi to specialised late endosomes called the MHC class II compartment (MIIC). Here, proteases 
within the MIIC cleave the Ii, leaving a peptide called the class-II associated invariant chain peptide (CLIP) bound to the peptide-binding groove of MHC class II proteins.  
Endosomes containing extracellularly-derived peptides fuse with MIIC endosomes and peptides are loaded onto MHC II molecules with the help of HLA-DM proteins. 
Peptide-MHC II complexes are transported to the cell surface for antigen presentation to CD4 T-cells.
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1.3.2.3 αβ T-cell development 

The ultimate goal of T-cell development is the production of mature T-cells that can be activated 

via their TCRs by non-self-peptides in complex with MHC molecules (1, 26). T-cells originate from 

multipotent haematopoietic stem cells in the bone marrow that differentiate into lymphoid 

progenitors and migrate to the thymus (1, 26). Within the thymus, T-cell precursors are called 

thymocytes and develop into mature T-cells (1, 26). Thymocytes undergo a process called positive 

selection which ensures they express TCRs with sufficient binding affinity for pMHC complexes in 

order to induce TCR signalling (1, 26). On the other hand, strongly self-reactive T-cells are 

prevented from entering the circulation via a process called negative selection (1, 26). Deletion of 

strongly self-reactive thymocytes is called central tolerance (1, 26). Since all nucleated cells 

present self-peptides restricted by MHC molecules, central tolerance helps to prevent the 

induction of autoimmune disease (1, 26). A schematic of T-cell development in the thymus is 

shown in Figure 1.3. 

The thymus is divided into two main regions: the outer cortex and inner medulla. Lymphoid 

precursors initially emerge from venules at the cortico-medullary junction and migrate through 

the cortex (1, 26). When they first enter, thymocytes do not express CD8 or CD4 molecules and 

therefore are called double negative (DN) (1, 26). The TCR is a heterodimer of one α and one β 

chain; each β chain of the TCR is encoded by variable (Vβ) diversity (Dβ) and joining (Jβ) gene 

segments, while each TCR α chain is encoded by variable (Vα) and joining (Jα) segments (1, 26). 

There are four stages of DN thymocytes; in the first stage the DN1 cells have not rearranged the 

genes encoding the TCR (1, 26). In the second stage, DN2 cells start to rearrange the TCR β-chain 

genes via somatic recombination which joins Dβ and Jβ gene segments (1, 26). DN3 thymocytes 

rearrange Vβ to DJβ gene segments and expressed β chains then assemble with a pre-TCR α chain, 

forming a pre-TCR (1, 26). The pre-TCRs dimerise and enable ligand-independent pre-TCR 

signalling (1, 26). This enables the transition of DN3 thymocytes to the highly proliferative DN4 

stage where further rearrangement of β-chain genes is halted and thymocytes begin to express 

both CD8 and CD4 to generate double-positive (DP) thymocytes, which make up the majority of 

total thymocytes (1, 26). Subsequent rearrangement of Vα and Jα segments produces TCR α chains, 

giving rise to an αβ TCR, and proliferation reduces, giving rise to non-blasting DP cells (1, 26). 

Thymic cortical epithelial cells mediate positive selection by presenting pMHC complexes to the 

DP thymocytes (1, 26). During positive selection, DP cells that recognise pMHC survive, while 

those that fail to recognise pMHC die by apoptosis (1, 26). Recognition of peptide in complex with 

MHC I or MHC II halts T-cell expression of CD4 and CD8 co-receptors, respectively (1, 26). This 

results in the formation of single-positive thymocytes that migrate down into the medulla and 

undergo negative selection (1, 26). Negative selection begins in the cortex during positive 



 

28 
 

selection and continues in the medulla (1, 26). In the medulla, pMHC is presented by DCs, 

macrophages, and medullary thymic epithelial cells (mTECs); the presentation of self-antigens on 

MHC molecules by mTECs is enabled by the autoimmune regulator (AIRE), a transcription factor 

which drives the ectopic expression of a large range of self-antigens (1, 26). Strong binding of the 

TCR to pMHC causes apoptosis of highly self-reactive thymocytes, while thymocytes with TCRs 

that bind pMHC with low affinity survive (1, 26). Some thymocytes expressing TCRs that have 

intermediate affinity for pMHC differentiate into thymic T regulatory cells (Tregs) which express 

the transcription factor Forkhead Box P3 (FOXP3) and contribute to peripheral tolerance of self-

antigens (1, 26). Having survived both positive and negative selection, mature T-cells expressing 

the sphingosine-1-phosphate receptor (S1PR) emigrate from the thymus via chemotaxis towards 

elevated sphingosine-1-phosphate (S1P) levels in the blood and lymph (1, 26). 
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Figure 1.3 Thymic T-cell development  
Thymocytes migrate from the bone marrow and enter the thymus via venules near the cortico-medullary junction, which lies between the thymic cortex (above dotted 
line) and medulla (below dotted line). Thymocytes enter the cortex lacking expression of the TCR and both CD8 and CD4 co-receptors, making them double-negative 
(DN). DN1 thymocytes migrate to the cortex where they become DN2 thymocytes which undergo somatic recombination to join Dβ and Jβ gene segments for the TCR β 
chain. DN3 thymocytes rearrange Vβ to (DJ)β segments, producing the β chain, which associates with the pre-TCR α chain to form the pre-TCR. Thymocytes which fail to 
successfully join VDJ segments undergo apoptosis. Following ligand-independent pre-TCR signalling, DN4 thymocytes proliferate to form double-positive thymocytes 
which express both the CD8 and CD4 co-receptor and the TCR, following successful joining of Vα to Jα gene segments which enables synthesis of the TCR α chain. During 
positive selection, thymic cortical epithelial cells present peptide in complex with MHC I and MHC II molecules; DP thymocytes which recognise pMHC are selected to 
become single-positive thymocytes. Failure to bind pMHC induces apoptosis. Single-positive thymocytes undergo negative selection in the cortex and medulla: 
thymocytes with TCRs that bind strongly to self-pMHC undergo apoptosis; thymocytes with low or no self-reactivity exit the thymus to form the peripheral T-cell 
repertoire.
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1.3.2.4 T-cell activation in secondary lymphoid organs  

After exiting the thymus, naïve CD8 and CD4 T-cells enter secondary lymphoid organs (SLOs), such 

as the spleen and lymph nodes, where they scan DCs for cognate pMHC (27). In the absence of 

cognate antigen, T-cells egress from the SLOs via the efferent lymphatic vessel and travel through 

the thoracic duct before returning to the blood for re-circulation (27). Recognition of cognate 

pMHC by the TCR (Signal 1) in SLOs can either result in T-cell tolerance or the acquisition of 

effector functions such as proliferation, cytokine secretion and cytotoxic potential (the latter in 

the case of CD8 T-cells), depending on the strength of Signal 2 (costimulation) and Signal 3 

(cytokine signals) which are also required for T-cell activation (28). Signal 2 is comprised of 

costimulation primarily mediated by CD80/CD86 on DCs binding to the CD28 receptor on T-cells 

(28). A schematic of how CD28 contributes to TCR signalling (discussed below) is shown in Figure 

1.4. CD28 ligation activates phosphatidylinositol-3-kinase (PI3K), which leads to the activation of 

protein kinase B (Akt) and the nuclear translocation of nuclear factor kappa-light-chain-enhancer 

of activated B cells (NFκB) which induces pro-survival signalling in T-cells (28). Akt also inhibits cell 

cycle arrest, helping to drive proliferation and cell survival (28). Additionally, Akt inhibits the 

kinase glycogen synthase kinase-3 (GSK3) to support nuclear localisation of nuclear factor of 

activated T-cells (NFAT) which drives IL2 transcription (28). As a result, CD28 costimulation 

augments signalling required for T-cell activation and insufficient costimulation can induce 

tolerance (28). While CD28-deficient mice display weakened immune responses to infection, 

there are several other costimulatory molecules including lymphocyte function associated antigen 

1 (LFA1) and inducible T-cell costimulator (ICOS) which can compensate for low levels of CD28 

(29-31). Signal 3 is provided by cytokines secreted by DCs and in the local environment which are 

influenced by the type of infection, which drives the differentiation of T-cells into distinct effector 

subsets (32, 33). Differentiation occurs during clonal expansion, which is the proliferation of 

antigen-specific T-cell clones into effector T-cells (32, 33). Most effector T-cells emigrate from 

SLOs to sites of inflammation, although CD4 follicular helper T-cells (Tfh cells) express CXCR5 and 

migrate to B-cell follicles within SLOs to aid B-cell activation and isotype switching (27).  

1.3.2.5 Proximal T-cell receptor signalling 

As previously discussed, three main signals are required for naïve T-cell activation: TCR ligation by 

cognate pMHC (signal 1), costimulation through CD28 (signal 2) and cytokine signalling (signal 3) 

(28). The pathways involved in naïve and effector T-cell activation are very similar, although CD28 

costimulation is not necessary for effector T-cell activation (34). A schematic of the signalling 

pathways downstream of TCR and CD28 ligation is shown in Figure 1.4. The octameric TCR 

complex includes the αβ TCR heterodimer, and three pairs of CD3 chains: yɛ, δɛ and ʒʒ (28, 35). 

Ligation of cognate pMHC by the TCR ultimately transmits signals that recruit cytoplasmic adaptor 
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signalling proteins to form a multi-molecular proximal signalling complex; the resultant 

spatiotemporal organisation of T-cell signalling intermediates leads to actin polymerisation, 

calcium signalling, nuclear factor-κB (NFκB) signalling and mitogen-activated protein kinase 

(MAPK) signalling (28, 35). The latter three pathways result in transcriptional changes that 

support the survival and proliferation of T-cells, including upregulation of interleukin 2 (IL2) and 

its receptor (IL2R) (28, 35).  

pMHC binding of the TCR receptor causes the phosphorylation of tyrosine residues in the CD3 

chains by Src tyrosine kinases such as lymphocyte-specific protein tyrosine kinase (Lck) and, to a 

lesser extent, Fyn (28, 35). Lck associates with CD4 or CD8 co-receptor chains and is recruited near 

to the TCR complex when the TCR and CD4/CD8 co-receptors bind to cognate pMHC (28, 35). Lck 

specifically recognises and phosphorylates tyrosine residues within protein domains called 

immunoreceptor tyrosine activation motifs (ITAMs), which contain two tyrosine residues within 

conserved amino acid motifs (36). There is one ITAM domain within each CD3 chain of the δy and 

δɛ pairs that can be phosphorylated, and three ITAMS within each ʒ chain, which amounts to a 

total of 10 ITAMs within the TCR complex (36). Tyrosine phosphorylation within ITAMs of the ʒ 

chains provides a docking site for the tyrosine kinase ʒ chain-associated 70kDa tyrosine 

phosphoprotein (ZAP70) to bind via SH-2 domains (36). Lck can then phosphorylate ZAP-70 at 

Y493, and activate ZAP70 catalytic activity, enabling autophosphorylation of ZAP70 (28, 35, 36). 

Activated ZAP70 tyrosine-phosphorylates the transmembrane adaptor protein linker for 

activation of T-cells (LAT) (28, 35). LAT contains nine tyrosine residues that can be bound by 

phospholipase C-γ (PLC-γ), growth factor receptor-bound protein 2 (GRB2), inducible tyrosine 

kinase (Itk), and GRB2-related adapter downstream of Shc (GADS) among other adaptor proteins 

(28). Another key adaptor protein, Src homology 2 domain containing leukocyte phosphoprotein 

of 76 kDa (SLP76) can bind to LAT and together they form the scaffold for the formation of a 

multimolecular complex that organises T-cell signalling intermediates (28, 35). One pathway 

downstream of TCR signalling is cytoskeletal rearrangement; Vav guanine nucleotide exchange 

factor 1 (VAV1) binds to SLP76, GADS, LAT and Itk and is activated by Itk (37). VAV1 activates the 

GTPases Cdc42 and Rac, which in turn activate (WASp family verprolin homologous protein-2) 

WAVE2 and Wiskott-Aldrich syndrome protein (WASp), respectively (37). WASp and WAVE2 

induce actin polymerisation from existing filamentous actin (F-actin) filaments via the actin-

related protein 2/3 (Arp2/3) actin nucleation complex (37). Actin remodelling supports the 

morphological polarisation of the T-cell towards the APC and formation of the immune synapse 

(discussed further in Section 1.3.2.12) (37). Three other main pathways induce transcription of 

genes related to effector T-cell function: the calcium pathway, the MAPK pathway and the NFκB 

pathway (28, 38, 39). PLCγ1 is a central protein that binds to LAT and SLP76 to transduce signals 

down these pathways (Figure 1.4). PLCγ1 is phosphorylated and activated by Itk. Activated PLCγ1 



 

32 
 

hydrolyses phosphatidylinositol 4,5-bisphosphate (PIP2) into two important molecules for 

downstream signalling: diacylglycerol (DAG) and inositol 1,4,5- triphosphate (IP3).  

1.3.2.6 Calcium signalling 

IP3 binds IP3 receptors which act as calcium channels in the ER and opens them, resulting in 

calcium release from the ER into the cytoplasm (38, 40). This reduced Ca2+ concentration in the ER 

activates the STIM/ORAI1 pathway which results in an influx of Ca2+ through Ca2+-responsive 

ORAI1 channels at the plasma membrane (38, 40). The increase in intracellular calcium 

concentration induces activation of calcineurin, which enables the dephosphorylation of the 

transcription factor NFAT and subsequent release of NFAT from calcineurin (38, 40, 41). NFAT can 

then translocate to the nucleus where it cooperates with the transcription factor AP-1 to induce 

the transcription of genes related to T-cell activation, such as the IL2 gene (38, 40, 41). Thus, 

intracellular calcium levels during TCR ligation can be an indicator of TCR signal strength; 

quantification of calcium flux using fluorescent calcium sensors such as Fura-2 can be used 

experimentally to indicate the strength of TCR proximal signalling upon ligation (42, 43). 

1.3.2.7 MAPK signalling 

DAG can activate the guanine nucleotide-binding protein Ras and protein kinase C-theta (PKCθ) 

(39). Initiation of the MAPK cascade by Ras, results in the phosphorylation of the MAPK Erk that 

leads to the synthesis of Fos protein (39). Fos and phosphorylated Jun protein- which is produced 

downstream of PKCθ signalling- form heterodimeric AP-1 which induces transcription of IL2 and 

IL2R (39). 

1.3.2.8 NFκB signalling 

Activation of PKCθ by DAG also enables the assembly of a protein complex containing CARMA-1, 

Bcl10 and MALT1 (39). NFκB is normally sequestered in the cytoplasm by inhibitor of NFκB (IκB) 

(39). The CARMA-1/Bcl10/MALT1 complex degrades the regulatory subunit of inhibitor of NFκB 

kinase (IKK), which allows the degradation of IkB which usually sequesters NFκB in the cytoplasm 

(Figure 1.4) (39). Released NFκB can enter the nucleus and activate genes related to the function, 

survival, and homeostasis of T-cells (39). 

1.3.2.9 CD28 costimulation augments TCR signalling 

Ligation of CD28 by CD80/CD86 on APCs activates phosphatidylinositol-3-kinase (PI3K), which 

phosphorylates PIP2 to generate PIP3 (44). PIP3 activates Akt which supports the translocation of 

NFκB into the nucleus (44). PIP3 also recruits VAV1 to the IS which supports actin polymerisation 

(44). Furthermore, Akt inactivates glycogen-synthase kinase 3 (GSK3) which supports the nuclear 

localisation of NFAT (44). Therefore, CD28 costimulation augments the major TCR signalling 

pathways.
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Figure 1.4 TCR signalling and CD28 costimulation 
TCR ligation by pMHC induces Lck-mediated phosphorylation of tyrosine residues within the ITAMs in the CD3 chains (γɛ, δɛ, ζζ) associated with the TCR. Phosphorylation 
of the ζ chains recruits ZAP70 which is activated by Lck and autophosphorylation. ZAP70 activates LAT which recruits various proximal signalling proteins including Itk, 
GRB2, PLC-γ, SLP76, VAV1 and GADS. Together LAT and SLP76 form the scaffold for a multimolecular proximal signalling complex. Vav1 recruitment to SLP76, GADS, LAT 
and Itk enables activation of VAV1 by Itk. VAV1 activates the GTPases Rac and Cdc42, which activate WASp and WAVE2. WASp and WAVE2 initiate actin polymerisation 
from existing F-actin filaments in cooperation with Arp2/3. Itk also activates PLC-γ which hydrolyses PIP2 into IP3 and DAG. IP3 binds to IP3R on the ER membrane which 
acts as calcium channels and open to release Ca2+ from the ER into the cytoplasm. This causes aggregation of STIM proteins in the ER membrane, which opens ORAI1 
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calcium-responsive channels in the plasma membrane. The subsequent influx of extracellular Ca2+ activates the phosphatase calcineurin, which dephosphorylates NFAT 
to enable NFAT nuclear translocation. Meanwhile, DAG activates Ras, which actives Raf, MEK1/2 and ERK1/2, leading to transcription of the transcription factor Fos. DAG 
also activates PKCθ which leads to activation and of the transcription factor Jun. Jun and Fos dimerise to produce the transcription factor AP1. PKCθ also activates 
CARMA1/Bcl10/MALT1 to degrade the regulatory subunit of IKK, which enables degradation of IκB which usually sequesters NFκB in the cytoplasm. NFκB then 
translocates into the nucleus. In the nucleus, NFAT, AP1 and NFκB induce the transcription of IL2, IL2R, pro-survival and proliferation genes. CD28 ligation by CD80/CD86 
activates PI3K, which phosphorylates PIP2 to form PIP3. PIP3 activates Akt, which inactivates GSK-3. Active GSK-3 supports export of NFAT from the nucleus; therefore, 
Akt activation enhances the nuclear localisation of NFAT. Akt also enhances NFκB nuclear translocation and recruitment of VAV1 to the IS, promoting actin 
polymerisation.
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1.3.2.10 CD4 T-cell effector function 

During activation of naïve CD4 T-cells, the cytokine environment determines their differentiation 

into one of several major effector T helper (Th) subsets, including: Th1, Th2, Th17, Tfh and Tregs 

(45, 46). Th1 cells are induced by IL12 and IFNγ and secrete effector cytokines including IFNγ (47, 

48). Th1 cells activate macrophages to be more potent killers of intracellular microbes and induce 

Ig class switching to IgG by B cells (49, 50). Th1 cytokines also support the differentiation of 

effector CD8 T-cells (51). Th2 cells are induced by IL4, which they secrete along with IL5 and IL13 

(45). Th2 cells enhance eosinophil degranulation and induce Ig class switching to IgE by B cells 

(49). The Th2 response is useful in controlling extracellular parasitic infections such as helminths, 

while inappropriate Th2 responses cause allergy and asthma (45). Th17 cells are induced by IL6, 

IL23 and TGFβ and produce IL17 and IL22 (45, 52). Th17 cells enhance neutrophil responses and 

activate epithelia to produce antimicrobial peptides (53, 54). Tregs have been divided into two 

main subsets: thymic or natural Tregs (tTregs or nTregs) which develop in the thymus and 

peripheral Tregs (pTregs), which develop extrathymically in the periphery (55). As previously 

discussed (Section 1.3.1.  Tfh cells support Ig isotype switching and affinity maturation within 

germinal centres, to support the B cell response (13, 45).  

While tTregs emerge from the thymus as CD4+ Foxp3+ CD25hi regulatory cells with 

immunosuppressive capacity, pTregs develop when conventional CD4+ Foxp3- CD25lo T-cells are 

activated in the presence of the cytokines IL2 and TGFβ, which induces transcription of the master 

transcription factor FOXP3 (55, 56). Currently, Helios and Nrp-1 are the main markers proposed to 

distinguish between tTregs and pTregs in mice, with tTregs expressing higher levels of both 

proteins, but they are not conclusive and markers specific to distinct human Treg subsets are 

unknown (55, 57, 58). Tregs are thought to exert their immunosuppressive effects onto APCs and 

effector CD4 and CD8 T-cells in both contact-dependent and contact-independent mechanisms. 

One contact-dependent mechanism involves the binding of the co-inhibitory receptor CTLA-4 on 

the surface of Tregs to the B7 molecules CD80 and CD86 on APCs; CTLA-4 binds these ligands with 

higher affinity, outcompeting CD28 on the surface of T-cells, thus limiting CD28-dependent 

costimulatory signalling (59). CTLA-4 can also pull off CD80 and CD86 from the target cell 

membrane via transendocytosis, decreasing the availability of these CD28 ligands (60). Another 

contact-dependent mechanism involves the capture of fragments of the effector T-cell membrane 

by Tregs via trogocytosis which also decreases CD80 and CD86 availability (61). Tregs also secrete 

immunosuppressive cytokines such as TGFβ and IL10 which inhibit effector T-cell proliferation and 

cytokine secretion (62). Tregs may also express the ectoenzymes CD39 and CD73 which convert 

ATP to ADP/AMP, and AMP to adenosine, respectively. Secreted adenosine binds to the A2A 

adenosine receptor on DCs and effector T-cells causing elevated, suppressive levels of cyclic 
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adenosine monophosphate (cAMP) (63-65). Tregs also express indoleamine-2,3-deoxygenase 

(IDO) which catalyses the degradation of tryptophan; depletion of tryptophan in the local 

environment leads to metabolic stress in nearby effector T-cells (66, 67). Moreover, a product of 

tryptophan catabolism is the release of kynurenine which can bind to the aryl hydrocarbon 

receptor (AhR) to induce conversion of Th17 cells to Tregs, increasing the number of Tregs and 

therefore local immunosuppression (68). The immunosuppressive mechanisms used by Tregs 

seem to depend on contextual factors such as the disease, anatomical site, and species (62). The 

suppressive capacity of Tregs are commonly assessed in vitro via proliferation assays involving co-

culture with effector T-cells and enzyme-linked immunosorbent assays (ELISAs) which assess IL10 

and TGFβ production (69). Induced Tregs (iTregs) are the closest in vitro model of pTregs found in 

vivo. iTregs can be generated in vitro by CD3/CD28 antibody or peptide-mediated stimulation of 

naïve conventional CD4 T-cells in the presence of TGFβ and IL2 (70, 71). While Foxp3+CD4+ Tregs 

have been found to make up the majority of circulating Tregs in vivo in both mice and humans, 

CD4+ Foxp3- Tregs that develop in the periphery have also been described. These include Tr1 and 

Tr3 Tregs. Tr1 cells are a subset of Treg that primarily secretes IL10 along with TGFβ, while Tr3 

cells primarily secrete TGFβ (72, 73).  

1.3.2.11 CD8 T-cell effector function  

Most CD8 T-cells differentiate into cytotoxic T-lymphocytes (CTLs), which have the ability to kill 

target cells via two main mechanisms: granzyme-perforin and death receptor-ligand mediated 

apoptosis, the latter of which includes the Fas ligand/Fas (FasL/Fas) pathway (74-76). A schematic 

of the granzyme-perforin and FasL/Fas pathways is shown in Figure 1.5. Inside lymphoid organs, 

engagement of the TCR on naive CD8 T-cells induces a transcriptional program that endows them 

with effector functions that have cytotoxic potential (77). An important feature of CTLs is the 

production of cytotoxic granules that are stored in lysosomes (76). Cytotoxic granules contain 

perforin-1 and granzyme B, among other molecules (78). Perforin-1 is a glycoprotein encoded by 

the PRF1 gene (79). Upon secretion of the cytotoxic granules by CD8 T-cells, released perforin-1 

can polymerise in the target cell membrane to form pores that are 16-22nm in diameter, thus 

enabling the flow of molecules between the cytoplasm and extracellular space, potentially 

breaking membrane integrity, though cell death mediated by perforin-1 in the absence versus 

presence of granzymes is less efficient (80, 81). Granzymes are serine proteases; there are 5 

granzymes in humans and 10 granzymes in mice (82). Granzyme A and B are found in both species 

and are the most studied; granzyme B (GzmB) is thought to be the most important for cytolytic 

killing by CD8 T-cells (82). GzmB is delivered into the target cell cytoplasm through pores formed 

by perforin-1 and cleaves pro-caspases 3 and 7 to activate their cysteine protease activity, leading 

to the cleavage of substrates which cause apoptosis (82). GzmB can also directly cleave the 

proapoptotic factor BH3-interacting domain death agonist (BID) to induce cytochrome c release 
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from mitochondria, through pores made by polymerised BAK/BAX, that leads to caspase 

activation and apoptosis (82-84). The degranulating CTL itself is protected from perforin-1 and 

GzmB via several mechanisms. Perforin-1 requires neutral pH and Ca2+ to be active (85, 86). The 

acidic environment of a lysosome helps to stabilise perforin-1 and maintain it in an inactive form, 

while the chaperone molecule calreticulin binds to free Ca2+ in the lysosome, sequestering it from 

perforin-1 (87). Cytotoxic granules also contain serglycin, serine protease inhibitor B9 (serpin B9) 

and cathepsins (88-90). Within the lysosome, serglycin binds to perforin-1, preventing 

polymerisation and serpins inhibit granzyme enzymatic activity (88, 89). Once perforin-1 is 

secreted into the immune synapse, the pH is neutral which releases perforin from serglycin and 

enables pore-formation (85). Cathepsins such as cathepsin B are cysteine proteases present 

within cytotoxic lysosomes that are transferred to the plasma membrane upon degranulation 

which coat the cytotoxic CD8 T-cell surface at the IS and protect it from perforin via proteolytic 

inactivation (90).  

Fas is broadly expressed by most cell types and belongs to the death receptor subset of the 

tumour necrosis factor receptor (TNFR) family. It is a trimeric receptor that aggregates on the cell 

surface following ligation to FasL (91). FasL is expressed by certain cell types including activated T-

cells and NK cells, therefore, these cells can induce Fas-mediated target cell death upon cell 

contact (92). Upon engagement of Fas on the target cell by FasL on T-cells, aggregation of Fas 

receptors induces conformational changes that enable recruitment of the adaptor protein Fas-

associated death domain (FADD) to Fas via homotypic interactions between death domains (93, 

94). FADD then recruits pro-caspase-8 via homotypic binding of death effector domains (DEDs), 

which leads to proximity-induced conformational changes in pro-caspase 8 that activate its auto-

proteolytic ability (95, 96). Activated pro-caspase 8 can cleave itself and form the active caspase 8 

(96). Caspase 8 induces apoptosis by directly cleaving caspase 3 and caspase 7 or by cleaving BID 

to induce the mitochondrial pathway of apoptosis (82, 97). An alternative form of cell death 

downstream of Fas ligation is necroptosis, a programmed, inflammatory form of cell death that 

occurs when caspase 8 is inhibited and apoptosis is blocked (98).  
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Figure 1.5 CD8 T-cells induce target cell death via two main pathways 
CD8 T-cells can induce target cell death via two main pathways: the perforin-granzyme B and the FasL/Fas pathways. Left) The perforin-granzyme B pathway involves the 
exocytosis of cytotoxic granules containing perforin and granzyme B. Perforin polymerises on the target cell membrane to create pores which enable granzyme B 
delivery into the target cell cytoplasm. Granzyme B can: cleave pro-caspase 3 and 7 to activate their cysteine protease activity or cleave BID to induce the polymerisation 
of BAK and/or BAX proteins in the mitochondrial membrane. Cytochrome c is released from the mitochondrial intermembrane space and can cleave pro-caspase 3 and 7. 
Caspase 3 and 7 can cleave multiple substrates to induce cell death. Right) FasL on T-cells can bind to Fas on the target cell membrane to induce trimerization of Fas, and 
the recruitment of FADD via death domains. FADD recruits pro-caspase 8 via death effector domains (DED), leading to caspase 8 auto-cleavage and activation. Caspase 8 
can cleave caspase 3 and 7 directly or indirectly through the mitochondrial pathway of apoptosis to induce cell death. 
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The primary cytokines expressed by effector CD8 T-cells are IFNγ, IL2, and TNFα which are 

upregulated following TCR stimulation (1). Upregulation of the transcription factors T-box 

transcription factor (Tbet) and Eomesodermin (Eomes) downstream of TCR and IFNγ receptor 

(IFNγR) signalling enable these factors to bind to the promoter of the IFNγ gene to enhance 

expression (99). Other transcription factors activated downstream of TCR proximal signalling, such 

as NFAT and NFκB have also been shown to induce IFNγ transcription (100, 101). As IFNγ 

upregulation and secretion is a major outcome of TCR stimulation in CD8 T-cells, IFNγ production 

is widely used as a measure of T-cell activation, commonly measured by ELISA or intracellular 

antibody staining (102, 103). IFNγ has been shown to induce upregulation of MHC I on target cells 

to promote antigenic stimulation of CD8 T-cells (104). IFNγ can directly increase CD8 T-cell 

cytotoxicity, including through granzyme B upregulation (102, 105) and stimulate CD8 T-cell 

proliferation (106). However, the effects of IFNγ on the T-cell response are diverse and this 

cytokine can also have negative effects on CD8 T-cell cytotoxicity and proliferation (107, 108). IL2 

binds to the trimeric IL2 receptor (IL2R), which is comprised of CD25 the IL2Rβ and IL2Rγ chains, 

to induce prosurvival and anti-apoptotic signalling (51). IL2 also promotes the generation of short-

lived effector T-cells (SLECs) over memory-precursor effector cells (MPECs) and elevates the 

expression of perforin, granzyme B and IFNγ to support CD8 T-cell effector functions (51). TNFα 

has both pro-inflammatory and anti-inflammatory effects and has been found to facilitate both 

killing of tumour cells by CD8 T-cells as well as activation-induced cell death in CD8 T-cells (109, 

110). Moreover, it has been found to both enhance tumour infiltration by CD8 T-cells and impair 

CD8 TIL densities within tumours (111, 112). 

Studies have established several types of CD8+ regulatory T-cells including CD8+CD28- and            

CD8+CD28low subsets (113). The β-chain of the IL2 and IL15 receptor (CD122) has also been used to 

identify CD8 Tregs (114, 115). While CD8+CD28- Tregs are thought to be induced in the periphery, 

CD8+CD28low Tregs have been shown to develop in the thymus, although peripheral induction of 

these cells is also a possibility (113). In mice, Foxp3 expression by CD8 Tregs is variable while 

human CD8 Tregs have been found to express Foxp3 (116). Similar to CD4 Tregs, CD8 Tregs 

secrete IL10 and TGFβ to inhibit proliferation of effector T-cells (117-119). CD8 Tregs have also 

been found to cause down-regulation of CD80 and CD86 on APCs to reduce activation of T-cells 

(120). Unlike CD4 Tregs, it is not known if CD8 Tregs express CD39 and CD73 to suppress effector 

CD8 T-cells via adenosine-dependent mechanisms. It is yet to be established whether different 

types of CD8 Treg subsets perform unique functions and a more specific marker for CD8 Tregs is 

required to enable deeper understanding of this cell type. 
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1.3.2.12 Immune synapse stability and T-cell polarisation 

Migrating T-cell polarity 

Following priming of naïve T-cells and differentiation into effector T-cells, T-cells polarise in order 

to migrate to sites of infection or tumours and scan for antigen. T-cell polarisation and 

morphology is regulated by several systems: the actin cytoskeleton, microtubule cytoskeleton, 

surface proteins, vesicular trafficking and polarity proteins (121). A migrating T-cell has a leading 

edge, comprised of filopodial ruffles and thin membrane sheet-like protrusions called 

lamellipodia, which are driven by the polymerisation and branching of actin (121, 122). Behind the 

leading edge lies a more stable lamella region that forms the mid-body, where myosin II 

accumulates; from the mid-body to the rear of the T-cell, myosin II organises actin filaments in 

parallel to the axis of migration and enables the retrograde flow of actomyosin towards the tail-

end of the T-cell, called the uropod (123-125). The sliding of actin filaments by myosin II generates 

cell tension that drives the cell body and uropod forward, enabling amoeboid migration that 

involves: extension of the leading edge in the direction of movement, weak adhesion of this 

extension to the surrounding substrate, contraction of the cell body and retraction and 

detachment of the tail (122, 126). As in other amoeboid cells, there is a diffuse layer of F-actin 

beneath the plasma membrane in T-cells, called the actin-cortex, which is not anchored via focal 

contacts and stress fibres towards the substrate (126). T-cells adopt different modes of migration 

depending on the 2D and 3D environment they are in (122). In 2D environments, T-cell migration 

has been shown to require integrin-mediated adhesion, however, during scanning for antigen in 

3D tissue environments, T-cells have been shown to squeeze through narrow gaps by rearranging 

their actin cytoskeleton, without the need for integrins- similar phenomena have been observed 

in neutrophils (122, 127, 128). The microtubule cytoskeleton derives from the microtubule-

organising centre (MTOC) which lies within the uropod of a migrating T-cell, behind the nucleus 

that is located in the mid-body of the cell (129). During T-cell activation, the MTOC translocates to 

the front of the cell and vesicles containing T-cell effector molecules are transported along 

polarised microtubules by kinesin and dynein motors (discussed below) (129, 130). Migrating T-

cells also show a polarised distribution of surface receptors. Some receptors accumulate at the 

leading edge of a migrating T-cell, such as LFA-1 and chemokine receptors, while others are 

transported to the uropod by actomyosin retrograde flow, such as TCRs, CD2, CD43 and CD44 

(131-134). Meanwhile, C-terminus phosphorylated ezrin-radizin-moesin (cpERM) adaptor proteins 

associated with actin also bind to receptors such as intercellular adhesion molecule 1 (ICAM), 

CD43 and CD44 to maintain them at the rear of the cell (131, 135, 136). Polarity proteins including 

the partitioning-defective (PAR) proteins, scribbled (Scrib), lethal giant larvae (Lgl) and discs large 

(Dlg) have also been shown to help maintain T-cell polarity (137). 
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Repolarisation of T-cells upon antigen encounter and the immune synapse 

Upon activation of the TCR by cognate antigen, the T-cell stops migrating and repolarises itself 

towards the APC for optimal T-cell activation and delivery of effector molecules (121). This 

involves retraction of the uropod, rounding up of the T-cell and MTOC translocation from behind 

to in front of the nucleus where it is positioned adjacent to the plasma membrane region in 

contact with the APC (121). Although the direct molecular pathways that induce MTOC 

repolarisation are unclear, TCR proximal signalling proteins that are associated with actin 

remodelling including Lck, LAT, SLP76, PKC, VAV1 and CDC42 seem to be important (138, 139). 

Accordingly, there is evidence that actin and microtubule networks are linked, potentially via 

adhesion and de-granulation adaptor protein (ADAP) which can bind to both F-actin through 

vasodilator-stimulated phosphoprotein (VASP), and the MTOC via the microtubule motor protein 

dynein (140, 141). Once the MTOC has localised adjacent to the interface between the T-cell and 

the APC, called the immune synapse (IS), it enables the transport of cytotoxic granules, signalling 

proteins and cytokines to the centre of the IS via dynein (142, 143). A schematic of MTOC 

translocation during T-cell polarisation towards the target cell is shown in Figure 1.6a. Actin 

cytoskeletal rearrangements have been shown to be critical for T-cell repolarisation and effector 

function as inhibition of actin polymerisation abrogated proximal TCR signalling (144) and 

disrupted T-cell: APC binding (145). TCR signalling leads to actin polymerisation via the activation 

of the actin-related proteins 2/3 (Arp2/3) complex by two major nucleation-promoting factors 

(NPFs) called Wiskott-Aldrich syndrome protein (WASp) and WASp family verprolin homologous 

protein (Wave2) (28, 126). Arp2/3 enables the branching of actin onto pre-existing actin 

filaments. Following TCR ligation, the multi-molecular proximal signalling complex forms; Vav1 

binds to SLP76, GADS, LAT, and Itk, the latter of which activates VAV1 (28, 146). VAV1-dependent 

activation of the Rho-GTPase Cdc42 enables subsequent activation of WAVE2 (147, 148). 

Meanwhile, VAV1 also activates the Rho-GTPase Rac1 to activate WASp (148). WASp and WAVE2 

promote actin polymerisation from Arp2/3 complexes, causing F-actin accumulation at the IS 

(148). Additionally, WASp has been shown to couple LFA-1 to the actin cytoskeleton (126). 

 

The IS is an actin-dependent structure which supports T-cell activation and the delivery of 

cytotoxic granules by CD8 T-cells and has three major concentric regions called supramolecular 

activation clusters (SMACs): the central region of the IS is called the c-SMAC and is surrounded by 

peripheral (p-SMAC) and distal (d-SMAC) regions (149). A schematic of the immune synapse is 

shown in Figure 1.6b. In the mature IS, the c-SMAC contains the TCR and molecules such as CD28, 

the p-SMAC is rich in adhesive molecules such as LFA-1, providing a ring of strong attachment to 

the APC underpinned by an F-actin ring, and the outermost d-SMAC contains larger molecules 

such as the tyrosine phosphatase CD45 (127, 149). F-actin initially forms in the d-SMAC and 
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continually moves inwards as radial arcs across the p-SMAC where it dynamically accumulates to 

form a peripheral actin ring, before translocating to c-SMAC where it is disassembled (150-153). 

TCR and LFA-1 microclusters form distinct patches in the d-SMAC and are pulled by centripetal 

waves of F-actin towards the c-SMAC (152, 153). Although TCR microclusters and associated 

signalling molecules initially associate with F-actin via SLP76, Nck and WASp/WAVE in peripheral 

regions of the IS, these microclusters have been shown to travel into and become concentrated in 

the c-SMAC in an actin-independent manner (151, 154). Meanwhile, LFA-1 microdomains link to 

underlying F-actin via linker proteins such as talin (155). The actin-deplete state of the c-SMAC, in 

addition to a high concentration of proteins at the c-SMAC, excludes LFA-1 clusters from this 

region (127, 151). The F-actin is depolymerised at the boundary between the p-SMAC and c-SMAC 

possibly by negative regulators such as cofilin (156), enabling a clear central region at the IS for 

subsequent delivery of cytotoxic granules by exocytosis, but also delivery of T-cell signalling 

molecules directly to the c-SMAC. Surface receptors, including the TCR, have also been shown to 

be degraded following endocytosis from the c-SMAC, or recycled back to the c-SMAC (153). On 

the opposite end of the T-cell, other molecules including CD43 and CD44 accumulate in a region 

called the distal-pole complex (127). 
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Figure 1.6 MTOC translocation and structure of the immune synapse 
a) Upon ligation of the TCR by cognate pMHC on the target cell, T-cells repolarise towards the 
target cell. This involves retraction of the uropod and translocation of the microtubule organising 
centre (MTOC) from behind to in front of the nucleus, where it docks behind the immune synapse 
(IS). In the migrating T-cell, cytotoxic granules are distributed around the cell attached to 
microtubules. Following MTOC translocation, cytotoxic granules are transported by the 
microtubule motor protein dynein towards the IS, where cytotoxic molecules are released 
towards the target cell. b) The immune synapse can be divided into three concentric regions 
called supramolecular activation clusters: the central region is called the central SMAC (cSMAC) 
and contains the TCR and proximal TCR signalling molecules such as CD28. The peripheral region 
surrounding the c-SMAC (pSMAC) is rich in F-actin and the integrin LFA-1. The outermost region is 
called the distal SMAC (dSMAC) and contains larger molecules such as the phosphatase CD45. 
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1.3.2.13 T-cell tolerance, memory, exhaustion 

T-cell tolerance and anergy 

Despite central tolerance, which involves the deletion of T-cells that express TCRs with high 

affinity for self-antigen, T-cells expressing TCRs that bind to self-antigen with low affinity exit the 

thymus to enter circulation (157). Therefore, peripheral tolerance mechanisms are needed to 

prevent the activation of self-reactive T-cells in the periphery (157). When T-cells are stimulated 

by cognate self-antigen in the absence of sufficient costimulation, they adopt a phenotype of 

decreased effector responses, which is called T-cell tolerance (157). This tolerant state helps to 

prevent autoimmunity (157). DCs constitutively present self-antigen to T-cells in the absence of 

inflammation but the lack of PAMPs and DAMPs prevents DCs from undergoing maturation (12). 

Since immature DCs express low levels of costimulatory ligands and do not secrete inflammatory 

cytokines, they provide weak Signals 1, 2 and 3 to T-cells, which prevents the acquisition of T-cell 

effector functions (12). Although the tolerant state can be partially reversed to restore T-cell 

effector functions, for example, by expanding T-cells in vitro in the presence of IL2 and IL15 or 

under lymphopenic conditions in vivo, eventual reversion back to a tolerant state has been shown 

to occur due to epigenetic programming (157, 158). Both CD4 and CD8 Tregs also contribute to 

peripheral tolerance by suppressing the priming and activation of T-cells though various 

mechanisms (discussed in Sections 2.3.2.9 and 2.3.2.10). Anergy is often used to describe the non-

responsive T-cell state resulting from in vitro stimulation of naïve T-cells, in the absence of 

costimulation (157). T-cell anergy and tolerance share functional and transcriptional phenotypes 

but also have differences, due to the distinct ways they are induced. 

T-cell memory 

During an acute pathogenic infection, naïve T-cells first encounter antigen in secondary lymphoid 

organs (SLOs) and proliferate over ~1 week, giving rise to 1) effector T-cells that function to 

eliminate the pathogen over ~1-2 weeks and 2) a smaller pool of memory T-cells which survive 

long-term (159). Once the pathogen has been eradicated, the immune response diminishes in 

order to prevent tissue damage; 90-95% of antigen-specific T-cells undergo apoptosis (160). This 

leaves behind memory T-cells which have the potential to rapidly respond to antigen upon 

secondary infection, eradicating the pathogen before the host displays symptoms of disease (77, 

159, 160). Memory T-cells can be divided into 2 major subsets: central-memory (TCM) and 

effector-memory (TEM) T-cells 77, 160, 161). TCM
 cells express high levels of the IL-7 receptor 

(CD127), C-C chemokine receptor 7 (CCR7) and L-selectin/CD62L (77, 160, 161). In contrast, TEM 

cells express low levels of CD127, CC62L, and are deficient in CCR7 (77, 160, 161). CD127 

expression enables IL-7-driven homeostatic proliferation of TCM
 cells to maintain the memory pool 

(77, 160, 161). The CCR7 ligands CCL19 and CCL21 are produced by SLOs, therefore TCM cells home 

to SLOs; this homing is also mediated by CD62L which binds to its ligands on high endothelial 
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venules (HEVs), facilitating transmigration of TCM cells into SLOs (77, 160, 161). TEM cells, which are 

similar in function to T-effector (TE) cells, preferentially circulate in peripheral tissues as they 

express low levels of these SLO homing molecules (77, 160, 161). While TCM respond to antigens 

by proliferating to produce TEM cells, TEM cells respond by carrying out cytolytic or cytokine-

secreting effector functions at the site of infection (77, 160, 161). T-cell memory has a half-life of 

~8-15 years, therefore, immunological memory can last for decades (161). The antigen and 

cytokine milieu affect the ratio of the transcription factors Tbet and Eomes within a T-cell (99). In 

turn, these transcription factors are important drivers of T-cell fate, with a higher and lower Tbet: 

Eomes ratio translating into an effector or memory phenotype, respectively (99).  

 

T-cell exhaustion 

T-cell exhaustion occurs during chronic infection or cancer, as a result of chronic antigenic 

stimulation of T-cells. T-cell exhaustion mechanisms evolved to limit damage from long-term 

inflammation in healthy tissue, as they diminish T-cell effector responses; however, in the tumour 

setting, exhaustion of T-cells limits their anti-tumour potential. Under chronic stimulation, 

exhausted T-cells develop from memory precursor effector cells (MPECs) which inhibits the 

formation of the memory T-cell pool (162, 163). 

CD8 T-cell exhaustion was first described in a model of chronic lymphocytic choriomeningitis 

(LCMV) infection, where virus-specific CD8 T-cells lost the ability to secrete IFN-γ and kill viral 

targets in a CD4 T-cell dependent manner (164). The CD8 T-cell exhaustion phenotype develops 

progressively, starting with a loss of proliferative capacity and IL2 production (165-167). Later 

stages of exhaustion development involve partial loss or lack in the ability to produce IFN-γ and to 

degranulate (166, 167). The most severe stage of exhaustion leads to the deletion of tumour or 

virus-specific T-cells (167). Several factors determine the severity of T-cell exhaustion. The 

availability of viral epitopes influences epitope-specific T-cell exhaustion, with higher epitope 

presentation accelerating exhaustion development (166). Accordingly, higher viral load and longer 

duration of infection heighten the exhausted phenotype. Moreover, IL10 and TGFβ are cytokines 

that have been shown to promote exhaustion during chronic LCMV infection. Reduced CD4 T-cell 

help and a higher expression level of more inhibitory receptors also augments the T-cell 

exhaustion phenotype (167). While T-cell exhaustion has been primarily studied in chronic viral 

infections, chronic antigen persistence in tumour development leads to T-cell populations with 

similar phenotypes.  

Originally, the reduced effector functions of exhausted CD8 T-cells were thought to have solely 

negative effects on viral and tumour clearance, but accumulating data has demonstrated that 

exhausted T-cell populations may be epigenetically specialised to effectively limit tumour and 
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viral growth over long time periods, with minimal immunopathology (168-170). There is recent 

epigenetic and transcriptomic evidence that exhausted CD8 T-cells from chronic viral infection 

may develop from distinct populations of effector T-cells versus classical effector T-cells or 

memory precursor T-cells, suggesting that exhausted T-cells may form a distinct lineage evolved 

to protect the host from otherwise damaging full-blown effector T-cell responses to chronic 

antigen (169). It has also been broadly accepted that terminally differentiated exhausted T-cell 

populations express the transcription factor T-cell factor 1 (TCF1) and the coinhibitory receptors 

programmed cell death 1 (PD1) and T-cell immunoglobulin and mucin domain-containing protein 

3 (TIM3) (171). These PD1+ TIM3+ GzmB+ CD8 T-cell populations, which have effector functions, 

develop from TCF1+ PD1+ TIM3- GzmB- T-cell precursors which display a stem cell-like, self-

renewing capacity (172, 173). TCF1 is also expressed by central memory cells and is thought to 

drive the proliferative and self-renewal capacity of the precursor population (168, 173-176). It has 

been shown that TCF1+ PD1+ TIM3- T-cell precursors are responsible for an expansion of tumour-

specific T-cells in response to PD1 blockade, suggesting that PD1 blockade does not simply reverse 

the exhausted state of T-cells, but induces proliferation of the precursor subset and expands the 

population of terminally differentiated T-cells which mediate tumour control (172). This suggests 

that targeting the terminally exhausted TCF1- PD1+ TIM3+ CD8 TIL subset to enhance the effector 

functions of this population could further enhance tumour control in combination with PD1 

blockade. It is unknown whether blockade of TIM3 on CD8 TILs directly improves tumour-specific 

CD8 T-cell effector functions, including cytotoxicity, or if this occurs indirectly through other cell 

types. Thus, it is of interest to further establish the cell types and contexts necessary for 

therapeutic efficacy of PD1 and TIM3 blockade. 

The transcriptional pathways that regulate T-cell exhaustion are still being revealed but some 

transcription factors have been identified. While effector T-cells express higher levels of Tbet and 

less Eomes and memory T-cells express higher Eomes levels and less Tbet, chronic stimulation 

drives T-cells to express even higher levels of Eomes versus memory cells, to promote the 

exhausted phenotype (177). The transcription factors Tox and NFAT are also implicated in the 

development of exhaustion (178, 179). 

Coinhibitory receptors 

T-cell exhaustion is partially mediated by the upregulation of multiple co-inhibitory receptors 

TIM3, PD1, lymphocyte activation gene-3 (LAG3), cytotoxic T-lymphocyte associated protein-4 

(CTLA4), T-cell immunoglobulin and ITIM domain (TIGIT) and carcinoembryonic antigen-related 

cell adhesion molecule 1 (CEACAM1), which belong to the immunoglobulin superfamily of co-

receptors and inhibit TCR signalling (163). While coinhibitory receptor expression is associated 

with T-cell exhaustion, coinhibitory receptors are also expressed on T-cells with intact cytotoxicity 
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and cytokine production. Many coinhibitory receptors such as PD1, CTLA4 and CEACAM1 are 

normally upregulated following CD8 T-cell activation and counteract costimulatory signals to 

produce a balanced T-cell response (180). Under chronic antigen stimulation, however, 

coinhibitory receptors are strongly upregulated and maintained on the surface of CD8 T-cells to 

support exhaustion development (163). Recently, the coordinated upregulation of coinhibitory 

receptors in a tumour setting has been found to result from IL27 signalling through the IL27 

receptor (IL27R) on T-cells (181, 182). Downstream of IL27R ligation, upregulation of the 

transcription factors Prdm1 and c-Maf were found to induce the expression of a gene module 

encoding PD1, LAG3, TIM3, TIGIT and IL10 in CD8 TILs from murine melanoma (181, 182). The 

expression of these coinhibitory receptors was almost absent in CD8 TILs from double-knockout 

mice that did not express Prdm1 and c-Maf in T-cells (181, 182). Moreover, TILs from these 

double-knockout mice produced higher levels of IFNγ, TNF, proliferated more and this was 

associated with reduced tumour growth  (181, 182).   

 

Programmed cell death 1 (PD1)  

Programmed cell death 1 (PD1) is a transmembrane protein comprised of an extracellular IgV 

domain, transmembrane domain and a cytoplasmic tail which contains an immunoreceptor 

tyrosine-based inhibitory motif (ITIM) and immunoreceptor tyrosine-based switch motif (ITSM). 

ITIMs and ITSMs are conserved amino acid motifs which contain tyrosine residues that are 

phosphorylated downstream of receptor ligation. Phosphorylated ITSMs and ITIMs recruit 

phosphatases to the IS. Thus, these inhibitory motifs counteract ITAMs, which recruit kinases to 

the IS. PD1 is upregulated following TCR stimulation and regulates effector, memory and 

exhausted T-cell responses; it is also expressed by B cells and myeloid cells. Following PD1 ligation 

on T-cells by its primary ligand PDL1, which is expressed by APCs and peripheral tissues, the ITIM 

and ITSM domains are bound by the Src homology region 2 domain-containing phosphatase 2 

(SHP2). SHP1 can also bind to the ITSM motif, however it is unclear what role SHP1 plays in PD1 

signalling as SHP2, but not SHP1, has been shown to associate with PD1 at the immune synapse to 

dephosphorylate proximal T-cell signalling proteins (183, 184). Supporting the suppressive role of 

PD1 signalling, PDL1 is often upregulated by tumour tissues to escape the antitumour T-cell 

response and a higher expression of PDL1 in human tumour samples is associated with a worse 

prognosis (185, 186). In our lab, PD1 was found to regulate T-cell polarisation and the stability of 

the immune synapse with tumour targets: PD1 blockade treatment of tumour-bearing mice in 

vivo partially restored T-cell polarisation and immune synapse stability of isolated CD8 TILs in vitro 

(187). However, PD1 blockade of TILs in vitro decreased the IS stability suggesting that PD1 

engagement over a timescale of days rather than hours was required for the suppressive effect.  
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Cytotoxic T-lymphocyte associated protein 4 (CTLA4) 

Cytotoxic T-lymphocyte associated protein 4 (CTLA4) is comprised of an extracellular IgV domain, 

transmembrane domain and a cytoplasmic tail; in naïve T-cells, CTLA4 is stored within intracellular 

vesicles and becomes transiently expressed on T-cells following TCR stimulation, with a peak 

expression level 48-72h post-stimulation (188). Unlike PD1, the CTLA4 cytoplasmic tail does not 

contain classical ITIM or ITSM motifs, but contains two tyrosine motifs one of which enables 

binding of PI3K, SHP2, PP2A and AP1 and AP2. CTLA4 helps to regulate T-cell priming in lymphoid 

organs by limiting the access of CD28 on T-cells to its ligands CD80 and CD86 on APCs; CTLA4 

competitively binds to the CD28 ligands with higher affinity than CD28, restricting CD28-mediated 

costimulation. CTLA4 can also bind to CD28 ligands and pull them out of the APC surface via 

transendocytosis, reducing ligation of CD28. Accordingly, CTLA-deficient mice develop severe 

autoimmune disease that leads to death. CTLA4 has also been shown to promote T-cell motility to 

prevent stable contact between T cells and APCs and is constitutively expressed by Tregs (189). 

Moreover, CTLA4 binding to ligands on DCs has been shown to induce a tolerogenic DC phenotype 

characterised by IL10 secretion and expression of indeolamine-2,3-dioxygenase (IDO), an enzyme 

which depletes tryptophan from the environment and suppresses T-cell proliferation (190).  

 

Lymphocyte activation gene-3 (LAG3) 

Lymphocyte activation gene-3 (LAG3) is structurally similar to CD4 and consists of four 

extracellular IgG domains, a transmembrane domain and a cytoplasmic tail that contains a KIEELE 

motif thought to be required for inhibitory signalling (191-193). LAG3 is upregulated following T-

cell stimulation, constitutively expressed by Tregs and is also found on a subset of NK cells (194, 

195). LAG3 was found to bind MHC II, which suggested it competitively inhibits CD4 binding. 

However, recent evidence suggests this is not a primary mechanism by which LAG3 regulates T-

cells; LAG3 fusion protein inhibited CD4 and MHC II binding only when the TCR was not ligated, 

while another study found no evidence for LAG3-mediated inhibition of the CD4 and MHC II 

interaction (191, 192). Other ligands for LAG3- which has four glycosylation sites- have been 

identified including: galectin 3, liver sinusoidal endothelial cell lectin (LSECTin) and fibrinogen-like 

protein 1 (FGL1) (196, 197). Upon ligand binding, it is unknown how an inhibitory signal through 

LAG3 is transmitted as there is conflicting data on the importance of the KIEELE motif (193, 198).  

 

T-cell immunoglobulin and ITIM domain (TIGIT) 

T-cell immunoglobulin and ITIM domain (TIGIT) contains an IgV extracellular domain, 

transmembrane domain and a cytoplasmic tail that contains an ITIM and immunoglobulin tail 

tyrosine (ITT)-like motif (199, 200). TIGIT is expressed by activated T-cells and NK cells (199-201). 

TIGIT signalling studies in NK cells have shown that TIGIT ligation by its ligand CD155 induces 
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tyrosine phosphorylation of the cytoplasmic tail which recruits SHP1 to inhibit PI3K, MAPK and 

NFκB signalling (201, 202). In T-cells, this has been shown to inhibit T-cell activation and 

proliferation in addition to downregulation of TCRα, CD3ɛ and PLCγ (203). TIGIT signalling also 

induces upregulation of molecules such as IL7R and IL15R, and anti-apoptotic molecules to 

maintain survival of exhausted T-cells (203). In vitro, the costimulatory receptor CD226 competes 

with TIGIT for binding CD155, however, TIGIT binds with greater affinity to their shared ligands. It 

is unknown to what degree this competitive inhibition of CD226 costimulation plays a role in vivo. 

 

T-cell immunoglobulin and mucin domain-containing protein 3 (TIM3)  

(expression, appraisal of putative ligands, function) 

T-cell immunoglobulin and mucin domain-containing protein 3 (TIM3) was first discovered as a 

cell surface marker for IFNγ-producing CD4 Th1 and cytotoxic CD8 T-cells (204), although it has 

since been found expressed on Tregs, NK cells, macrophages and DCs (205-211). TIM3 belongs to 

the TIM family of genes including TIM1, TIM3 and TIM4 on chromosome 5 in humans and TIM1-8 

on chromosome 11 in mice (212, 213). The TIM3 gene family belongs to the wider 

immunoglobulin superfamily (213). Murine TIM3 is 281 amino acids long, while human TIM3 is 

302 amino acids long (204). Both murine and human TIM3 have an extracellular domain 

comprised of an N-terminal immunoglobulin variable-region-like domain and a mucin domain rich 

in serine and threonine residues (214). This is followed by a stalk domain, a transmembrane 

domain and cytoplasmic tail which contains six tyrosine residues (214). Human TIM3 (hTIM3) is 

63% identical to murine TIM3 (mTIM3), and the cytoplasmic domain shares 77% identity (214). 

The TIM3 cytoplasmic tail does not contain ITIMs or ITSMs (214). Instead, two of the 6 tyrosine 

residues in the TIM3 cytoplasmic tail are thought to be critical for TIM3 signalling (Tyr 256 and 263 

in mTIM3, and Tyr 265 and 272 in hTIM3) (215-217). TIM3 is encoded by seven exons and in mice, 

but not humans, alternative splicing can produce a soluble form of TIM3 lacking the mucin and 

transmembrane domains (218). In humans, a disintegrin and metalloprotease (ADAM) enzymes 

can cleave TIM3 at the stalk region, separating the extracellular domain from the transmembrane 

region to generate soluble TIM3 (219). Cleavage seems to require an intact cytoplasmic domain, 

suggesting it occurs downstream of TIM3 signalling, but the role of soluble TIM3 is unknown 

(219). The IgV domain of TIM3 is comprised of two anti-parallel β sheets, linked via a disulfide 

bridge between cysteine residues (220). Four other cysteine residues are linked by two additional 

disulfide bridges in the IgV domain and a cleft is formed between CC’ and FG’ loops which is 

where the putative TIM3 ligands phosphatidylserine, CEACAM1, and HMGB1 are thought to bind 

(discussed below) (220).  
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Inhibitory signalling upon TIM3 ligation 

Although the mechanisms of TIM3 inhibitory signalling have yet to be fully defined, the primary 

mechanism proposed for TIM3 inhibitory signalling involves phosphorylation of the TIM3 

cytoplasmic tail by Src kinases including Itk at the Y265 and Y263 residues upon TIM3 ligation, 

followed by dissociation of the HLA-B-associated transcript 3 (BAT3) from the TIM3 cytoplasmic 

tail, which is thought to enable the Src kinase Fyn to bind to the same site of the tail (215-217). A 

schematic of signalling downstream of TIM3 is shown in Figure 1.7. Firstly, BAT3, bound to TIM3, 

is proposed to maintain a pool of active Lck at the immune synapse, which promotes TCR 

proximal signalling; dissociation of BAT3 from the TIM3 tail therefore reduces the local availability 

of active Lck at the IS (215, 221). Accordingly, BAT3 and active Lck (with the Y394 

phosphorylation) were co-immunoprecipitated following overexpression in 293T cells, while the 

interaction of BAT3 and Lck was abrogated using a TIM3 agonist antibody (215). Meanwhile, the 

inactive form of Lck (with the Y505 phosphorylation) did not bind to BAT3 (215). Additionally, 

BAT3 mRNA levels were less than half in TIM3+PD1+ versus TIM3-PD1+ TILs from CT26 colorectal 

carcinomas, associating TIM3 upregulation with reduced BAT3 expression, although the 

mechanism was not elucidated (215). Secondly, Fyn has been shown to activate membrane-

anchored phosphoprotein associated with glycosphingolipid-enriched microdomains (PAG) which 

recruits the tyrosine kinase Csk to the immune synapse in lipid rafts containing Lck, enabling the 

deactivation of Lck via inhibitory phosphorylation at the Y505 of Lck (222). Thus, by maintaining 

Fyn at the IS, TIM3 may support deactivation of Lck, although this mechanism has yet to be 

demonstrated. Together, these possible mechanisms suggest that TIM3 can suppress TCR 

proximal signalling processes, by inducing inhibitory signalling that centres on Lck. Notably, while 

ligation of TIM3 is thought to be required for TIM3 inhibitory signalling, the relevant TIM3 binding 

partners have yet to be confirmed.  

 

TIM3 ligands 

 

Galectin-9 

Galectin-9 is a C-type lectin that comprises two carbohydrate recognition domains (CRDs) joined 

by a flexible linker (223). Each CRD contains an arginine residue which is important for binding to 

glycosylated regions on TIM3, although the exact binding site on TIM3 is unclear (220, 224). 

Galectin-9 is predicted to bind to oxygen (O) and nitrogen (N)-linked glycans in the TIM3 mucin 

and stalk domains, while it could also bind to N-linked glycosylation sites on the TIM3 IgV domain 

that is on the opposite side to the FG-CC’ cleft, a binding site for other TIM3 ligands (220). 

Galectin-9 is primarily expressed in the thymus, lymph nodes, spleen and bone marrow, but also 

on epithelial and endothelial cells, fibroblasts and myocytes (225). Galectin-9 expression levels are 
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generally reduced in tumours compared to normal tissue, suggesting downregulation of galectin-9 

supports tumour growth despite its association with inducing suppression of T-cells via TIM3 

(223). Low or absent galectin-9 expression levels in a variety of human tumour lines including 

renal, melanoma, lung and breast cells has been reported (226). Accordingly, galectin-9 ligation of 

its binding partners has been found to induce apoptosis of melanoma and leukaemia cell lines 

(227). Galectin-9 is reported to have antimetastatic potential by enhancing cancer cell aggregation 

and reducing cell adhesion to the ECM (228-230). Furthermore, upregulation of galectin-9 has 

been associated with cell cycle arrest, while loss of galectin-9 by cancer cells gives them a 

proliferative advantage (223). Nevertheless, it is likely that the context of galectin-9 expression 

will determine the overall effect of galectin-9 expression on tumour cell growth, as increased 

levels of galectin-9 have been found on leukaemia and colorectal cell lines (226). Additionally, 

variable levels of galectin-9 have been found to be expressed on ovarian tumour cell lines 

depending on the tumour subtype (226). Galectin-9 is found on the cell surface but is also highly 

secreted; soluble levels of galectin-9 have been positively correlated with increased tumour 

progression, while intratumoural levels have been found to have less effect on disease 

progression (223).  

 

Galectin-9 was first reported to bind TIM3 using transient transfection of Chinese hamster ovary 

(CHO) cells to induce intracellular (but not cell surface) expression of galectin-9, and intracellular 

staining using TIM3-Ig (224). Upon binding to TIM3, galectin-9 has been found to cause 

dissociation of BAT3 and active Lck protein from the TIM3 cytoplasmic tail, leading to dampening 

of T-cell proximal signalling by reducing the local pool of active Lck at the IS (215). In support of 

Bat3 and TIM3 as binding partners, BAT3 bound to the cytoplasmic tail of mTIM3 using a yeast 2-

hybrid approach, while mTIM3 and BAT3 were co-immunoprecipitated from EL4 T-cell lymphoma 

cells (215). Ligation of TIM3 by galectin-9 induced tyrosine phosphorylation of the TIM3 

cytoplasmic tail via Itk at the murine TIM3 (mTIM3) tyrosine 256, which caused dissociation of 

BAT3 from the TIM3 cytoplasmic tail due to the topographical change (215). In support of a 

stimulatory role for BAT3, BAT3 overexpression enhanced IFNγ and IL2 secretion of MOG-specific 

Th1 T-cells isolated following adoptive transfer into Rag-/- mice (215). Following galectin-9 

treatment in vitro, BAT3 overexpression by Th1 T-cells decreased cell death (215). Thus, BAT3 was 

indicated to protect Th1 T-cells from apoptosis that could result from galectin-9 binding to TIM3. 

Another study confirmed the pro-apoptotic role of galectin-9 binding to TIM3, as the addition of 

galectin-9 to TIM3+ CD8 TILs in vitro enhanced apoptosis, while TIM3 blockade partially reversed 

this effect (231). IFNγ production by T-cells is also regulated via TIM3 ligation by galectin-9 and 

galectin-9 was found to interact with TIM3 to decrease the abundance of CD44hi CD62lo T-cells 

suggesting it reduces the formation of memory T-cells (232). In contrast to other findings, a study 
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using TIM3-Ig and galectin-9 in in vitro binding assays found that galectin-9 did not bind to TIM3 

(233).  

 

Phosphatidylserine (PtdSer) 

Phosphatidylserine (PtdSer) is a phospholipid that is usually located on the inner leaflet of the 

plasma membrane but becomes exposed on the outer leaflet in apoptotic cells, enabling the 

recognition and engulfment of apoptotic bodies by phagocytes (234, 235). TIM3 was shown to 

bind to PtdSer in its FG-CC’ cleft, a property shared by other TIM family members (236). Through 

binding to PtdSer, TIM1 and TIM4 have been shown to enhance the phagocytosis of apoptotic 

cells in vitro by fibroblasts although it has not been demonstrated in vivo (212, 237). Similarly, 

fibroblastic cells expressing TIM3 phagocytosed apoptotic cells via PtdSer, although T-cells 

expressing TIM3 did not display phagocytic capacity (236). As failure to clear apoptotic bodies is 

associated with autoimmunity, TIM protein engagement of PtdSer may play a role in maintaining 

peripheral tolerance (212, 238). One study has revealed that TIM3 on CD8+ DCs facilitated the 

uptake and presentation of antigens from apoptotic cells and confirmed that TIM3 can bind to 

PtdSer, however, the direct role of PtdSer and TIM3 interactions in mediating antigen uptake and 

cross presentation was unclear (208). Overall, more studies are required to confirm the functional 

effects of TIM3: PtdSer interactions on both T-cells and DCs. 

High-mobility group protein B1 (HMGB1) 

HMGB1 is released from dying cells and acts as a danger signal, by forming complexes with nucleic 

acids which trigger receptor for advanced glycation end products (RAGE) and Toll-like receptors 

(TLRs) 2 and 4 on DCs and macrophages (239). This induces the release of proinflammatory 

cytokines such as TNF and IL-6 and promotes DC maturation, thereby supporting T-cell activation 

(239-241). In a MC38 murine colon carcinoma model, TIM3 was found to bind to HMGB1 and 

impaired HMGB1-mediated nucleic acid uptake by DCs, which limited DC activation (242). The 

chemotherapeutic drug cisplatin has been shown to increase the release of HMGB1 from dying 

tumour cells (243); TIM3 blockade was found to enhance the anti-tumour response to cisplatin 

therapy (242). Moreover, since the TIM3 blocking antibody used in the study (RMT3-23) is known 

to block the FGCC’ cleft of TIM3, this suggested that HMGB1 binds at a site in this cleft which 

overlaps with the PtdSer and CEACAM1 binding sites (242, 244). Notably, anti-galectin 9 and 

annexin V administration into tumour-bearing mice did not alter the effect of TIM3 blockade, 

suggesting that HMGB1 could bind to TIM3 independent of PtdSer and galectin-9 (242). However, 

subsequent binding studies failed to recapitulate an interaction between HMGB1 and TIM3 (244). 

Further studies are needed to investigate whether HMGB1 is a TIM3 ligand and whether targeting 

of the TIM3/HMGB1 axis could work well in combination with other chemotherapeutic agents. 
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CEACAM1 (carcinoembryonic antigen related adhesion molecule-1) 

CEACAM1 is the most recently proposed TIM3 ligand (245). Alternative splicing of the CEACAM1 

mRNA transcript generates nine transmembrane and three secreted CEACAM1 isoforms each 

comprised of one N-terminal IgV domain followed by up to three extracellular constant Ig 

domains (245). Transmembrane CEACAM1 isoforms have either short (S) or long (L) cytoplasmic 

domains, the latter of which contains two ITIM motifs that can transmit inhibitory signalling (245). 

CEACAM1 is expressed by activated T-cells, DCs, macrophages, NK cells, and epithelial tumour 

cells (245). Activated T-cells predominantly express CEACAM1-L isoforms, except for intestinal T-

cells which express more CEACAM1-S than CEACAM1-L (245). While all CEACAM1-L isoforms have 

an N-terminal Ig domain that is thought to bind the FG-CC’ cleft of TIM3, similar to 

phosphatidylserine and HMGB1, it is unknown whether the number of extracellular constant Ig 

domains affects signalling downstream of CEACAM1-L isoforms (245). CEACAM1-4L is the most 

abundant long isoform expressed by T-cells and has three extracellular constant Ig domains (245). 

As CEACAM1 has multiple N-linked glycosylation sites along the extracellular domains but not in 

the FG-CC’ cleft, it has been suggested that galectin-9 (which binds N and O-linked glycans) can 

bridge CEACAM1 and TIM3 to facilitate their binding (246).  

Similar to galectin-9, binding of CEACAM1 in trans to mTIM3 using a mCEACAM1 NFc fusion 

protein has been shown to induce BAT3 dissociation from the TIM3 cytoplasmic tail; CEACAM1 

coexpression in cis with TIM3 was required for BAT3 dissociation from TIM3, as BAT3 dissociation 

occurred in TIM3Tg mice (which overexpressed TIM3 on T-cells) but not TIM3TgCEACAM1-/-  T-cells 

(which overexpressed TIM3 but lacked CEACAM1 on T-cells) (221). CEACAM1 has also been 

proposed to promote TIM3 surface expression via in cis interactions, as CD4 T-cells from 

tolerization-resistant CEACAM1-/- but not tolerised WT mice lacked TIM3 expression after 

Staphylococcus aureus enterotoxin B (SEB) administration (221). Moreover, cotransfection of 

CEACAM1 and TIM3 into Jurkat T-cells enhanced the percentage of TIM3+ T-cells compared to 

transfection with TIM3 alone (221, 247). In support of binding in cis between TIM3 and CEACAM1, 

following transfection of hTIM3 and hCEACAM1 into HEK293T cells, TIM3 and CEACAM1 co-

immunoprecipitated; mutation of amino acids in the IgV domains that were predicted to enable 

binding abrogated the co-immunoprecipitation (221). CEACAM1 has been proposed to bind TIM3 

on early stage post-activated primary human CD8 T-cells to inhibit restimulation-induced cell 

death (RICD), as T-cells expressed high levels of both receptors during clonal expansion, while 

TIM3 blockade, TIM3 knockdown or CEACAM1 knockdown using small interfering RNA (siRNA) 

increased cell death following anti-CD3 restimulation (247). CEACAM1 is coexpressed with TIM3 

on TILs that have exhaustion phenotypes such as low IL2 and IFNγ secretion and low proliferative 

capacity (221, 248, 249). In vivo tumour studies have associated CEACAM1 and TIM3 coexpression 

with T-cell suppression by measuring the cytokine production and proliferation of TILs ex vivo, 
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however, there is no evidence that CEACAM1 and TIM3 directly coregulate killing of tumour cells 

by cytotoxic CD8 T-cells, as the role of other cell types cannot be excluded in the in vivo 

experiments conducted (248, 249). In addition to CD4 and CD8 T-cells, both CEACAM1 and TIM3 

are expressed by NK cells and myeloid cells including DCs, macrophages and neutrophils (205, 

207-209, 242, 250-254). One study has reported that CEACAM1 and TIM3 do not interact to alter 

NFκB, NFAT or AP1 translocation to the nucleus, while confirming inhibitory signalling on these 

pathways from both receptors alone (255). More evidence is needed to determine whether 

CEACAM1 can directly bind to TIM3 as a ligand, in cis and in trans, and whether these receptors 

can directly coregulate killing of tumour cells by cytotoxic CD8 T-cells, in the absence of other cell 

types. Such knowledge will aid the development of cancer therapies that effectively target these 

receptors to enhance the anti-tumour CD8 T-cell response.   

TIM3 costimulatory signalling 

Although the majority of data indicates an inhibitory role for TIM3, under certain contexts TIM3 

has been found to exhibit costimulatory signalling. A schematic of signalling downstream of TIM3 

is shown in Figure 1.7. The primary mechanism proposed to mediate TIM3 costimulation is the 

binding of BAT3 to the cytoplasmic tail of unligated TIM3, which maintains a pool of active Lck at 

the IS, supporting TCR proximal signalling (215, 221, 256). In the first study to describe an 

activating role for TIM3, transient ectopic expression of both murine and human TIM3 on Jurkat 

cells promoted NFAT/AP-1 and NFκB signalling- this was dependent upon the three most C-

terminal tyrosines in the cytoplasmic tail (216). Doxycycline-induced TIM3 expression on Jurkat T-

cells also enhanced IL2 production and a higher frequency of T-cells produced IFNγ when T-cells 

expressed full-length TIM3 (flTIM3) compared to T-cells that lacked the five most C-terminal 

tyrosines (216). Furthermore, antibody ligation of TIM3 roughly halved the production of IFNγ 

secreted by anti-CD3 stimulated murine T-cells that overexpressed TIM3, suggesting that the 

antibody inhibited costimulation via TIM3, although whether the antibody clone used (5D12) is 

antagonistic (as claimed by the authors) or agonistic is unclear (216). Costimulatory TIM3 

signalling has been proposed to accelerate restimulation-induced cell death (RICD) in late-stage 

primary human CD8 T-cells, as siRNA-mediated knockdown of TIM3 decreased RICD and was 

associated with reduced phosphorylation of tyrosines in whole T-cell lysates and reduced 

expression of the proapoptotic proteins BIM and FASL (247). Following acute LCMV infection, 

TIM3 enhanced the development of short-lived effector cells (SLECs) over memory precursor 

effector T-cells (MPECs) in the antigen-specific CD8 T-cell pool (257). Moreover, overexpression of 

TIM3 enhanced phosphorylation of the ribosomal component S6 which is downstream of Akt/TOR 

signalling and increased the T-cell response to restimulation according to p26 and CD69 

expression (258). Therefore, these data suggested that TIM3 costimulation could contribute to 

the depletion of the memory T-cell pool seen in chronic infection and tumour settings (162, 259, 
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260). Overall, more studies are needed to identify the contextual factors that induce 

costimulatory versus coinhibitory signalling downstream of TIM3. 
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Figure 1.7 Inhibitory and costimulatory TIM3 signalling 
Top) Costimulatory signalling downstream of unligated TIM3 is thought to result from the 

recruitment of HLA-B-associated transcript 3 (BAT3) to the residues 252-270 in the TIM3 

cytoplasmic tail, which includes the two key tyrosine residues, Y256/265 and Y263/272 in 

mice/humans. BAT3 binds to active forms of Lck which are phosphorylated at Y394, maintaining a 

pool of active Lck at the IS, which promotes TCR signalling. Bottom) Ligation of TIM3 in the FGCC’ 

cleft by CEACAM1 in cis or in trans, HMGB1 or PtdSer, or binding of galectin-9 to N- or O-linked 
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glycans in the TIM3 IgV, mucin or stalk domains, induces phosphorylation of Y256/265 and 

Y263/272. This causes dissociation of BAT3 from the TIM3 tail, which reduces the local pool of 

active Lck at the IS, dampening TCR signalling. In another proposed mechanism for TIM3 

coinhibitory signalling, Fyn is known to activate the transmembrane protein phosphoprotein 

associated with glycosphingolipid-enriched microdomains (PAG), which activates Csk to induce 

inhibitory phosphorylation of Lck at Y505. 
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1.4  Cancer 

Cancer is a group of more than 200 different diseases caused by the uncontrolled proliferation of 

cells. In the multi-step process of transformation, normal cells acquire multiple genomic 

mutations which often endow the resultant neoplastic cells with one or more of the hallmarks of 

cancer, first posited by Hanahan and Weinberg (261). These include the ability to sustain 

proliferative signalling, evade growth suppressors, invade and metastasise, resist apoptosis, 

replicate limitlessly and induce angiogenesis (261). More recently, two further hallmarks of cancer 

have emerged: reprogrammed metabolism and evasion of immune destruction (262). Treatments 

have and continue to be developed that target any aspects of these hallmarks and are often most 

effective in combination regimes (261, 262). 

Clinically, two major staging systems are used to define the anatomic nature of cancer. The 

Tumour, Node, Metastasis (TNM) system describes the size of the tumour, whether it has spread 

to lymph nodes, and if it has metastasised to distant organs (263). Based on the TNM system, 

cancers can be categorised into four stages of increasing severity: Stage I where the cancer is 

small and contained at the primary site of tumour initiation, Stage II involves a larger tumour that 

in some cases has spread to nearby lymph nodes, Stage III involves invasion of nearby tissues or 

lymph nodes, while Stage 4 includes metastasis to one or more distant organs (263). Dependent 

on the tumour stage and type, multiple therapeutic approaches may be appropriate, including the 

core pillars of cancer therapy which include: surgery for excisable tumours (45% of cancer 

patients), the non-specific destruction of dividing cells by chemotherapy (28% of patients) and 

radiotherapy (27% of patients) (Cancer Research UK, 2014). While fifty years ago, 24% of cancer 

patients survived for 10 years, by 2010, this had doubled due to advances in cancer therapy 

(Cancer Research UK, 2014). However, due to the heterogeneity of cancer cell populations within 

tumours, tumours often develop resistance to therapies. For example, increased cancer cell 

invasiveness into peritumoral normal tissue provides tumour access to intact blood supplies, thus 

enabling tumour resistance to anti-angiogenic drugs (264), or cancer cells gain tyrosine kinase 

oncogene mutations which alter the kinase domain, enabling them to escape small molecule 

tyrosine kinase inhibitors (265).  

1.5  Cancer Immunotherapy 

1.5.1.  Tumour immunosurveillance and immunoediting 

A key emerging hallmark of cancer is the ability of tumours to escape the anti-tumour immune 

response. The concept that the immune system can detect antigenic differences between 

transformed and healthy cells to eliminate cancer cells was first proposed over 50 years ago and 

was termed immunosurveillance (266). It has become clear that the immune system plays many 
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roles during tumorigenesis depending on the timing of its response (262, 267). While in early 

stages chronic inflammation can promote malignant transformation, later on, the immune 

response can control tumour growth and shape the immunogenicity of tumours (262, 267). The 

interactions between cancer and the immune system are now referred to as immunoediting, 

which is divided into three distinct phases: Elimination, Equilibrium and Escape (268, 269). During 

the Elimination phase, newly transformed cells display distinct antigenic profiles that differentiate 

them from normal tissue and enable their elimination by immune cells (268, 269). However, 

tumour cells with mutations that enable them to resist immune attack can survive and replicate 

until the second phase, Equilibrium, is reached (268, 269). During this phase, tumour growth is 

dynamically balanced by the immune system’s attempts to control it (268, 269). During this 

phase, the genetic instability of tumour cells enables them to gradually adapt to better escape 

immune control (268, 269). Meanwhile, the immune system can alter its response to counteract 

the evolving tumour (268, 269). Eventually, either the tumour is destroyed by the immune 

system, or the Escape phase is reached, wherein the immune system can no longer control the 

tumour, allowing it to grow (268, 269).  

1.5.2.  Tumour immunosurveillance by T-cells 

Effective cancer immunosurveillance by T-cells, which prevents the outgrowth of tumours, 

requires a number of steps to occur, including: release of tumour-associated antigens by dying 

cancer cells, antigen uptake by and maturation of dendritic cells (DCs), the successful priming and 

activation of T-cells by APCs in lymph nodes, trafficking of T-cells to the tumour site through blood 

vessels, extravasation of the T-cells into the tumour and finally the recognition and killing of 

cancer cells by T-cells (270). As CD8 T-cell mediated killing of cancer cells releases more cancer cell 

antigens, this process has been called the ‘cancer-immunity cycle’, because an effective anti-

tumour T-cell response positively feedbacks onto itself (270). Disruption of any of these steps 

occurs in cancer patients and is often mediated by the excessive activation of inhibitory molecules 

which enables tumours to escape CD8 T-cell cytotoxicity. The aim of T-cell targeting 

immunotherapies is to identify which of these steps are inhibiting the revolution of the cancer-

immunity cycle in a given patient and administer treatments to facilitate those steps to occur. 

1.5.2.1 Steps 1, 2 and 3: Uptake of tumour antigens by DCs for priming of T-cells 

Cancer cell mutations lead to the expression of tumour antigens which enable T-cells to 

distinguish them from normal tissue, these include tumour-associated antigens (TAA) that are 

often tissue-specific, overexpressed on tumour cells and can be found at lower levels on non-

tumour cells (270). TAAs also include cancer/testis antigens usually expressed during 

embryogenesis in germ cells but found expressed on tumours, such as melanoma-associated 

antigen 1 (MAGE1), the first TAA identified in melanoma (270). Tumour-specific antigens (TSAs) 
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are non-self, neoantigens found solely on tumour cells. DCs are critical for the induction of T-cell 

immunity and can be divided into two broad classes: conventional DCs (cDCs) and plasmacytoid 

DCs (pDCs) (12, 271). pDCs sense viral RNA and DNA, produce type I interferons and are less 

involved with priming naïve tumour-specific T-cells compared to cDCs (12). cDCs can be divided 

into two subtypes: cDC1s, which primarily activate CD8 T-cells by cross-presentation of exogenous 

antigens via MHCI and prime Th1 cells, while cDC2s activate CD4 T-cells by presentation of 

internalised antigens via MHCII (12). cDC1s have been shown to be essential for rejection of 

immunogenic tumours, while vaccination with TAA-pulsed cDC1s limits tumour growth (272). DCs 

in the periphery uptake and process tumour antigens at tumour sites, meanwhile, dying tumour 

cells release DAMPs that can bind to pattern recognition receptors such as TLRs on DCs to induce 

the maturation of immature DCs to mature DCs (271). During maturation, DCs switch to a 

phenotype highly conducive for subsequent T-cell priming in TDLNs; they upregulate MHC 

molecules, CD40, CD80 and CD86 costimulatory molecules, and migrate to nearby lymphoid 

organs (273). In tumour-draining lymph nodes (TDLNs), DCs cross-present epitopes of tumour 

antigens on MHC I molecules to CD8 T-cells; if the DCs are sufficiently mature they provide strong 

costimulation and cytokine signals that enable effective T-cell priming (12, 273). Frequently, 

however, cancer cells adapt to reduce the availability of antigen and DAMPs to prevent DC 

maturation (12, 273). DC maturation can also be prevented by soluble mediators such as 

transforming growth factor beta (TGF-β), IL10, lactic acid and vascular endothelial growth factor 

(VEGF) that are common in the TME (273). Moreover, such TME factors can induce DCs to express 

immunosuppressive factors including arginase I, indoleamine 2,3-deoxygenase (IDO), IL10 and 

TGFβ which further suppresses activation of DCs and T-cells (274-276). Tregs and myeloid-derived 

suppressor cells (MDSCs) in the TDLN can secrete tolerising cytokines during antigen presentation 

to induce CD8 T-cell tolerance of tumour antigens (273). In a murine mammary carcinoma model, 

TIM3 has been shown to limit CXCL9 expression by CD103+ cDC1s and thus limit granzyme B 

expression by CD8 T-cells (206). Though the mechanism is unclear, TIM3 blockade synergised with 

paclitaxel chemotherapy to reduce tumour growth, but this effect was abrogated in the absence 

of CD103+ DCs or CD8 T-cells suggesting that TIM3 might regulate T-cell priming by tumour 

antigens (206).  

1.5.2.2 Step 4 and 5: T-cell trafficking and infiltration of tumours    

In contrast to the effective trafficking of T-cells to sites of infection, CD8 T-cells often show limited 

infiltration of tumours. T-cell trafficking is regulated by selectins, chemokines and integrins which 

enable migration to the site of inflammation and subsequent extravasation into the tissue (270). 

In tumours, however, mismatching of chemokine-chemokine receptors on CD8 T-cells and 

tumours, downregulation of integrin and selectin ligands by tumours, as well as abnormal 

vasculature restrict T-cell homing and infiltration of tumours (270). For example, the chemokine 
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receptor CXCR3 is expressed by TILs in melanoma, colorectal and breast tumours (277-279). It was 

shown that the expression of CXCL9 and CXCL10 (CXCR3 ligands) by melanoma metastases 

positively correlated with the trafficking of CD8 T-cells to those tumour sites (278). Moreover, 

several studies have demonstrated that the upregulation of CXCL9 and CXCL10 in murine solid 

tumours enhanced the infiltration of CXCR3+ CD8 T-cells into tumours to inhibit growth (280-282). 

However, tumours can downregulate IFN-γ-inducible CXCR3 ligands to limit the recruitment T-

cells (278, 279). Meanwhile, in tumour vasculature, pericytes attach loosely to endothelial cells, 

causing vessel leakiness which disrupts blood flow and T-cell trafficking into tumours. Moreover, 

high levels of VEGF in tumours cause endothelial cells to downregulate expression of adhesion 

molecules including ICAM-1, vascular cell adhesion protein 1 (VCAM-1) and CD34, which usually 

bind to their T-cell-expressed ligands LFA-1, very late antigen 4 (VLA-4) and L-selectin, 

respectively, thus inhibiting T-cell rolling and extravasation (283-285). Accordingly, VEGF and 

VEGFR antibodies have been shown to help reverse this state of ‘EC anergy’, thus enhancing T-cell 

trafficking into tumours (286). Furthermore, normalisation of tumour vasculature by targeting 

TNF to angiogenic blood vessels using the peptide RGR (ligand for platelet-derived growth factor 

receptor β) have been shown to enhance T-cell infiltration of tumours and overall survival (287).  

1.5.2.3 Steps 6 and 7: Recognition and killing of cancer cells by T-cells 

It is well established that TILs have defects in cytotoxicity, cytokine secretion and proliferation 

(288, 289). These functional defects have been linked to tumour-induced inhibitory signalling in T-

cells, often induced via ligation of coinhibitory receptors, which are commonly upregulated by 

TILs. Furthermore, there is evidence that defects in the cytoskeletal polarisation of T-cells can 

induce suppression of T-cell cytotoxicity. 

Defective T-cell cytoskeletal rearrangements and polarisation in TILs  

Studies have revealed that TILs display impaired cytoskeletal rearrangements including disrupted 

actin remodelling and impaired translocation of the MTOC from behind the nucleus to the IS, 

leading to inhibition of lytic granule release (130, 290). Suppressed cytolytic function in TILs has 

also been associated with: a reduced frequency of cell couple formation between T-cells and 

tumour targets; less spreading of the T-cell onto the APC- as measured by the width to length 

ratio in conjugated T-cells- and a reduced duration of cell coupling (291). F-actin accumulation at 

the IS is critical for T-cell activation; in support of the idea that impaired F-actin formation can 

inhibit TIL functions, non-lytic TILs showed impaired localisation of F-actin to the interface with 

APCs, compared to lytic TILs (290). Moreover, another study revealed that during coculture of 

follicular lymphoma cells with TILs from human patients versus healthy donor T-cells, a lower 

frequency of TILs formed cell couples with tumour targets (292). This was associated with reduced 

F-actin accumulation at the IS in TILs compared to either healthy donor T-cells or T-cells from the 
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peripheral blood of cancer patients (292). TILs also showed impaired recruitment of cytoskeletal 

signalling proteins, including LFA-1 and filamin-A, to the IS (292). Defects in the recruitment of 

cytoskeletal signalling proteins to the IS and reduced cell coupling frequencies were also 

associated with T-cells that conjugated with CLL versus healthy B cells, while T-cells from CLL 

patients versus healthy donors also showed decreased cell coupling frequencies and F-actin 

accumulation at the IS (293). These defects were shown to be reversed using treatment with 

lenalidomide, a drug which promotes anti-tumour T-cell responses and provides clinical benefit in 

patients with B-cell lymphomas, highlighting the therapeutic potential for drugs that target the 

cytoskeleton of TILs (294). Additionally, it was shown that PDL1 expressed by CLL B cells 

suppressed F-actin formation at the IS and that PDL1 blockade could partially reverse this 

suppressive effect (295). In this study, impaired F-actin accumulation was associated with reduced 

levels of activated RhoA, Rac1 and Cdc42 (295). Similarly, our lab has previously found that, 

compared to control T-cells cultured in vitro, TILs displayed defective cell coupling with tumour 

targets, less stable interfaces with cell couples, and failed to clear F-actin from the centre of the IS 

in vitro (187). As TIL cytotoxicity was suppressed compared to control TILs, such dysregulated F-

actin remodelling likely disrupted the exocytosis of cytotoxic granules from the centre of the IS 

(187). Moreover, PD1 was upregulated on TILs versus T-cells cultured in vitro and partially 

contributed to inhibition of interface stability and cytotoxicity, as PD1 blockade treatment in vivo 

partially restored cytotoxicity, interface stability in cell couples and F-actin clearance from the IS 

(187). Overall, further identification of receptors and their ligands which modulate cell couple 

formation, interface stability and F-actin accumulation at the interface between CD8 T-cells and 

tumour targets will help to identify ways to overcome these mechanisms of TIL suppression.  
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Figure 1.8 The cancer-immunity cycle 
An effective anti-tumour CD8 T-cell response reinforces itself in a process called the cancer-
immunity cycle (117). In step 1, tumour cell death releases tumour antigens. In step 2, antigens 
are taken up and processed by dendritic cells. TIM3 has been shown to enhance cross-
presentation and phagocytosis of apoptotic cells by dendritic cells, through interactions with 
phosphatidylserine (208). Dendritic cells migrate to the tumour draining lymph nodes where they 
present antigen to and activate naïve CD8 T-cells in step 3. TIM3 has been found to both stimulate 
and inhibit T-cell activation, direct or indirectly by reducing proinflammatory cytokine production 
by natural killer cells and macrophages. In steps 4 and 5, effector CD8 T-cells leave the lymph 
nodes and migrate to and infiltrate tumour sites. In step 6 and 7, CD8 T-cells recognise cognate 
tumour antigen and kill tumour cells, releasing more tumour antigens and driving step 1 of the 
cancer-immunity cycle. Figure taken from (270). 
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1.5.3.  The tumour microenvironment (TME) 

In the solid tumour microenvironment (TME), heterogeneous cancer cell and cancer stem cell 

(CSC) populations are surrounded by stromal cells such as adipocytes, endothelial cells and 

perivascular cells (296). Other components of the TME include adaptive and innate immune cells 

such as myeloid derived suppressor cells (MDSCs) and cancer-associated fibroblasts (CAFs), which 

are the main secretors of extracellular matrix (ECM) components that form a dynamic supportive 

mesh of a tumour (296). Many components of the TME suppress anti-tumour CD8 T-cell 

responses. 

Cancer associated fibroblasts (CAFs) and the extracellular matrix (ECM) 

In normal organs, fibroblasts both deposit and restructure ECM to support the organ parenchyma 

and play a major role in wound healing upon tissue injury (296). Activation of fibroblasts in 

tumours can cause them to differentiate into myofibroblasts that express smooth muscle actin, 

resemble mesenchymal progenitors, and make up a large proportion of the CAF population (296, 

297). Crosstalk between tumour cells and fibroblasts often occurs via other cell types, such as the 

recruitment of TGFβ-secreting macrophages via platelet-derived growth factor secreted by cancer 

cells, which supports fibroblast activation population (296, 297). In tumours, CAFs remodel the 

ECM via proteinases such as matrix metalloproteinases (MMPs), which can cleave growth factors 

such as VEGF from the ECM to promote angiogenesis population (296, 297). CAFs also cross-link 

collagen and elastin fibres (298) and upregulate ECM synthesis to support tumour growth by 

altering interstitial scaffolding and signalling population (296, 297). As a result, tumours are stiffer 

than surrounding normal tissue and this stiffness has been shown to regulate cancer cell 

phenotype; in a murine mammary carcinoma model, lower collagen crosslinking was associated 

with reduced tumour incidence population (296, 297). Fibroblasts also lay down the basement 

membrane which is a specialised form of ECM surrounding the basal surface of epithelial cells and 

is composed of collagen IV, laminins, entactin/nidogen and proteoglycans population (296, 297). 

The basement membrane is breached by cancer cells during invasion and metastases. CAFs have 

also been shown to promote cancer cell proliferation, inflammation and tumour invasiveness. By 

increasing the density of ECM, CAFs can physically inhibit CD8 T-cell infiltration into the tumour-

cell-rich regions, leading to the accumulation of T-cells in stromal tumour regions which have a 

lower density of fibronectin and collagen fibres (299). In this way, CAFs prevent CD8 T-cells from 

directly contacting and killing tumour cells. Moreover, ECM deposition by CAFs can reduce the 

diffusion of oxygen into the tumour, while the resultant hypoxia can enhance the secretion of 

VEGF by CAFs (300). VEGF can downregulate the expression of ICAM1 and VCAM1 by endothelial 

cells, thus suppressing integrin-dependent T-cell extravasation into the tumour (301). Moreover, 

CAFs secrete TGFβ which can inhibit T-cell infiltration into the tumour and the therapeutic efficacy 

of coinhibitory receptors blockade (302, 303). 



 

65 
 

Cancer-associated adipocytes (CAAs) 

Adipocytes are fat-storage cells which have been shown to secrete proangiogenic adipokines such 

as leptin, as well as vascular endothelial growth factor (VEGF) which can suppress T-cell 

infiltration and support tumour angiogenesis (301). Cancer-associated adipocytes (CAA) have also 

been shown to support tumour growth by acting as a supply of metabolites and fatty acids (304). 

Enhanced expression of collagen VI by CAAs has been shown to enhance tumour growth, by 

activating Akt in cancer cells (305). 

Cells of the tumour vasculature 

Tumours recruit vasculature during a stage called the angiogenic switch via members of the VEGF 

family and fibroblast growth factor 2 (FGF-2) which recruit perivascular cells or endothelial 

precursor cells from the bone marrow (306, 307). Tumour blood vessels tend to be irregular, and 

leaky with dead ends. The leakiness results from a loose association of perivascular cells with the 

endothelial cells and causes high tumour interstitial pressure (306). As discussed previously, 

tumour vasculature can prevent the trafficking of T-cells into tumours (Section 1.3.2.2). 

 

Myeloid derived suppressor cells (MDSCs) 

MDSCs are a suppressive group of immature myeloid cells that have been blocked from 

differentiating into macrophages, DCs or granulocytes by factors in the TME (308, 309). In 

tumours, MDSCs are activated by factors such as IFNy and TGFβ to inhibit natural killer cells, B 

cells, DCs and T-cells as well as inducing Tregs (308, 309). They have also been shown to enhance 

cancer cell invasion and metastasis (308, 309). T-cell suppression by MDSCs is associated with 

metabolism of L-arginine by the enzymes iNOS and arginase (308). L-arginine catabolism depletes 

the availability of arginine within tumours, inhibiting T-cell proliferation via decreasing the CD3ʒ 

chain expression and preventing cyclin D2 and CDK4 upregulation (308). NO, generated by iNOS, 

has also been shown to induce T-cell apoptosis (308). Moreover, reactive oxygen species (ROS) 

and peroxynitrite derived from MDSCs have been shown to abrogate antigen-specific stimulation 

of T-cells via nitration of the TCR and CD8 co-receptor (310). 

 

Tumour associated macrophages (TAMs) 

Macrophages within tumours are referred to as tumour-associated macrophages (TAMs). 

Classically, circulating monocytes give rise to macrophages that can be broadly grouped into two 

major subsets which lie at opposite ends of a polarisation continuum. M1 macrophages are 

polarised by Th1 cytokines, such as IFN-γ, TNF-α and IL-12, produce ROS and can clear microbes 

and cancer cells (296). M2 macrophages are polarised by Th2 cytokines such as IL-4 and IL-13, can 

kill parasites and are involved with tissue remodelling (296). Macrophages can change phenotype 

upon external signals; in the often Th2 polarised TME (311), TAMs have a phenotype that is closer 
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to M2 than M1 macrophages (312). TAMs have been shown to suppress T-cell cytotoxicity via 

recruitment of Tregs and depletion of L-arginine via arginase I, similar to MDSCs (313). TAMs can 

also directly support tumour growth, invasion, angiogenesis, and metastasis through secretion of 

growth factors, ECM-degrading enzymes and angiogenic factors (296). 

 

TIM3 regulation of myeloid cells  

TIM3 is expressed by myeloid cells including DCs, macrophages and NK cells, although data are 

limited on how TIM3 regulates these cells and how this may contribute to immunosuppression in 

the TME. In a murine model of breast cancer, TIM3 blockade treatment induced CXCL9 

upregulation by DCs which indirectly improved the anti-tumour response to paclitaxel 

chemotherapy, by enhancing granzyme B expression in CD8 T-cells (206). TIM3 on murine CD8+ 

DCs has been found to bind to PtdSer, which facilitated phagocytosis of apoptotic cells and 

enabled cross-presentation (208). TIM3 antibody blockade treatment in vivo inhibited 

phagocytosis and cross-presentation of antigens from dying cells and was associated with 

autoantibody production (208). This provided evidence that TIM3 on CD8+ DCs induces tolerance 

in autoreactive CD8 T-cells, which can regulate adaptive immune responses to prevent 

autoimmunity. Thus, TIM3 on DCs may also induce tolerance in tumour-specific T-cells. In 

macrophages, TIM3 was found to inhibit the TLR-dependent response, as siRNA knockdown of 

TIM3 in TLR-stimulated monocytes and macrophages enhanced the expression of TLRs (250). 

Moreover, TIM3 overexpression on macrophages downregulated the expression of 

proinflammatory cytokines such as TNFα, IL-12 and IFNγ and reduced colitis induced in a murine 

model (251). Therefore, TIM3 on macrophages may also suppress the tumour-specific T-cell 

response. Furthermore, TIM3 was upregulated on NK cells isolated from the blood of melanoma 

patients versus healthy donors and TIM3 blockade enhanced the proliferation, IFNγ-production 

and cytotoxicity of NK cells from melanoma patients in vitro (253). Similarly, a higher level of TIM3 

on peripheral NK cells was associated with poorer prognosis in patients with lung 

adenocarcinoma, while TIM3 blockade treatment enhanced the IFNγ production and cytotoxicity 

of NK cells in vitro (210). The regulatory role of TIM3 on myeloid cells highlights the need to 

identify how TIM3 regulates different cell types in the TME in vivo and which cellular targets 

primarily mediate the therapeutic effects of TIM3 blockade. 
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1.5.4.  Checkpoint blockade therapies 

PD1 and CTLA4 blockade are FDA-approved cancer therapies 

The FDA-approval of CTLA4 antibody blockade in 2011 provided a major breakthrough in cancer 

immunotherapy (314). Ipilimumab has been shown to improve survival in a variety of tumour 

types including melanoma, renal cell carcinoma and non-small cell lung cancer in comparison to 

chemotherapy (315). However, generally only 10-20% of patients benefit from this treatment, 

while often more 30% of patients experience grade 3 or 4 immune-related adverse events (irAEs), 

which result from hyperactive immune responses (315). The therapeutic effect of CTLA4 blockade 

primarily results from enhanced priming of T-cells in TDLN or tertiary lymphoid structures (TLS), 

due to blocking of the CTLA4-mediated disruption of CD28-dependent T-cell costimulation (316). 

Depletion of Tregs has also been shown to contribute to therapeutic effect of CTLA4 blockade 

(317). Furthermore, CTLA4 blockade enables T-cells with lower affinity TCRs to activate in 

response to cognate antigen, which can explain reports of a broader TCR repertoire in the 

periphery following blockade (318). A wider TCR repertoire has been associated with enhanced T-

cell responses to tumour-associated or tumour-specific antigens but also with more autoimmunity 

(318).  

 

PD1 blockade was FDA-approved in 2014 and was previously thought to act primarily in 

inflammatory tumour sites to directly restore effector functions of exhausted TILs by blocking the 

inhibitory signals induced following PD1 ligation by tumour-expressed PDL1. A larger proportion 

of patients with advanced melanoma showed objective responses to anti-PD1 treatment 

nivolumab (30%) versus chemotherapy (10%); nivolumab treatment was also associated with 

reduced toxicity versus chemotherapy and commonly around 10% of patients treated with PD1 

blockade experience grade 3 or 4 irAEs (319). Notably, mounting evidence supports the idea that 

PD1 blockade does not directly reverse the exhaustion of TILs. More recently, PD1 blockade 

during a chronic viral infection has been associated with the proliferation of a TCF1+ PD1+ CXCR5+ 

TIM3- stem-cell-like subset of exhausted cells, which differentiated into a TCF1- PD1+ CXCR5- TIM3+ 

exhausted population (169, 173). In tumours, a similar subset of TCF1+ PD1+ TIM3hi CD8 T-cells 

with proliferative and self-renewal capacity has been shown to generate TCF1- PD1+ TIM3lo CD8 T-

cells and mediate tumour control and response to PD1 blockade (172, 320). The therapeutic 

effect of PD1 blockade has also been associated with the infiltration of new T-cell clones into the 

TME from extratumoural sites (321). PD1 blockade is also thought to mediate therapeutic effect 

by regulating T-cell priming in the lymph nodes, as CD28 was shown to be dephosphorylated 

following therapy and was shown to be necessary to enhance the effector function CD8 T-cells 

(183, 322). In the Wülfing lab, PD1 blockade failed to enhance the cytotoxicity of TILs ex vivo 
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despite reducing tumour growth in vivo, suggesting indirect mechanisms enhanced the anti-

tumour T-cell response to have therapeutic effect in this model (187).  

Immune-related adverse events (irAEs) limit checkpoint blockade  

A major limitation to immune checkpoint blockade is the incidence of Grade 3 and 4 toxicities 

such as colitis, skin inflammation, nephritis, pneumonitis and myocarditis (315). In a phase III trial 

Grade 3 and 4 toxicities occurred in ~30% of patients receiving CTLA4 blockade treatment 

compared to ~16% of patients that received PD1 blockade (323). While co-blockade of CTLA4 and 

PD1 is associated with an enhanced therapeutic effect it is also associated with an increased 

incidence of irAEs (55%) (323). The increased incidence of autoimmune side effects in CTLA4 

compared to PD1 blockade is thought to arise from the systemic increase in T-cell priming and 

subsequent expansion of autoreactive T-cells resulting from CTLA4 treatment, whereas PD1 

upregulation by T-cells is more localised to the tumour site (315). 

 

Blockade of alternative checkpoints may reduce irAEs 

There is a huge effort to identify further immune checkpoints that can be coupled with PD1 

blockade instead of CTLA4 blockade and reduce treatment side effects. TIM3 and LAG3 are 

promising targets as they have been shown to be specifically upregulated in inflammatory sites 

such as the TME versus the periphery (231, 276). TIM3 has been shown to be primarily expressed 

on TILs in cancer patients rather than in peripheral T-cells. Moreover, TIM3 deficient mice do not 

display severe autoimmunity, unlike PD1 and CTLA4-deficient mice (324). Overall, the evidence 

suggests that targeting TIM3 in combination with other checkpoints (such as PD1) could enable 

therapeutic synergy while causing less autoimmune side effects, compared to treatment regimens 

that use co-blockade of CTLA4 and PD1.  

 

TIM3 blockade 

In preclinical studies, TIM3 blockade has shown promising results in combination with PD1/PDL1 

blockade. Although TIM3 blockade had no effect alone on tumour growth, TIM3 blockade 

synergistically inhibited the growth of CT26 colorectal murine tumours combined with PDL1 

blockade, causing tumour regression in half of the treated mice (325). The average tumour size in 

combination treated mice was less than a third of the tumour size in mice that received either 

treatment alone after three weeks; this effect of combined treatment was associated with 

enhanced IFNγ secretion by isolated TILs (325). In B16F10, MC38 and CT26 MCA-induced tumour 

models TIM3 blockade synergised with anti-PD1 in a manner dependent on CD8 T-cell-derived 

IFNγ and CD4 T-cells (326). In a mouse model of acute myelogenous leukaemia, co-blockade of 

PDL1 (using anti-PDL1 antibody) and TIM3 (using a fusion protein of the mTIM3 extracellular 

domain fused to the human IgG1 Fc tail) caused a significant reduction in tumour burden and 
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longer survival time that was more effective than either alone (327). In the Renca murine tumour 

model, TIM3 upregulation was associated with resistance to blockade of the adenosine 2a 

receptor (A2aR) and co-blockade of the adenosine 2a receptor (A2aR) and TIM3 in vivo synergised 

to suppress tumour growth and reduce relapse frequencies in mice that responded to treatment 

(328). In samples from lung cancer patients CD4 and CD8 TILs that had bound to PD1 blocking 

antibody upregulated TIM3, corroborating findings that TIM3 was upregulated in response to PD1 

blockade treatment in murine models of lung cancer (329). Moreover, in samples from head and 

neck cancer patients, PD1 blockade of PD1+TIM3+ TILs was associated with activation of the 

PI3K/AKt/mTOR pathway which induced upregulation of TIM3, while TIM3 expression on TILs was 

associated with resistance to IFNγ and TNFα upregulation following PD1-blockade in vitro (330). 

Importantly, it is currently unclear whether the therapeutic effects of TIM3 blockade in vivo result 

from direct reversal of tumour-induced suppression of CD8 T-cells, or if other cell types indirectly 

enhance the anti-tumour CD8 T-cell response. Understanding the relevant cell types targeted by 

TIM3 blockade will be critical to improving the administration of this treatment. 

 

Given the therapeutic benefits of TIM3 blockade in preclinical models, phase I/II clinical trials are 

ongoing to assess the effect of this treatment in human cancer patients, primarily in combination 

with PD1 blockade, with one trial involving a bispecific antibody that targets both receptors (246, 

331). These clinical trials are primarily focused on treatment of solid tumour patients and limited 

results are currently available. In an interim report of a phase I study of TIM3 blockade 

monotherapy and combination with PDL1 blockade, no dose-limiting toxicities were observed and 

tumour regression was observed in 2/23 patients treated with anti-TIM3 (LY3321367) 

monotherapy (332). In patients with solid tumours treated with the TIM3 blockade antibody 

MBG453 (reported to block the PtdSer binding site) in combination with PD1 blockade, 4 partial 

responses occurred out of 86, but there was no measured benefit of TIM3 blockade alone (333). 

Again, no dose-limiting toxicities of TIM3 blockade were observed and further dosage expansion is 

being investigated (333). These results provide evidence that TIM3 can be used in combination 

with PD1 and result in less toxicity versus CTLA4 and PD1 combination therapies, but further data 

are required to assess the therapeutic efficacy in vivo. Compared to preclinical murine studies, the 

data so far suggest a reduced efficacy of TIM3 in the clinical setting, making it important to 

further investigate which contextual factors determine an inhibitory versus stimulatory role for 

TIM3 on T-cells. Further mechanistic knowledge of TIM3 signalling will help to identify which 

patients might benefit most from TIM3 blockade and which pathways could be targeted to 

enhance the therapeutic potential of TIM3 blockade.  
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1.5.5.  Adoptive T-cell transfer therapies benefit from checkpoint blockade 

The adoptive transfer of in vitro-activated tumour-specific CD8 T-cell populations into cancer 

patients circumvents the requirement for T-cell priming in cancer patients (334). Adoptive T-cell 

transfer (ATT) can involve the infusion of: 1) native tumour-specific T-cells derived from patient 

blood samples, 2) T-cells genetically engineered to have a tumour-specific TCR or 3) the infusion 

of T-cells genetically engineered to express chimeric antigen receptors (CAR) (334).  

T-cells can be expanded from PBMC or tumour tissue and assayed for specificity to patient 

tumour tissue for subsequent infusion of activated and expanded tumour-specific T-cells back into 

the patient (334). Such an approach has had remarkable results in the treatment of melanoma 

patients wherein 50-70% of patients in a trial showed objective responses to therapy with almost 

no severe toxicity (335-337). However, in other cases, self-reactive T-cell clones in the infused 

populations can cause severe autoimmune side effects (334). To help avoid autoimmunity, T-cells 

isolated from patient blood can be transfected to express a neoantigen-specific TCR and 

expanded in vitro (334). However, the efficacy of this approach is limited by the need to identify 

suitable neoantigens and downregulation of MHC I molecules by tumour cells (334). Another ATT 

approach uses CAR T-cells which recognise antigens independent of MHC presentation, which 

helps to overcome downregulation of MHC I molecules by tumour cells as an escape mechanism 

(334). The most effective CARs are the second-generation CARs which comprise an antigen-

binding domain, which is a single chain similar to the variable region of an antibody, a hinge 

region, a transmembrane domain and two intracellular domains required for T-cell proximal 

signalling: for example, a costimulatory domain from a costimulatory receptor such as CD28, and 

a CD3ʒ domain (334). Two CD19-specific CARs are FDA-approved for the treatment of B cell 

lymphomas (334, 338, 339). However, the efficacy of CARs against solid tumours is limited by the 

need to identify tumour-specific antigens, ineffective T-cell trafficking to tumours, ineffective 

penetration of tumours by T-cells, as well as the immunosuppression of T-cell effector functions. 

Notably, adoptively transferred T-cells often upregulate coinhibitory receptors upon chronic 

antigen stimulation within the TME, making the combination of checkpoint blockade and ATT a 

promising strategy. In preclinical studies, the trafficking of adoptively transferred T-cells to the 

tumour site was enhanced in combination with PD1 blockade and increased tumour regression 

(340). Moreover, CTLA4 blockade was shown to enhance the persistence of adoptively transferred 

MART1-specific T-cells in patients with metastatic melanoma (341). In a murine model of 

melanoma, combination therapy with PD1 and CTLA4 blockade also enhanced the therapeutic 

outcome of ATT (342). Thus, the improvement of new checkpoint blockade therapies, such as 

TIM3 blockade, can support the development of improved regimens for ATT therapies. 
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1.5.6.  3D models of the immune response to solid tumours 

Tumour monolayer models have provided important insights into cancer signalling pathways, 

however, it has become clear that 2D models lack physiological relevance compared to 3D in vivo 

tumours. Owing to their 3D architecture, in vivo solid tumours contain metabolite gradients and 

different mechanotransductory stimuli compared to flat layers of cells. In a spheroid, diffusion 

gradients of molecules such as oxygen and glucose form between the spheroid surface and inner 

layers where cells are furthest from the surrounding culture medium (343-350). Lower pH in the 

spheroid core can also result from enhanced glycolysis at the centre of spheroids (350). These 

gradients often induce necrosis at the centre of spheroids, which mimic areas of necrosis in 

tumours in vivo; this is thought to partially account for the increased physiological relevance of 3D 

tumour models (344, 346, 348, 349, 351, 352). Necrotic tumour regions have been found to 

modulate tumour growth and immunosuppression within the TME and a higher extent of necrosis 

is associated with higher grades of tumour, an impaired cytotoxic potential of tumour-specific 

CD8 T-cells and a higher T classification as well as metastases (353-357). Therefore, the in vitro 

growth of cancer cells into compact 3D clusters, called tumour spheroids, is an increasingly 

popular method to study solid tumours in a more physiologically relevant setting. 3D tumour 

models also carry advantages compared to in vivo models, as they are less variable, less costly, 

reduce animal-usage and enable faster experimental execution (358).  

Cancer cells cultured in 3D versus 2D have transcriptomic, proteomic and phenotypic differences 

associated with increased physiological relevance 

Using CRISPR for genome-wide screening of lung tumour spheroids and monolayers in parallel, it 

was found that the phenotypes of cells from 3D versus 2D culture more closely modelled in vivo 

tumour xenograft phenotypes (359). Additionally, the genes with stronger phenotypic effects 

upon knockout in 3D- versus 2D- cultured cells were enriched for common lung cancer mutations 

in patients (359). 3D organoids of renal cell carcinoma (RCC) tissue from patients expressed higher 

levels of the RCC biomarkers carbonic anhydrase 9 and vimentin compared to 2D cultured cells 

(360). Moreover, the cells in 3D but not 2D culture retained the lipid-rich morphology of cells 

from RCC tumours, indicating that 3D versus 2D culture better recapitulates both the morphology 

and transcriptome of cancer cells (360). Human breast cancer cells grown in 2D versus 3D showed 

differences in the expression of the human epidermal growth factor receptors 2 and 3 (HER2 and 

HER3) (361). While HER2 and HER3 heterodimers were expressed on monolayer cells, HER2 

homodimers were only expressed on cells grown in 3D, while the formation of heterodimers was 

reduced in spheroid cells (361). The homodimerization of HER2 resulted in downregulation of Akt 

and enhanced levels of activated MAPK; reduced Akt activation resultant from 3D versus 2D 

culture was recapitulated in several other cell lines (361). This suggested that the altered 

architecture of cancer cell growth in 3D versus 2D can affect protein localisation at the cell 
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surface, with consequences for receptor-induced cellular signalling. Additionally, treatment of 

cells with the HER2 blocking antibody Herceptin more effectively inhibited the proliferation of 

cells grown in 3D versus 2D, demonstrating how such differences can affect therapeutic responses 

(361). In support of the notion that a 3D versus 2D culture method can alter cellular responses to 

treatments, the optimal ratio of the chemotherapeutic agents doxorubicin and resveratrol used 

for combined treatment of human pancreatic tumour cells differed between a spheroid and 

monolayer model (362). In further support of differences between 2D and 3D cultured cells, 

human breast cancer cell lines grown in 3D using Matrigel enabled malignant and non-malignant 

cells to be more easily distinguished compared to growth in 2D, where the differences were less 

apparent. In 3D culture, malignant cells formed disorganised, proliferative colonies whereas non-

malignant cells were organised and growth arrested (363). Several other studies have 

demonstrated that cancer cells have significantly different transcriptomes and proteomes in 3D 

versus 2D culture, which often confer distinct responses to chemotherapies (364-369).  

Culture of cancer cells in 3D versus 2D suppresses the tumour-specific T-cell response 

In clinical studies of tumour vaccines, which involve injection of tumour-associated antigens 

(TAAs) along with adjuvant, a very small fraction of patients that are classified as immunised, 

according to the effective killing of monolayers by isolated vaccine-induced TAA-specific T-cells, 

actually show clinical responses (370, 371). This provides evidence that T-cell cytotoxicity against 

monolayers is not an accurate readout for predicting clinical efficacy of T-cell-targeted 

treatments. Although there are few studies directly comparing the T-cell response to 3D versus 2D 

tumour targets, there is accumulating evidence that the cytotoxic CD8 T-cell response to 3D 

versus 2D targets is less effective. The downregulation of heat shock protein 70 (hsp70) was 

associated with reduced antigen presentation in lung tumour spheroids versus monolayers (372). 

Downregulation of hsp70 reduced the capacity of cancer cells to induce a tumour-specific CD8 T-

cell response, as measured by the secretion of IFNγ and TNFα (372). As hsp70 is a chaperone 

protein which facilitates the trafficking of peptides for presentation on MHC I molecules, this 3D 

model revealed a possible immune evasion mechanism used by in vivo tumours (373). Other 

studies showed that the expression of the HLA-A0201-restricted tumour-associated antigen 

MART-1/Melan-A was decreased in 3D- versus 2D-cultured melanoma cells and this inhibited the 

antigen-specific CD8 T-cell response (374, 375). Melan-A/MART1 transcript levels were 6-fold 

lower in cells grown in 3D versus 2D, while HLA-A0201 expression was also reduced 3-fold in 3D 

versus 2D culture (374). During a 3-24h coincubation, 2D melanoma targets could induce IFNγ 

secretion by CD8 T-cells, but 3D targets could not (374). These findings suggested that simply 

growing tumour cells in 3D versus 2D induces transcriptomic changes that can suppress the 

tumour-specific CD8 T-cell response. Furthermore, human melanoma cells grown in 3D were 

shown to secrete higher levels of lactic acid versus monolayers, which increased the suppression 
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of tumour-specific CD8 T-cells (375). In support of this finding, another study reported that human 

melanoma cells grown in 3D secreted high levels of lactic acid which inhibited the secretion of IL2 

and IFNγ by tumour-specific CD8 T-cells (350, 375). Unlike naïve T-cells, activated T-cells rely 

heavily on glycolysis rather than oxidative phosphorylation, which enables glycolytic 

intermediates to be fed into the pentose-phosphate pathway for the enhanced production of 

nucleic acids, amino acids and lipids (376, 377). This reliance on glycolysis causes lactic acid 

accumulation within T-cells which can suppress effector functions (378). In this study, T-cell 

suppression was attributed to the defective export of intracellular lactic acid from T-cells by the 

monocarboxylate transporter-1 (MCT-1) which relies on a higher intracellular versus extracellular 

lactic acid concentration to function (350). Indicating that this mechanism may be physiologically 

relevant, the concentration of lactate in cancer patient serum positively correlated with tumour 

burden (350). Overall, as in vivo tumours are three-dimensional, these findings suggest that 3D in 

vitro tumour models may offer more relevant insights into immunotherapeutic mechanisms 

versus in vitro 2D models. Furthermore, such data suggests that studying the signalling of 

coinhibitory receptors such as TIM3 using 2D tumour models alone may not fully recapitulate 

signalling pathways present in vivo. Moreover, differences in the regulation of the T-cell response 

between 2D and 3D models could provide a tool to understand the environmental requirements 

for signalling pathways induced by coinhibitory receptors. 

3D tumour models aid the identification of novel combination immunotherapies 

In vitro tumour spheroid models have been used to identify novel combination treatments for 

cancer that have demonstrated therapeutic efficacy in vivo. In tumour-stroma heterotypic 

spheroids which secreted high levels of CXCL12, blockade of the CXCL12/CXCR4 axis using the 

molecule NOXA12 enhanced T-cell infiltration into the spheroids (379). In the same model PD1 

blockade synergised with CXCL12 blockade to enhance T-cell activation, as measured by NFAT 

transcription, which increased spheroid death (379). Demonstrating physiological relevance of 

spheroid models, this in vitro finding was validated in vivo using the murine CT26 colorectal 

cancer model; PD1 blockade alone slightly reduced tumour growth but combination with NOXA12 

blockade significantly reduced tumour growth (379). Using an in vitro MC38 murine colorectal 

cancer spheroid system, another study identified that CDK4/6 inhibitors could synergise with PD1 

blockade to enhance T-cell-mediated anti-tumour immunity (380). Inhibition of CDK4/6 enhanced 

the secretion of Th1 cytokines including CXCL9, CXCL10 and IFNγ by spheroids (380). As these 

cytokines are known to enhance the infiltration and activation of T-cells into tumours, the authors 

combined inhibition of CDK4/6 with PD1 blockade, which resulted in enhanced spheroid death 

versus either treatment alone (380). This finding was corroborated in an in vivo MC38 murine 

model of colorectal cancer where co-blockade: reduced tumour growth versus single treatments; 

increased the levels of CXCL9 and CXCL10 in tumour tissue; enhanced IFNγ production in CD8 T-
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cells (380). Importantly, the synergistic effect was lost upon depletion of either CD4 or CD8 T-cells 

suggesting that T-cells were required for the therapeutic effect (380). Overall, these data suggest 

that in vitro spheroid systems are useful tools to identify novel anti-tumour combination 

treatments that have efficacy in vivo.   
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1.5.7.  The RencaHA + CL4 T-cell Model 

The murine renal carcinoma model used by our lab involves two main components: 1) Renca cells 

that express the viral antigen haemagglutinin (HA) derived from the influenza virus and therefore 

the dominant 9-amino-acid long H-2Kd-restricted epitope (518-526, IYSTVASSL, denoted as HApep); 

2) HApep-specific Clone 4 (CL4) CD8+ T-cells derived from TCR-transgenic CL4 mice. This model of 

the neoantigen-specific CD8 T-cell response will be referred to as the RencaHA/CL4 T-cell model. 

A schematic of the RencaHA/CL4 T-cell model is shown in Figure 1.9. Previous studies in the lab 

have investigated the immunosuppression of CL4 T-cells within the TME of murine Renca tumours 

using two Renca models in parallel: 1) in vitro monolayer cultures of Renca wildtype (RencaWT) 

cells which do not endogenously express HA, but have been exogenously peptide-pulsed with 

HApep to form 2D targets for CL4 T-cells; 2) in vivo subcutaneous tumours which are each grown 

from the injection of 1 million RencaHA cells into the dorsal neck region of BALB/c recipient mice 

(381, 382). The adoptive transfer of primed, cytotoxic CL4 CD8 T-cells into tumour-bearing mice 

followed by the harvest of tumours 96h later has enabled the isolation of CL4 TILs (187, 328). 

Previously in our lab, CL4 TILs have been characterised for functional and phenotypic changes 

resulting from exposure to the immunosuppressive RencaHA TME, including the assessment of: 

coinhibitory receptor expression, cytotoxicity using 2D microscopic assays and T-cell polarisation 

and cell coupling abilities, as well as F-actin accumulation at the IS, via widefield imaging of T-cells 

coincubated with monolayer Renca cells (187, 328). 
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Figure 1.9 The RencaHA and CL4 CD8 T-cell model 
For tumour growth, 106 RencaHA cells are injected subcutaneously into the dorsal neck of each 

BALB/c mouse. For adoptive T-cell transfer experiments, splenocytes are harvested from Clone 4 

mice and primed with a 9-amino-acid long H-2Kd-restricted epitope from influenza virus (518-526 

IYSTVASSL) which is denoted as HApep. Following peptide priming, CL4 CD8 T-cells proliferate, 

enabling retroviral transduction of T-cells using plasmids encoding a GFP-tagged protein of 

interest, for example, F-tractin, a small F-actin binding peptide. GFP-positive T-cells are sorted by 

flow cytometry and adoptively transferred into tumour-bearing mice, meanwhile, a population of 

GFP-positive T-cells are maintained in culture in vitro. On the day of functional assays, tumours 

are harvested and CD8 CL4 tumour-infiltrating lymphocytes (TILs) are extracted. Meanwhile, 

Renca wild-type (RencaWT) cells are peptide-pulsed with HApep for 1h. Upon plating with peptide-

pulsed RencaWT 2D targets, TILs and control T-cells, which have not encountered the RencaHA 

TME, can be characterised for various functional readouts including: cytotoxicity; the ability of T-

cells to polarise and form cell couples tumour targets; the interface stability within cell couples; F-

actin accumulation at the immune synapse (IS). The expression of coinhibitory receptors by TILs 

and control T-cells can also be measured. 
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1.5.8.  Immunosuppression in the Renca tumour microenvironment 

It was previously shown that exposure to the Renca TME inhibited CL4 TIL cytotoxicity, MTOC 

translocation, cell coupling abilities and calcium signalling compared to T-cells that were primed 

and cultured in vitro (187). Furthermore, compared to T-cells cultured in vitro, TILs displayed 

defective polarisation towards Renca targets and failed to clear F-actin from the centre of the IS in 

vitro, which is likely to disrupt the exocytosis of cytotoxic granules (187). PD1, which was 

upregulated on TILs versus T-cells cultured in vitro, partially contributed to inhibition of interface 

stability and cytotoxicity, as PD1 blockade treatment in vivo partially restored cytotoxicity, 

interface stability and F-actin clearance from the IS (187). Another study revealed that TIM3 was 

upregulated in response to blockade of the adenosine A2a receptor (A2aR) and co-blockade of 

A2aR and TIM3 synergised to reduce tumour growth and protect from tumour relapse (328). 

Furthermore, A2aR and TIM3 co-blockade in vivo improved interface stability between CL4 TILs 

and targets in vitro, as measured by the frequency of TILs that displayed interface-destabilising 

translocation away from the initial site of cell coupling (328). Co-blockade also enhanced the 

cytotoxicity of TILs in vitro (328). Notably, TIM3 was expressed by ~50% of TILs, and coexpressed 

with the putative TIM3 ligand CEACAM1 on 41% of TILs, indicating the importance of TIM3 

signalling in this model. Overall, TIM3 contributes to immunosuppression in the Renca TME and 

TIM3 blockade has therapeutic effect, therefore, the RencaHA/CL4 T-cell model is well-suited to 

study how TIM3 regulates the tumour-specific T-cell response.  

Accordingly, it is of interest to identify whether the therapeutic effects of TIM3 blockade result 

from direct regulation of the tumour-specific CD8 T-cell response in vivo or whether other cell 

types indirectly mediate the therapeutic efficacy, as this is currently unclear. Although in vivo 

murine models are highly physiologically relevant to tumours in cancer patients, they involve high 

variability and multiple cell types which may indirectly modulate CD8 T-cell function. This makes it 

difficult to investigate the direct mechanisms by which TIM3 regulates CD8 T-cells in vivo. 

Meanwhile, 2D tumour models are highly useful for studying TIM3 signalling mechanisms but lack 

physiological relevance. Development of an in vitro 3D RencaHA/CL4 model would provide a more 

physiologically relevant tool to dissect if and how TIM3 and the putative TIM3 ligand CEACAM1 

may directly regulate the tumour-specific CD8 T-cell response. 
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1.6  Hypothesis and aims of this project 

Hypothesis: TIM3 signalling differs in tumour-specific CD8 T-cells between 2D and 3D tumour 

models.  

To test this hypothesis, the aims of this project are: 

Chapter 3 

• To develop and characterise a RencaHA spheroid model that can be used to investigate 

immunosuppression of the tumour-specific CL4 CD8 T-cell response. 

• To develop a 3D microscopic cytotoxicity assay and image analysis method that enables 

the quantification of interactions between T-cells and tumour spheroids. 

Chapter 4 

• To investigate if TIM3 signalling in tumour-specific CD8 T-cells differs between a 2D and 

3D tumour environment. 

• To establish if TIM3 blockade can directly modulate tumour-specific CD8 T-cell 

cytotoxicity in the Renca model, in the absence of other cell types. 

• To investigate whether TIM3 on CD8 T-cells modulates steps required for the delivery of 

cytotoxic granules into target cells, including: cell couple formation between T-cells and 

tumour cells, morphological polarisation of T-cells during cell couple formation and 

interface stability within cell couples. 

Chapter 5 

• To investigate if CEACAM1 in cis (on the same T-cell as TIM3) and in trans (on Renca cells) 

directly coregulates tumour-specific CD8 T-cell cytotoxicity together with TIM3, in the 

absence of other cell types and how this differs between 2D and 3D tumour 

environments. 

• To investigate whether CEACAM1 in trans, expressed on RencaHA cells, and TIM3 on CD8 

T-cells coregulate steps required for the delivery of cytotoxic granules into target cells 

including: the morphological polarisation of T-cells during cell couple formation and 

interface stability within cell couples. 
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Chapter 2   Methods 

2.1  Mice 

TCR-transgenic, BALB/c, Clone 4+/- mice were bred at the University of Bristol Animal Services Unit. 

Mice were genotyped using blood samples taken from the tail vein in blood buffer. Blood samples 

were stained using anti-mouse Vβ8.1 (eBioscience, KJ16-133, FITC) and anti-mouse CD8a 

(Biolegend, 53-6.7, APC) to identify Clone 4+ mice, which were humanely culled to harvest the 

spleen as a source of CL4 CD8+ T-cells. 

2.2  Media and Reagents 

2.2.1.  Vanilla and IL-2 medium 

For culture of Renca cells in 2D and 3D, vanilla medium comprised of 89% RPMI + L-Glutamine 

(Gibco), 10% FBS (Thermo Fisher Scientific), 1% PenStrep (Gibco) and 0.04% β-mercaptoethanol 

(Gibco). For culture of T-cells, IL-2 medium was made by supplementation of vanilla medium with 

50U/ml recombinant human IL-2 (National Institute of Health/NCI BRB Preclinical Repository). 

2.2.2.  Fluoroborite vanilla medium 

For 2D and 3D microscopic cytotoxicity assays, Fluorobrite vanilla medium comprised 88% 

Fluorobrite DMEM (Thermo Fisher Scientific), 10% FBS (Thermo Fisher Scientific), 1% L-glutamine 

(Gibco), 1% PenStrep (Gibco) and 0.04% β-mercaptoethanol.  

2.2.3.  Phoenix Medium  

Incomplete Phoenix medium contained 88% DMEM (Gibco), 10% FBS (Hyclone), 1% PenStrep 

(Gibco), 1% MEM Non-Essential Amino Acids (Gibco). Addition of 300µg/ml hygromycin and 

1µg/ml diptheria toxin to Incomplete Phoenix medium produced Complete Phoenix medium for 

long term culture of Phoenix cells. 

2.2.4.  Chloroquine  

4.1mg/ml chloroquine solution was produced by dissolving chloroquine phosphate powder 

(Sigma-Aldrich) into sterile filtered distilled water to aid calcium phosphate transfection of 

Phoenix cells. 

2.2.5.  Imaging Buffer, FACS/MACS buffer 

Imaging buffer comprised of PBS (Gibco) without calcium or magnesium plus 10% FBS (Thermo 

Fisher Scientific) supplemented with 1mM CaCl2 (Sigma), 500µM MgCl2 (Sigma). FACS buffer for 

running stained T-cell and Renca samples and MACS buffer for isolation of polyclonal CD8+ T-cells 
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comprised 97.6% PBS (Gibco) without calcium or magnesium, 2% FBS (Thermo Fisher Scientific) 

and 0.4% 2mM EDTA (Sigma). 

2.3  Cloning  

Vector NTI software (Thermo Fisher Scientific) was used to design PCR primers for the 

amplification of the desired insert from a donor plasmid (to add CEACAM1 to pIRES-hygromycin 

resistance-tdTomato or pGC-TIM3-GFP plasmids; to add tdTomato to the pIRES-hygromycin-

resistance plasmid) and the addition of new sequences such as the P2A ribosome-skipping 

sequence or the caspase 8 and granzyme B (GzmB) fluorescent sensor sequences, these 

sequences were as previously described (97, 383, 384). Restriction enzyme digests were used to 

generate complementary ends in recipient linearised vectors that could ligate with insert 

fragments. This enabled the generation of the pIRES-hygromycin-resistance-tdTomato, pIRES-

hygromycin-resistance-CEACAM1-tdTomato, pGC-CEACAM1-P2A-TIM3-GFP and the pIRES-

hygromycin-resistance-tdTomato-Caspase8/GzmB plasmids. 

2.4  Cell line maintenance  

2.4.1.  Renca cells 

Murine RencaWT and RencaHA cell lines were cultured in 25ml or 75ml vented flasks containing 

5ml or 10ml of vanilla medium, respectively. Hygromycin (250µg/ml) was added as a selective 

antibiotic to flasks containing RencaWT/HA lines that expressed the fluorophores mCherry or 

tdTomato (RencaWTmCh, RencaWTtdT and RencaHAtdT, RencaHACasp8, RencaGzmB). Geneticin (100µg) 

was added as a selective antibiotic to the RencaHAtdT, RencaHACasp8 and RencaGzmB cell lines to 

maintain the expression of a plasmid which encoded haemagglutinin from the influenza strain 

A/PR8. To keep cells at <80% confluence, cells were passaged every 48h: cells were washed in 

10ml PBS prior to addition of 2ml of 0.05% Trypsin and 0.05% EDTA (Sigma), and incubation of the 

cells at 37 degrees Celsius for 3 minutes. The flask was then tapped to encourage detachment of 

cells from the flask bottom, which was confirmed using a light microscope. Cells were transferred 

into 15ml or 50ml falcon tubes using 5ml of vanilla medium and centrifuged at 200 xg for 3 

minutes. Cell pellets were resuspended in vanilla medium for re-plating. 

2.4.1.1 Lipofectamine transfection of RencaHA lines to express tdTomato 

The RencaHAtdT and RencaWTtdT cell lines were generated by transfection of the RencaHA and 

RencaWT lines with a plasmid encoding the tdTomato fluorophore and hygromycin 

phosphotransferase- which confers hygromycin resistance- using lipofectamine 2000 (Thermo 

Fisher Scientific) and the manufacturer’s protocol. The cells were grown for a week in hygromycin 

and geneticin before tdTomato-positive cells were FACS sorted and cultured. 
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2.4.2.  Phoenix cells 

A schematic of retroviral transduction of CL4 T-cells using the ecotropic Phoenix retroviral 

packaging cell line is shown in Figure 2.1. Phoenix cells were cultured in 60 x 15mm Primaria 

coated cell culture dishes (Falcon) in Complete Phoenix medium. Cells were passaged by removal 

of Complete Phoenix medium and addition of 1ml 0.02% EDTA (Sigma) to cover the plate bottom 

and incubated for 1 minute at 37 degrees Celsius. Cells were detached form the plate bottom by 

gentle tapping and collected using 5ml DMEM and transferred to a falcon tube for centrifugation 

at 200 xg for 3 minutes. For continuous culture, 600,000 cells were added per plate in 6ml of 

Complete Phoenix medium. For retroviral production, phoenix cells were plated in Incomplete 

Phoenix medium and cultured for 72h, before splitting at a 1:2 ratio on day 1, 24h before the day 

of transfection on day 2.  

2.4.2.1 Transfection of phoenix cells, transduction of T-cells, isolation of GFP+ T-cells 

The Phoenix cell line can be transfected with DNA plasmids containing a gene of interest to 

generate retroviral particles that can transduce T-cells. Following retroviral transduction, T-cells 

that overexpress a T-cell signalling protein can be cultured. Phoenix cells were transfected with 

plasmids encoding the GFP-tagged gene of interest (e.g. TIM3-GFP) using calcium phosphate 

precipitation. Firstly, 25µl chloroquine was added to each phoenix cell plate and incubated at 37 

degrees Celsius. Meanwhile, two solutions were made using the following for one phoenix plate: 

Solution A contained 2µl 1M NaOH and 500µl HEPES Buffered Saline (HBS); Solution B contained 

500µl distilled H20 and 10µl of the DNA plasmid to be transfected at a concentration of 

>1000ng/µl. 62µl 2ml CaCl2 was then added dropwise to Solution B, forming a visible precipitate. 

Using a stripette, Solution A was bubbled, while Solution B was added dropwise to Solution A. The 

solution was then added at 1ml per phoenix plate that had been pre-incubated with chloroquine. 

The plates were returned to the incubator for 37 degrees Celsius. 16-20h later on day 3, the 

phoenix medium was exchanged with fresh Incomplete Phoenix medium and left for 48h until day 

5, when the Phoenix plate supernatant (containing retroviral particles) was harvested into falcon 

tubes and centrifuged at 200 xg for 3 minutes to pellet any phoenix cells. The supernatant was 

used for retroviral transduction of T-cells that had been peptide primed for 24h in the mixed 

splenocyte reaction (see section 1.3.3). On day 5, primed T-cells were collected from wells and 

washed 4 times in RPMI via centrifugation at 200 xg for 3 minutes. Phoenix cell supernatant was 

used to resuspend cell pellets at a concentration of 1ml phoenix cell supernatant/well of 

splenocyte cells, and 1ml of this cell solution was added to each well of a flat-bottomed 24 well 

plate (Corning). Protamine sulphate was added to wells at 8µg/ml and plates were sealed with 

parafilm prior to centrifugation at 200xg for 2h at 32 degrees Celsius. The supernatant of each 

well was removed without disturbing the cells and replaced with 2ml IL-2 medium per well, in 

which cells were resuspended before being cultured at 37 degrees Celsius. From day 6-7, cells 
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were passaged every 12h to maintain them at 90% confluency. On day 8, successfully transduced 

GFP+ CL4 T-cells were isolated via fluorescent activated cell sorting (FACS) (Supplementary Figure 

1.1).  

2.4.3.  Mixed splenocyte reaction: priming of CL4 T-cells  

On day 4, splenocytes were harvested from a CL4 mouse spleen, by mashing the spleen with a 

5ml syringe plunger through a 40µm cell strainer into a 50ml falcon tube, using 50ml RPMI + L-

Glutamine (Gibco) to wash through the cells several times. Cells were centrifuged at 200 xg for 3 

minutes, the supernatant discarded and the cell pellet resuspended in 1ml ammonium-chloride-

potassium (ACK) lysis buffer (Gibco) for 3 minutes to lyse red blood cells. The cells were quenched 

using 40ml RPMI + L-Glutamine (Gibco) and centrifuged at 200 xg for 3 minutes. The cell pellet 

was resuspended in vanilla medium at a density of 5 x 106 cells/ml. 1µl of the peptide IYSTVASSL 

(HApep) from the influenza haemagglutinin protein (A/PR/8/H1N1) was added to each well and 

then 1ml of the cell suspension was plated in each well of a flat bottomed 24 well plate (Corning) 

for priming of T-cells for 24h.  

Figure 2.1 Retroviral transduction of CL4 T-cells using the ecotropic Phoenix packaging cell line 

 

2.4.4.  Priming and culture of polyclonal CD8 T-cells 

A flat-bottomed 48-well plate was coated using 10 µg/ml anti-CD3 antibodY (BioXcell) diluted in 

PBS at 4 degrees Celsius overnight, and then the wells were washed twice using PBS. Polyclonal 

CD8 T-cells were harvested from a BALB/c mouse spleen, which had been mashed through a 40 

µm cell strainer. Following red blood cell lysis using ACK lysis buffer (Gibco) splenocytes were 

centrifuged at 200 xg for 4 minutes, the supernatant discarded, and the cell pellet was 

resuspended in 450 µl MACS buffer and 50 µl anti-CD8α microbeads (Miltenyi) prior to incubation 

at 4 degrees Celsius for 15 minutes. Cells were washed by centrifugation at 200 xg for 5 minutes 

in 50 ml MACS buffer in a falcon tube, the supernatant discarded, and the cell pellet resuspended 

in 6 ml MACS buffer. The cells were then passed through a LS-column held within a MACS magnet 

(Miltenyi) and then 9 ml of MACS buffer was used to wash the magnet. 6 ml of MACS buffer was 

then added to the LS-column and was forced through the column using the plunger into a falcon 
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tube, to isolate the CD8 polyclonal T-cells. The polyclonal CD8 T-cells were counted and then 

added to the wells of the plate at 5 x 106 cells per well. Anti-CD28 antibody (BioXcell) was added 

to each well for a final concentration of 1 µg/ml; T-cells were activated for 24 h (in parallel with 

peptide-priming of CL4 T-cells on day 4 of Figure 2.1). Polyclonal T-cells were then cultured 

identically to CL4 T-cells until the 3D microscopic cytotoxicity assay on day 8. 

2.5  Spheroids 

2.5.1.  Spheroid culture 

On day 0 single RencaHAtdT cells were mixed into Matrigel (Corning, growth factor reduced, 

phenol red free) at a concentration of 8 cells/µl and 50µl Matrigel was plated per well, in a 24-

well plate. Matrigel domes were solidified according to the manufacturer’s protocol and 2ml of 

Renca vanilla medium was added per well for spheroid growth over 10 days. From day 0 to 7, 1ml 

Renca medium was exchanged every 48 hours and from day 8 to 9, every 12h. 

2.5.2.   Haematoxylin and Eosin staining of spheroids 

A plate of spheroids was harvested from Matrigel on day 10 of spheroid growth for processing 

and haematoxylin and eosin (H&E) staining. Renca vanilla medium was aspirated from the wells 

and 1ml PBS was gently added per well and aspirated to wash the wells without disruption of the 

Matrigel domes. 1ml of Cell Recovery Solution (Corning) was added to each well and the plate was 

incubated at 4 degrees Celsius for 1h. Solution and spheroids were collected from each well using 

a Pasteur pipette and transferred to a 15ml falcon tube for centrifugation at 80 xg for 2mins. 

Supernatant was discarded and spheroids were washed twice by topping up the falcon tube with 

10ml PBS (Gibco) via centrifugation at 80 xg for 2mins. Dissociated spheroids were then mixed 

into luke-warm 4% Agarose (VWR) and the agarose was left to set at room temperature in a few 

wells of a 24-well plate. The agarose pieces were removed from the plate wells using a small 

spatula and the embedded spheroids were transferred to 10ml 10% neutral buffered formalin 

(Sigma-Aldrich) in a bijou tube and incubated at room temperature overnight. The next day, the 

agarose-embedded spheroids were transferred to 70% ethanol. The spheroids were paraffin 

embedded and then sectioned using a microtome to form 5µm width sections and placed onto 

Superfrost slides (VWR). Slides were de-waxed in xylene for 30 minutes. Sections were rehydrated 

in a series of ethanol solutions for 10 minutes each: 100%, 90%, 80%, 70% and then submerged in 

deionised water for 10 minutes. Haematoxylin nuclear stain was added to slides for 3 minutes and 

then rinsed off using deionised water, then washed for 5 minutes in tap water. Slides were then 

rapidly dipped in 3% hydrochloric acid in 95% ethanol 10 times, before rinsing slides in tap water 

for 2 minutes and deionised water for 2 minutes. Slides were stained with eosin for 30 seconds 

and then washed 3 times in 95% ethanol for 5 minutes per wash and then 3 times in 100% 



 

84 
 

ethanol for 5 minutes. Lastly, sections were incubated in xylene three times for 15 minutes, and 

coverslips were mounted onto the sections using Vectashield Antifade Mounting Medium (Vector 

laboratories). Sections were imaged using a widefield microscope. 

2.5.3.  Hypoxia staining of spheroids 

Spheroids were stained using the Hypoxprobe Kit (100mg pimonidazole HCl plus 1.0ml of 4.3.11.3 

mouse monoclonal antibody (mAb)). Two plates of 10-day-old spheroids were grown as described 

in Section 2.5.1.  on day 10 of spheroid growth, one spheroid plate was placed in a hypoxic 

incubator (2% O2). The other plate was kept in a normoxic incubator (18.6% O2). Spheroids were 

incubated overnight for 16h. The next day, pimonidazole HCl (PimHCl) was dissolved in serum-free 

medium and added to wells in both plates, immediately after each other, for a final concentration 

of 170µM PimHCl (the spheroid plate in the hypoxic incubator was not removed hypoxic 

conditions). After a 2h incubation, spheroid domes were washed, without dome disruption, twice 

with 1ml PBS per well to remove residual medium. Spheroids were then dissociated and isolated 

from Matrigel domes as described in Section 2.5.2.  Spheroids from each plate were added to 

luke-warm 4% agarose (Sigma-Aldrich) in separate wells of a 96-well plate to set. Agarose blocks 

were retrieved from wells and added to 10ml 10% neutral buffered formalin (Sigma-Aldrich), 

inside bijou tubes, for fixation overnight. The next day, spheroids were transferred into 70% 

ethanol for up to 3 days. Spheroids were paraffin-embedded and sectioned at a width of 5µm 

with a microtome and placed onto Superfrost Slides (VWR). For staining of spheroids to detect 

hypoxic cells with the 4.3.11.3 mouse mAb, slides were first de-waxed in Histo-Clear (VWR) for 30 

minutes. Slides were then rehydrated in a series of ethanol solutions: 10 minutes in each of 100%, 

90%, 80% 70% ethanol, followed by 10 minutes in deionised water. Next, slides were incubated at 

90 degrees Celsius for 10 minutes in 10mM citrate butter (pH 6.0), followed by two washes for 5 

minutes each in PBS. Excess liquid was tapped off and removed around the sections with a tissue. 

Using a the ImmEdge Hydrophobic Barrier Pen (Vector Laboratories), a hydrophobic boundary 

was drawn around each section. Sections were blocked with 2.5% Normal Horse Serum Blocking 

Solution (Vector Laboratories), followed by 3 washes in PBS for 5 minutes each. A solution 

containing 0.1% bovine serum albumin (BSA) in PBS was used to dilute the primary mouse mAb 

stock solution with a dilution factor of 1/50 (vol/vol). 100µl of the working primary mAb solution 

was added to each section and incubated for 4 degrees Celsius overnight. For a negative control, 

sections were incubated with purified mouse IgG1 kappa isotype control antibody (Thermo Fisher 

Scientific). Slides were washed three times with PBS for 5 minutes each, while the secondary 

antibody (rat anti-mouse IgG1 Secondary Antibody, FITC (eBioscience)) container was spun down 

for 10,000 xg for 10 minutes at 4 degrees Celsius. Secondary antibody was diluted in 1% BSA in 

PBS with a dilution factor of 1/2000 (vol/vol) and added to sections for a 45-minute incubation. 

Slides were washed in PBS, 3 times for 5 minutes each. The second wash was done on top of a 
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shaker. Hoescht 33342 (Thermo Fisher Scientific) was diluted 1/5000 (vol/vol) and added to each 

section for 10 minutes. Coverslips were mounted onto sections using ProLong Gold Antifade 

Mountant (Invitrogen), according to the manufacturer’s protocol. Sections were imaged using a 

confocal microscope. 

2.5.4.  Viability staining of spheroids 

Spheroids were grown as previously described (Section 2.5.1.  viability dye (Thermo Fisher 

Scientific) in Fluorobrite vanilla medium was added to each well of spheroids for 1.5h. Fluorobrite 

medium was then replaced with serum-free Fluorobrite vanilla medium with 1.5µM DRAQ7. 

CellTraceTM Calcein Violet AM (Thermo Fisher Scientific) was diluted in serum-free Fluorobrite 

vanilla medium and added to wells at a final concentration of 1µM, for a 30-minute incubation. 

Mid-sections of spheroids, defined by the z-plane of their widest diameter, were immediately 

imaged using a confocal microscope. 

2.6  Flow cytometry staining 

2.6.1.  T-cell staining 

CL4 T-cells were collected from culture into a falcon tube, which was topped up with PBS and 

centrifuged at 200 xg for 4 minutes. The cell pellet was resuspended in PBS at a concentration of 1 

x 106 cells/ml. 1.5 x 106 cells for each staining condition were added to separate polystyrene FACS 

tubes (Corning). Cells were spun down and each pellet was resuspended in 100µl of PBS per 1x106 

cells, containing 1µl of Zombie Near InfraredTM Fixable Viability Kit reagent (Biolegend) per 100µl. 

Cells were incubated at room temperature in the dark for 15 minutes. 3ml FACS buffer was used 

to wash the cells in each tube via centrifugation at 250 xg for 4 minutes. The pellets were 

resuspended in 50µl FACS buffer containing 1µl Purified Rat Anti-Mouse CD16/CD32 Fc block (BD 

Pharmingen) per tube and incubated at 4 degrees Celsius for 15 minutes. Antibodies, diluted in 

FACS buffer, were added to each tube at the required concentration and incubated for 30 minutes 

on ice in the dark. 3ml FACS buffer was added to each tube and cells were centrifuged at 250 xg 

for 4 minutes. Cell pellets were resuspended in 3ml FACS and centrifuged at 250 xg for 4 minutes 

to remove residual antibody. Cell pellets were then fixed in paraformaldehyde and run through a 

BD LSRFortessa X-20 Flow Cytometer (BD Biosciences). Data were analysed using Flowjo analysis 

software version 7.10.1 (BD Biosciences). 

2.6.2.  Renca staining  

2D Renca monolayers were detached from cells by washing flasks with PBS and then incubating 

cells for 5 minutes at room temperature in 10ml Accutase solution (Sigma-Aldrich) per 75ml flask. 

Detached cells were centrifuged at 200 xg for 3 minutes and the cell pellet was resuspended in 

PBS, followed by another centrifugation to wash cells. Cell pellets were then resuspended at a 
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concentration of 1 x 106 per 100µl of PBS. Meanwhile, 3D Renca spheroids were dissociated from 

Matrigel as previously described (Section 2.5.2.  and then mashed through a 70µm pore size 

strainer (Thermo Fisher Scientific) to generate a single cell suspension. The 3D-cultured Renca 

cells were centrifuged at 200 xg for 3 minutes and the cell pellet was resuspended in PBS, 

followed by another centrifugation to wash cells. Cell pellets were then resuspended in an 

identical manner to the 2D-cultured cells. Renca cells from 2D and 3D culture were then divided 

into separate polystyrene tubes (Corning) and stained following the same protocol as for T-cell 

staining (2.6.1.   

  



 

87 
 

2.6.3.  Antibody table 

Marker Clone Fluorophore Application Manufacturer Dilution/ 

concentration 

TIM3 B8.2C1.2 PE FC Biolegend 2 µg/ml 

CEACAM1 CC1 APC FC Biolegend 2 µg/ml 

Galectin-9 RG9-35 BV421 FC BD Bioscience 2 µg/ml 

MHC-I SF1-1.1 Pacific Blue FC Biolegend 5 µg/ml 

Hypoxyprobe 

primary mouse 

mAb 

4.3.11.3 N/A IHC Hypoxyprobe 60 µg/ml 

IgG kappa mouse 

isotype control 

P3.6.2.8.1 

 

N/A IHC Thermo Fisher 

Scientific 

20 µg/ml 

Rat anti-mouse 

IgG1 Secondary 

Antibody 

M1-14D12 FITC IHC eBioscience 0.1 µg/ml 

TIM3 RMT3-23 N/A Blockade BioXcell In 

Vivo mAb 

10 µg/ml 

Isotype for TIM3 

blockade 

Rat IgG2a, 

2A3 

N/A Blockade 

control 

BioXcell In 

Vivo mAb 

10 µg/ml 

Anti-CD3 145-2C11 N/A T-cell 

priming 

BioXcell In 

Vivo mAb 

10 µg/ml 

Anti-CD28 37.51 N/A T-cell 

priming 

BioXcell In 

Vivo mAb 

1 µg/ml 

2.7  Microscopic cytotoxicity assays 

2.7.1.  2D microscopic cytotoxicity assay 

Transduced GFP+ CL4 T-cells were isolated via fluorescent activated cell sorting (FACS) 

(Supplementary Figure 1.1) and then incubated in IL-2 medium at 37 degrees Celsius. Meanwhile, 

RencaHAtdT or RencaWTtdT cells were peptide-pulsed for 1 h at 37 degrees Celsius with 2 µg/ml 

HApep or left unpulsed, except where peptide pulsing concentration was titrated, as stated. Renca 

cells were washed twice using 10 ml PBS and centrifugation at 200 xg for 3 minutes. Renca cell 

pellets were resuspended in Fluorobrite medium at a concentration of 10,000 pulsed Renca cells 

per 50 µl. 10,000 cells were plated into each well of a 384-well Black, Optically Clear Bottom, 

ViewPlate (PerkinElmer) and the plate was incubated at 37 degrees Celsius for 4 h to enable cells 

to attach to the well-bottoms and spread. Sorted CL4 T-cells were resuspended in Fluorobrite 

medium at a concentration of 10,000 cells per 50 µl, and 10,000 CL4 T-cells were added to each 
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well of the assay plate (apart from control wells with Renca cells only where 50 µl Fluorobrite 

medium was added). 4 replicate wells were plated for each condition. For TIM3 blockade 

treatment, T-cells were pre-incubated with 10 µg/ml TIM3 blockade antibody (RMT3-23) for 1 h 

and 10 µg/ml TIM3 blockade antibody was present in the relevant wells during the entire assay 

period. Assay plates were immediately placed into the IncucyteTM Live Cell Analysis System (Essen 

Bioscience) and images were taken using the phase contrast and red channels using 1600 ms 

exposure time and a 15 minute time interval for 18 h, by the end of which all target cells had been 

killed as determined by visual assessment.  

2.7.1.1 Analysis 

The total red object (target cell) area per well (µm2/well) was quantified at each time point using 

the in-built IncucyteTM ZOOM 2018a software (Essen Bioscience). For the 4 replicate wells of each 

condition, an average target cell area per well was quantified at each time point. This data was 

exported to Excel, where the average red object area at each timepoint, for each condition, was 

first normalised to the red object area at the 2h timepoint. A rolling average was calculated for 

each condition across every 3 subsequent timepoints. The rolling average of red object areas 

across all timepoints for each condition were plotted in line graphs in Excel to identify the 

timepoint at which a decrease in target cell area initiated. A 6 h period from the point at which 

killing initiated was then used for further analysis. Using the raw average red object areas during 

that 6 h time period of T-cell killing, the red object areas at each time point were normalised to 

the target area at the initial timepoint. As before, a rolling average was calculated for every 3 

subsequent timepoints. Then the SLOPE function in excel was used to calculate the rate of killing 

per hour in each condition. The rate of killing in conditions containing T-cells were normalised to a 

control condition where T-cells were not present to rule out T-cell-independent Renca death. 

2.7.2.  3D microscopic cytotoxicity assay 

10-day-old spheroids were grown as described above in Section 2.5.1.  On the day of the assay, 

transduced GFP+ CL4 T-cells were isolated via fluorescent activated cell sorting (FACS) 

(Supplementary Figure 1.1) and then incubated in IL-2 medium at 37 degrees Celsius; 200,000 T-

cells were sorted per well of spheroids in the final assay plate, and then incubated separate wells 

of a 96-well plate. Spheroids were dissociated using incubation with 600 µl Cell Recovery Solution 

per well (Corning), for 1 h at 4 degrees Celsius. Dissociated spheroids from each plate of spheroids 

(if more than 1 plate was used) were then collected from wells using a Pasteur pipette and 

transferred to separate 15 ml falcon tubes. Falcon tubes were topped up with PBS and 

centrifuged at 80 xg for 2 minutes to spin down spheroids to the bottom of the tube. The 

supernatant was discarded and spheroids were washed again in 10 ml PBS. The supernatant was 

discarded and spheroids in each tube were resuspended in 1 ml of vanilla medium containing 
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2µg/ml HApep
 for peptide loading. Spheroids from each tube were transferred to a well of a 24-

well plate for incubation at 37 degrees Celsius for 1 h, as this minimised spheroid aggregation 

during peptide-pulsing. During peptide-pulsing of spheroids, TIM3 blockade antibody, isotype 

control antibody or no treatment was added to the relevant wells of the T-cells in the 96-well 

plate and incubated at 37 degrees Celsius for 1 h. Following peptide-pulsing, spheroids were 

collected into a 15 ml falcon tube and washed in 10 ml PBS via centrifugation at 80 xg for 2 

minutes. Supernatant was discarded and 10 ml PBS was used to wash again via centrifugation at 

80 xg for 2 minutes. After supernatant was discarded by tipping the falcon tubes upside down, 

200 µl of residual buffer was left in the falcon tube with the spheroids- if less than this volume 

was left, PBS was added to reach 200 µl. This volume was divided by the number of wells from the 

original spheroid plate (typically 8-10 wells) to calculate the volume of the spheroid solution that 

would contain 400 spheroids. Meanwhile, T-cells treated with TIM3 blockade, isotype control 

antibody, or no treatment, were collected from the 96-well plate into 1.5 ml eppendorfs and 

centrifuged at 300 xg for 4 minutes in a tabletop centrifuge. The supernatant was aspirated using 

a pipette to leave eppendorfs containing each containing a T-cell pellet at the bottom. In most 

experiments, 400 spheroids were then added to the relevant eppendorfs and mixed with the T-

cell pellet (containing 200,000 T-cells) and spheroids and T-cells were coincubated for 15 minutes 

at room temperature. In the experiment displayed in Figure 4.1, T-cells were first mixed with 

Matrigel at a concentration of 200,000 T-cells per 50 µl Matrigel, and then 400 spheroids were 

subsequently added to the Matrigel and T-cells. Either way, 50 µl Matrigel containing spheroids 

and T-cells was then pipetted in the centre of each well-bottom of a chilled glass-bottom 24-well 

plate Eppendorf Cell Imaging Plate. Matrigel domes were set at 37 degrees Celsius for 10 minutes. 

1 ml Fluorobrite medium containing 1.5 µM DRAQ7 viability dye (Thermo Fisher Scientific) and 10 

µg/ml TIM3 blocking antibody (if appropriate) was then added to each well of the plate. Spheroids 

and T-cells were imaged using a Leica SP8 AOBS confocal microscope with a 10x HC PL Fluotar lens 

(numerical aperture (NA) = 0.3) and LASX version 3.7 software, which was set up for sequential 

excitation of tdTomato and GFP, then DRAQ7 fluorophores. Brightfield images were also acquired. 

For each condition, the first 3-6 spheroids that appeared in the field of view with diameters of 

200-250 µm were imaged. A ‘mark and find’ was set up to automatically image the set positions 

over the course of 12h, every 2h. Each spheroid was imaged with a z-step of 3µm from a few 

planes above the surface of the spheroid to a few planes below the mid-section of the spheroid, 

as determined by the z-plane with the widest diameter. Imaging excess planes either side of the 

spheroid mid-section and upper surface prevented loss of sample coverage due to occasional z-

drift throughout the imaging period. 
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2.7.2.1 Analysis 

To obtain measurements of spheroid-infiltrating T-lymphocyte (SIL) number, SIL volumes, 

spheroid total volume (included the hollow core), spheroid tdTomato+ volume (excluded the 

hollow core), spheroid sphericity (how closely the spheroid shapes were to a perfect sphere), SIL 

infiltration depth (the shortest distance between a SIL’s edge and the outer surface of a spheroid) 

and the pathlength of T-cell tracks over time, raw data was pre-processed and semi-automatically 

analysed using Step 1 and Step 2, respectively, of a custom Cancer Segmentation macro 

developed in collaboration with Dr Stephen Cross of the Wolfson Bioimaging Facility using the Fiji 

image analysis plugin MIA (v0.9.26) and its MIA_MATLAB (v1.1.1) package, which can be found on 

Github through Zenodo at http://doi.org/10.5281/zenodo.2656513 and 

http://doi.org/10.5281/zenodo.4769615, respectively (385). In step 1, the brightfield channel was 

used to check the field of view contained a spheroid, T-cells and no abnormal material debris and 

the tdTomato channel was used to manually mark the mid-point of each spheroid in the z-stack 

and remove excess planes either side of the spheroid surface or mid-point, which generated 

cropped z-stacks of half-spheroids. In step 2, the z-stacks of half-spheroids were mirrored in the z-

axis and then concatenated to produce pseudo-whole spheroids, as this facilitated subsequent 

spheroid sphericity and volume measurements. The separate channels from the concatenated 

stacks were extracted to enable the analysis of objects (T-cells, live and dead cancer regions) 

which were detected in distinct channels. For the spheroid (tdTomato) channel, background noise 

was removed from images using a 2D Gaussian filter (sigma = 2 pixels). Images were binarised 

using the Otsu automatic threshold and image segmentation was applied using MorphoLibJ to 

perform connected-components labelling to create objects in 3D – each spheroid object is 

comprised of pixels connected to each other in 3D (386). Ellipsoid fitting using the BoneJ plugin 

for sphericity measurements. Spheroid objects smaller than a user-defined threshold (kept 

constant for all data analysis at 1 x 106 µm3) could be removed to ensure detection of the primary 

spheroid in the field of view and avoid detection of spheroid fragments or parts of adjacent 

spheroids that were on the edges of the field of view. Spheroid volumes excluding the hollow core 

were measured based on the tdTomato+ volumes, using spatially calibrated units. To enable 

detection of whole-spheroid volumes, including the hollow core, an alpha shape was fit to each 

spheroid object using MATLAB; an alpha shape enclosed objects to smooth out holes or small 

bumps on the surface. For alpha shape implementation to spheroid objects, an alpha radius of 

150.0 was used. To avoid any adjacent spheroids becoming detected a distance-based watershed 

transformation was applied. 3D ellipsoids were fit to spheroid objects in order to enable 

sphericity measurements. For the T-cell channel (GFP) background noise was removed using a 2D 

Gaussian filter (sigma = 2 pixels). These channels were binarised using the Triangle threshold. A 

distance-based watershed transformation was used to detect T-cells and distinguish adjacent T-

http://doi.org/10.5281/zenodo.2656513
http://doi.org/10.5281/zenodo.4769615
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cells from each other. Connected-components labelling was used to detect 3D T-cell objects using 

MorphoLibJ (386). The BoneJ plugin was used to conduct ellipsoid fitting which enabled the 

measurement of T-cell volumes. T-cell objects with volumes smaller than a user-defined threshold 

(250µm3 was used) were removed to remove debris or highly auto-fluorescent spheroid cells from 

further analysis. Each T-cell object was related to the closest spheroid object; to be related (that 

is, for a T-cell to be classified as infiltrating the spheroid) the centre of the T-cell object had to 

overlap with the spheroid, within the same time frame. The centre of T-cell and spheroid objects 

were related to each other via spatial overlap- this enabled the determination of the distance of a 

T-cell from the spheroid surface; these values were output as increasingly positive when the T-cell 

is further from the spheroid surface and increasingly negative if they are further inside the 

spheroid surface. The longest chord (length) of a T-cell was measured as the longest possible line 

between two ends of the surface of the same T-cell. CL4 T-cell objects were tracked through 

timeframes using the Munkres Assignment Algorithm (https://hbase.apache.org/), which 

calculated the distance from each T-cell in one time frame, to the same T-cell in the next time 

frame, to determine cell tracks that minimised the distances of object-object relations, using a 

maximum linking distance of 50µm. Dead spheroid regions were detected in the DRAQ7 channel. 

A 2D median filter was used to remove background fluorescence. The image was binarised using 

the Otsu threshold. The volume of dead spheroid regions was measured using MorphoLibJ to 

perform connected-components labelling to create objects in 3D. Each dead spheroid object was 

related to the closest spheroid object (which was detected in the tdTomato channel); to be 

related, the centre of objects had to overlap in the same time frame. 

2.8  Imaging calcium signalling, T-cell polarisation and interface stability 

2.8.1.  Calcium imaging 

1 x 106 RencaHAtdT target cells were HApep-pulsed or left unpulsed, as previously described 

(Section 2.7.1.  200,000 sorted CL4 T-cells per condition were incubated in 2 µM Fura-2 AM 

(Molecular Probes) diluted in imaging buffer, at 25 degrees Celsius, for 30 minutes, in the dark in 

1.5ml eppendorf tubes. T-cells were washed twice in 1ml serum-free imaging buffer via 

centrifugation at 300 xg for 4 minutes in a table-top centrifuge. Each pellet of T-cells was 

resuspended in 20 µl imaging buffer. RencaHAtdT cells were resuspended in imaging buffer at a 

concentration of 5,000 cells per 10 µl. 50 µl of imaging buffer per well was added to wells of a 

glass-bottomed 384-well optical imaging plate (Brooks Life Science systems). Imaging was 

conducted at 37 degrees Celsius using a Leica DM IRBE-based wide-field system with a Sutter DG5 

illumination and a Photometrics Coolsnap HQ2 camera. For each imaging run, 5 µl of the CL4 T-

cell suspension (40,000 T-cells) was first pipetted onto the bottom of the well containing 50 µl 

imaging buffer and CL4 T-cells were allowed to settle. The plate was placed on the microscope 

https://hbase.apache.org/
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stage and then 10 µl of the RencaHAtdT cell suspension was added to the top of the well. When 

RencaHAtdT cells began to reach the cell bottom, an imaging period of 15 minutes was initiated 

with a time-interval of 10 seconds. At each timepoint, a differential interference contrast (DIC) 

bright-field image, and two fluorescent images were taken using excitation wavelengths of 340 

nm and 380 nm, using a 40x oil objective lens (NA = 1.25). Images were analysed using Fiji image 

analysis software. Background fluorescence from the field of view was subtracted and the images 

from the 340 nm channel were divided by the images from the 380 nm channel to obtain images 

that displayed a ratio of the fluorescent intensities. These fluorescent intensities were then 

multiplied by 100 to fit the 8-bit display scale for further analysis. Using Fiji, differential 

interference contrast (DIC) images were used as a reference to identify the coordinates of cell 

couples; using the 340/380 image, the fluorescent intensity within the centre of a T-cell within a 

cell couple was measured every 10 seconds from 60 seconds before the initial contact between 

the T-cell and the target cell, up to 360 seconds later. 

2.8.2.  Analysis of coupling frequencies and T-cell morphological polarisation 

Fiji was used to analyse T-cell coupling abilities, morphological polarisation and interface stability. 

By analysing the DIC reference images obtained from the live-cell imaging described in Section 

2.8.1.  T-cells which contacted a RencaHAtdT target cell with lamellipodia were manually analysed 

to determine if they subsequently formed a cell couple with the target cell within 30 seconds (3 

time-frames) after initial cell contact, which involves spreading of the T-cell onto the Renca cell. 

Cell coupling frequencies were calculated as follows: number of T-cells that formed cell couples 

following initial contact with target cells/ number of T-cells that did not form cell couples following 

initial contact with a target cell. Cell couple formation was defined as the initial time point where 

the interface was at its maximal diameter, or two time-frames after initial cell contact, whichever 

occurred first. The lengths and widths of T-cells in cell couples were measured using a line-

measurement in Fiji, every 1 minute from initial cell couple formation, up to 3 minutes after cell 

couple formation. The length/width ratio was calculated to quantify the morphological 

polarisation of T-cells between conditions. 

2.8.3.  Analysis of T-cell interface stability  

Using the same DIC live cell imaging data as above, T-cells were manually analysed for the 

formation and time-of-onset of off-interface-lamellipodia (OIL) during cell coupling. OIL were 

defined as small membrane protrusions that moved away from the interface rather than towards 

the interface, as previously described (187). The percentage of OIL in cell couples was calculated 

as:  
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(the number of T-cells that formed OIL/the number of T-cells that did not form OIL) *100. The 

initial time-of-onset of OIL in T-cells within each condition was averaged for further statistical 

analysis. 

2.9  Statistical tests 

Normality of data distributions were tested using the SPSS Explore function and visually assessed 

using the Shapiro-Wilk test, histograms, normal Q-Q plots and box-plots. Where data were 

moderately positively skewed, a square-root (SQRT) transformation was applied and re-assessed 

for normality. Where SQRT transformation did not sufficiently transform data to normality, 

strongly positively skewed data were log-transformed (LG10) and re-assessed for normality. 

Student’s t-tests, One-Way and Two-Way ANOVAs were conducted using GraphPad Prism version 

6.0 software. Tukey’s test was used for multiple comparisons.  
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Chapter 3  Development of a tumour spheroid model 

3.1  Introduction 

Improving checkpoint blockade and adoptive T-cell transfer (ATT) solid cancer therapies 

Checkpoint blockade therapies, which block T-cell coinhibitory receptor: ligand interactions such 

as PD-1/PDL-1 blockade, have been FDA-approved for treatment of advanced stage cancers 

including melanoma and NSCLC, but they are only effective in around 10-30% of patients (387). 

Notably, single blockade treatments can lead to immune escape of solid cancers via upregulation 

of alternative checkpoint receptor ligands (326, 329). Thus, it is important to identify additional 

checkpoints, such as TIM3, that can be targeted in combination with PD-1/PDL-1 blockade. TIM-3 

and PD-1 co-blockade has shown therapeutic synergy in preclinical and clinical trials, but with 

variable efficacy (325, 327, 332). Importantly, the mechanisms by which TIM3 regulates the anti-

tumour CD8 T-cell response are largely unknown, and in some cases TIM3 has been shown to 

mediate stimulatory as well as inhibitory T-cell signalling. Furthermore, adoptive T-cell therapy 

(ATT) has shown promising potential as a treatment for advanced cancer patients and involves the 

infusion of a population of activated tumour-specific CD8 T-cells with high cytotoxic potential into 

the patient. However, adoptively transferred T-cells, like endogenous T-cells, encounter many 

barriers within the tumour microenvironment (TME) of solid tumours, which limits their ability to 

both infiltrate and kill tumours. Chronic activation leads to T-cell exhaustion, meanwhile, 

immunosuppressive factors- such as checkpoint receptor ligands- are often highly upregulated by 

tumour cells, preventing an effective anti-tumour response by adoptively transferred T-cells (388). 

Importantly, checkpoint blockade therapies are a promising way to improve the efficacy of ATT. 

Therefore, the elucidation of mechanisms by which T-cell co-receptors such as TIM-3 modulate TIL 

effector functions is important in order to improve the efficacy of both ATT and checkpoint 

blockade therapies. However, studying these mechanisms in vivo is complicated by the high 

number of variables that interact in complex networks. In contrast, in vitro tumour spheroid 

models offer a reductionist system to dissect the direct interactions between tumour cells and T-

cells in a physiologically relevant 3D context. 

 

The RencaHA/CL4 T-cell model 

The RencaHA/CL4 T-cell model of ATT used by our lab involves two main components: 1) Renca 

cells that express the viral antigen haemagglutinin (HA) derived from the influenza virus and 

therefore the dominant 9-amino-acid long H-2Kd-restricted epitope (HApep), 2) HApep-specific Clone 

4 (CL4) CD8 T-cells derived from TCR-transgenic CL4 mice. Previous studies in the lab, which have 

investigated the immunosuppression of CL4 T-cells within the TME of murine Renca tumours, 

have used two main Renca models: in vitro monolayer cultures of Renca wildtype (RencaWT) cells 
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that have been exogenously peptide-pulsed with HApep to form 2D targets expressing the cognate 

antigen of CL4 T-cells, in parallel with in vivo subcutaneous tumours which are each grown from 

the injection of 1 million RencaHA cells into the dorsal neck region of Balb/c recipient mice (381, 

382). These in vivo RencaHA tumours have formed 3D targets for CL4 T-cells adoptively 

transferred into tumour-bearing mice (381, 382). 

 

2D and 3D in vitro and in vivo solid cancer models 

While monolayer cultures have proven to be incredibly useful for establishing basic principles of 

cancer signalling and genetics, it is well recognised that the culture of cancer cells as a flat sheet 

upon tissue culture plastic is considerably different to the in vivo context where cancer cells grow 

in 3D. One increasingly popular method to study cancer is the use of in vitro and ex vivo 3D 

models, which carry benefits in comparison to both 2D and in vivo tumour models. The 

multicellular tumour spheroids (MCTS) model is the most well-established way to culture cancer 

cells in vitro in 3D and was first developed in the 1970s to investigate radiotherapy-resistance 

mechanisms of cancer (389). It typically involves the culture of cancer cell lines in nonadherent 

wells to induce formation of well-rounded compact clusters of cancer cells, but can also involve 

growth of cells in synthetic or natural hydrogel scaffolds, such as polyethylene glycol (PEG)-based 

scaffolds and Matrigel (MG), respectively (390).  

Over the past five decades MCTS have been used to investigate cancer’s responsiveness to 

therapeutics including chemotherapy and less frequently, immunotherapy (361, 362, 364, 367, 

369, 375, 379, 380, 391). MCTS more faithfully recapitulate important aspects of the TME 

compared to 2D cultures including cell-cell and cell-ECM adhesions in x-y-z planes, in addition to 

gradients of nutrients such as glucose, oxygen, pH and metabolites, owing to the 3D architecture 

(344-348). A spheroid is comprised of multiple concentric cell layers that increase in distance from 

the surrounding culture medium towards the spheroid centre, resulting in diffusion gradients of 

molecules from the centre to the spheroid surface (392). These chemical gradients often result in 

central necrotic regions that resemble the central necrosis commonly found in tumours in vivo 

(344, 346, 348, 349, 351-353, 393). Necrotic tumour cells have been found to be important 

modulators of tumour progression and immunosuppression, with an increasing extent of tumour 

necrosis being associated with higher grades of tumour, an impaired cytotoxic ability of tumour-

specific CD8 T-cells, and increased tumour T classification and metastases (353-357).  

Clearly, in vivo murine models represent a more physiologically relevant model of human cancer 

versus in vitro models, but in comparison to in vivo tumour models, MCTS models are less costly, 

less variable, require less animal-usage, and enable faster experimental execution compared to in 

vivo models. While the most simplistic MCTS involve the growth of cancer cells alone, further 
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elements of the TME can be added to the system in a highly controlled manner; heterotypic MCTS 

have been developed that contain cancer, stromal and immune cells (394, 395).  

This chapter describes the development and characterisation of a MCTS scaffold-embedded 3D 

Renca model (using the hydrogel Matrigel), which subsequently enabled us to identify 

mechanisms of TIM3-mediated T-cell suppression, alongside the 2D Renca model (discussed in 

later chapters). Overall, the 3D Renca model can aid the improvement of both checkpoint 

blockade therapies and ATT as a cancer therapeutic. 
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In this chapter, the following aims are addressed: 

1) To generate a RencaHA cell line expressing the red fluorophore tdTomato (RencaHAtdT) and 

establish if RencaHAtdT cells can be grown into MCTS (referred to as spheroids from now on), 

therefore providing an in vitro 3D model of RencaHA tumours, amenable to 3D imaging by 

confocal and 2-photon microscopy. 

 

2) To determine the growth dynamics of RencaHAtdT spheroids, in order to determine the age 

of RencaHAtdT spheroids with a growth profile most relevant to in vivo RencaHA tumours. To 

determine how spheroid culture can be integrated with the timeline for CL4 T-cell culture 

for the development of a 3D microscopic cytotoxicity assay, which can enable assessment of 

tumour-specific killing of Renca spheroids by CL4 T-cells. 

 

3) To determine the viability profile of RencaHAtdT spheroids, in order to see if RencaHAtdT 

spheroids recapitulate dead regions that are commonly found in in vivo tumours, including 

RencaHA tumours. 

 

4) Determination of whether RencaHAtdT spheroids should be HApep-pulsed for use in 3D 

microscopic cytotoxicity assays, by looking at how HApep-pulsing regulates the time before 

onset of killing by CL4 T-cells. 

 

5) To establish a method for image analysis of spheroids and T-cell imaging data in order to 

enable quantification of: T-cell infiltration of spheroids, T-cell-dependent changes in 

spheroid viability and the dimensions of T-cells and spheroids. 

 

6) To determine the spheroid: T-cell ratio for optimal image analysis and efficacy of data from 

3D microscopic cytotoxicity assays. 

 

7) To determine whether cognate antigen specificity of spheroid-infiltrating T-lymphocytes 

(SILs) impacts on spheroid death and/or the spatiotemporal dynamics of SIL infiltration and 

in doing so determine the suitability of the ‘RencaHAtdT spheroid + T-cell’ model to study 

tumour-specific CD8 T-cell responses.  
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3.2  Results 

3.2.1.     RencaHAtdT spheroid growth over time 

MCTS growth curves have been shown to be cell line-dependent but have been commonly 

modelled using variations of the Gompertz equation, as have the growth curves of in vivo tumours 

(351, 364, 396). There is often an initially exponential phase of spheroid growth, followed by a 

slower phase of growth that eventually reaches a plateau phase in which the maximal spheroid 

size has been reached. This spheroid size limit is likely due to diffusion limits of oxygen and/or 

nutrients, and the development of an expanding necrotic core which is thought to release growth-

inhibitory toxic molecules (343, 352, 392).  

RencaHA cells were transfected to express the red fluorophore tdTomato, to generate RencaHAtdT 

cells. RencaHAtdT cells successfully grew into spherical compact spheroids upon seeding into 

Matrigel (MG) (cells were seeded on Day 0). To establish the day of culture that spheroids should 

be used for functional assays with CL4 T-cells, spheroid diameters were measured over time; the 

mean spheroid diameter increased exponentially from Day 0 to 10, from 46μm to 221μm, 

approximately doubling every 3 days (Figure 3.1a, b). The mean spheroid diameter increased at a 

reduced rate from day 10, reaching 277μm on day 14 (Figure 3.1a, b). From days 14-21 there was 

a plateau phase of spheroid growth, the mean spheroid diameter reached 301μm by day 21 

(Figure 3.1a, b).  

10-day-old RencaHAtdT spheroids were deemed most suitable for future spheroid assays because 

this timepoint would give the largest spheroids that were still in a highly proliferative phase and 

exhibited a dead core which was likely to be necrotic (discussed later), making them relevant to in 

vivo Renca tumours. Therefore, an experimental timeline was designed that enabled integration 

of spheroid and CL4 T-cell culture to conduct microscopic cytotoxicity assays using activated CL4 

T-cells with 10-day-old spheroids (Figure 3.2). 
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Figure 3.1. RencaHAtdT spheroid growth over time. 
Single RencaHAtdT cells were seeded into Matrigel at a density of 400 cells per 50μl Matrigel 
dome/well for spheroid growth and imaged at the relevant timepoints using a confocal or 
widefield microscope. a) Spheroid diameters over the course of their growth from Day 3 to 21 
where the day of seeding single cells to form spheroids was Day 0. b) Brightfield images of 
spheroids on different days of spheroid growth. n=6-28 spheroids per timepoint, from 3 
independent repeats. Error bars show mean ± SEM. 
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Figure 3.2. Schematic to show integration of Renca spheroid and T-cell culture timelines. 
Bottom panel) Single cell suspensions of Renca cells were seeded on Day 0 at a density of 400 cells per 50μl Matrigel dome/well into 24-well plates and grown 
for 10 days with half-medium exchange every other day from Day 0-7, and every 12 hours on Day 8-9. Top panel) On Day 6 of spheroid culture, a spleen is 
harvested from a CL4 mouse and the splenocytes are pulsed with HApep peptide for 24h to prime CL4 T-cells. Splenocytes are then retrovirally transduced with a 
desired protein-GFP DNA plasmid and cultured in IL-2 until Day 10 when they are sorted by flow cytometry to obtain GFP+ T-cells. Both panels) On Day 10, 
spheroids are dissociated from the MG and HApep peptide pulsed for 1h, prior to assembly with GFP+ CL4 T-cells into fresh Matrigel; they are then ready for 
imaging using confocal or 2-photon microscopy. 
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3.2.2.  The viability profile of RencaHAtdT MCTS 

It was of interest to characterise the viability profile of 10-day-old RencaHAtdT spheroids, because 

the central necrosis commonly found in spheroids is thought to be partially responsible for the 

increased physiological relevance of 3D versus 2D models (351, 353, 354, 356, 357). Haemotoxylin 

and eosin staining of spheroids showed that the spheroids had an intact periphery of viable cells 

surrounding a hollow dead core (Figure 3.3a, left panel). This dead core was confirmed by staining 

live spheroids with DRAQ7 viability dye which labels dead cells, and Calcein Violet-AM dye which 

labels live cells (Figure 3.3a, centre panel). The fluorescent intensity distributions of the DRAQ7 

and Calcein Violet-AM dyes differed significantly, with a relatively low mean DRAQ7 fluorescent 

intensity at the spheroid edge, which increased towards the centre of the spheroid (Figure 3.3b, 

top panel). Meanwhile, there was a relatively high mean fluorescent intensity of Calcein Violet at 

the spheroid edge which decreased towards the centre of the spheroid (Figure 3.3b, top panel).  

Furthermore, mean tdTomato fluorescence of the RencaHAtdT spheroids was high in the intact 

periphery of spheroids, but low in the DRAQ7+ dead centre (Figure 3.3a, right panel). As expected, 

the distribution of mean fluorescent intensity of the DRAQ7 and tdTomato fluorescence differed 

significantly from each other towards the edge and centre of the spheroid. (Figure 3.3b, bottom 

panel). 

3.2.3.  RencaHAtdT spheroids do not display hypoxia 

Hypoxia has been described to contribute to necrosis at the spheroid core, and is normally found 

in spheroids that have reached ≥~500 µm in diameter (352). Oxygen deprivation leading to 

decreased viability has, however, been described in spheroids ≥200 µm (397, 398). To determine 

whether RencaHAtdT spheroids were hypoxic, spheroids were stained with Hypoxyprobe. 10-day-

old spheroids did not display hypoxia, and therefore the dead core was unlikely to be a result of 

oxygen deprivation per se (Figure 3.4), though this did not rule out that oxygen deprivation 

contributed to central death, as low oxygen levels have been described to increase cancer cell 

sensitivity to deprivation of other factors such as glucose and amino acids, or low pH. Although 

these not investigated, any of the latter factors may be responsible for the observed central death 

of RencaHAtdT spheroids.  
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Figure 3.3. 10-day-old spheroids exhibited a dead core. 
10-day old RencaHAtdT spheroids were: fixed and paraffin-embedded, and then sectioned for H&E 
staining, or stained with viability dyes DRAQ7 and Calcein Violet-AM. a) The left panel shows a 
representative mid-section of an H&E-stained spheroid which displays the dead hollow core at the 
spheroid centre. The centre panel is a representative mid-section of a spheroid showing viability 
dye staining by Calcein Violet-AM in blue (live cells) and DRAQ7 in purple (dead cells). The right 
panel shows a representative spheroid mid-section showing the endogenous tdTomato 
fluorescence of the spheroid and staining with DRAQ7. b) The top panel shows the fluorescent 
intensity profile (mean gray value) of Calcein Violet-AM and DRAQ7 at distances from the 
spheroid edge towards the spheroid centre, left to right. The bottom panel shows the fluorescent 
intensity profile of tdTomato and DRAQ7 across the spheroid radius. For data shown in each of 
the top and bottom panels, n=6-10 spheroids from 2 independent repeats; data analysed to 
compare DRAQ7 and tdTomato fluorescent distributions across spheroids were acquired from 2 
experimental repeats executed prior to a separate set of 2 independent repeats which included 
Calcein Violet-AM that were analysed for comparison of Calcein Violet-AM and DRAQ7 
distributions. Means across the spheroid radius were compared using a 2-Way ANOVA and Sidak’s 
multiple comparisons test. Error bars show mean ± SEM. 
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Figure 3.4. 10-day-old spheroids did not display hypoxia. 
Spheroids were incubated in hypoxic or normoxic incubators for a total of 16h and incubated with 
pimonidazole hydrochloride (HCl) for the last 2h before fixation and paraffin embedment. In 
hypoxic but not normoxic cells, pimonidazole HCl is reduced to form protein adducts that can be 
detected using the Hypoxyprobe primary antibody. Representative images of spheroid mid-
sections are shown: the first 3 columns, from left to right, are spheroids that were incubated 
under hypoxic conditions and stained with either: Hoechst only, an isotype control primary 
antibody, and the Hypoxyprobe primary antibody. Primary antibody staining was detected using a 
FITC-labelled secondary detection antibody. The top row shows FITC fluorescence, while the 
bottom row shows the nuclear Hoechst staining of the same sections. The right-most column 
shows a spheroid incubated under normoxic conditions, which did not display hypoxia. 
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3.2.4.  HApep-pulsed versus unpulsed RencaHAtdT target cells induced increased IFNγ secretion and 

comparable cytotoxic function by CL4 T-cells, while decreasing the time taken for target 

cell death to initiate 

We hypothesised that HApep-peptide pulsing Renca cells might reduce the time taken for T-cells to 

kill Renca cells, enabling microscopic cytotoxicity assays to have a shorter imaging period. Thus, 

we investigated the effect of pulsing Renca targets with HApep on the time before the onset of 

measurable T-cell killing and the rate of killing by CL4 T-cells. 

To achieve this, a 2D microscopic cytotoxicity assay was used; the primary readout of this assay 

was the rate of killing by T-cells. A 6h window of initial T-cell killing, starting at the onset of target 

cell area decrease, was used to calculate the percentage decrease in target cell area per hour. 

Representative examples of this temporal window are indicated by dotted red lines in Figure 3.5b. 

In this 2D microscopic cytotoxicity assay, a decrease in target cell area is associated with T-cell 

killing while a target area increase represents Renca growth- which occurs in the absence of T-

cells.  

The effect of peptide pulsing RencaHAtdT target cells was investigated by plating CL4 T-cells with 

2μg/ml HApep-pulsed or unpulsed RencaHAtdT target cells in the 2D microscopic cytotoxicity assay. 

The mean rate of CL4 T-cell-mediated killing of pulsed and unpulsed RencaHAtdT targets did not 

differ significantly (Figure 3.5a).  

Importantly, we found that it took a significantly longer mean time (~2h longer) before the 

unpulsed versus pulsed RencaHAtdT target areas began to decrease (Figure 3.5c); the mean pulsed 

and unpulsed RencaHAtdT target areas, normalised to the target areas at 2h, are shown over the 

duration of the assay (Figure 3.5b). In order to confirm that pulsing RencaHAtdT targets enhanced 

the activation of T-cells, thus reducing the time before onset of the target area decrease, we 

established the level of IFNγ secreted by CL4 T-cells during the 2D cytotoxicity assays using ELISA. 

T-cells secreted a significantly higher mean level of IFNγ when coincubated with pulsed versus 

unpulsed RencaHAtdT target cells, indicating the enhanced activation of T-cells as a result of 

peptide pulsing (Figure 3.5d).  

We also confirmed that T-cell-mediated killing of Renca cells was antigen-specific within this 

assay; RencaWTmCh cells were exogenously pulsed with a range of HApep concentrations from 

0.00002-2 µg/ml. A reduced concentration of HApep peptide pulsing was associated with a reduced 

rate of killing, between peptide pulsing concentrations of 0.00002-0.02 µg/ml, confirming antigen 

dependence of the killing (Figure 3.6). The data also suggested that peptide pulsing Renca cells 

with ≥0.02 µg/ml HApep saturated the MHCI H-2Kd molecules at the surface of Renca cells, since 

there was no corresponding enhancement of killing rate at these higher peptide pulsing 

concentrations (Figure 3.6). 
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Additionally, we indirectly investigated the relative level of HApep expressed by RencaHAtdT 

compared to RencaWTmCh cells, which has not been previously determined by the lab, due to the 

lack of a suitable anti-HApep antibody. The mean rate of killing of unpulsed RencaHAtdT target cells 

was comparable to the mean rate of CL4 T-cell killing of 0.002μg/ml HApep-pulsed RencaWTmCh 

target cells, which indicated that the level of HApep endogenously expressed by unpulsed 

RencaHAtdT cells was lower than the expression level of HApep on 0.02-2μg/ml HApep-pulsed 

RencaWTmCh target cells (Figure 3.6).  

However, since other data (Figure 3.5a) showed that the killing of pulsed versus unpulsed 

RencaHAtdT targets did not differ, it is likely that HApep-independent factors resulted in different 

rates of killing of the 0.02-2 µg/ml pulsed RencaWTmCh and unpulsed RencaHAtdT cell lines.  

Overall, the time taken for killing to initiate was longer against unpulsed versus 2μg/ml HApep-

pulsed RencaHAtdT targets, while the rate of killing did not differ, therefore, pulsed RencaHAtdT 

targets were used for subsequent 2D and 3D microscopic cytotoxicity assays, except where 

indicated.  

Notably, previous in vitro 2D microscopic cytotoxicity assays in the lab have used 2μg/ml HApep-

pulsed RencaWTmCh target cells as a model of RencaHA tumour cells in vivo. Together, the above 

findings suggested that ligands for T-cell coinhibitory or costimulatory receptors may be 

differentially expressed by RencaWTmCh versus RencaHAtdT cells, as maximally pulsed RencaWTmCh, 

but not maximally pulsed RencaHAtdT cells, induced a higher rate of CL4 T-cell killing versus 

unpulsed RencaHAtdT cells. For example, intercellular adhesion molecule-1 (ICAM-1) could be 

more highly expressed on RencaWTmCh versus RencaHAtdT cells; ICAM-1 expression by Renca cells 

has been shown to provide important co-stimulation to naïve CL4 cells, which results in elevation 

of IFNγ secretion. Thus, increased ICAM-1 expression by the RencaWTmCh versus RencaHAtdT cell 

line could have increased the activation of engaged effector CL4 T-cells, reducing the dependence 

of CL4 T-cells on HApep availability (399). Possible differences in the RencaWT and RencaHA lines 

will be important to establish for future experiments and for the interpretation of past findings, 

which used these cell lines interchangeably. 
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Figure 3.5. The HApep expression level of unpulsed RencaHAtdT cells was not sufficiently different 
from RencaHAtdT 2μg/ml HApep-pulsed targets to alter the rate of CL4 killing during a 2D 
microscopic killing assay, but did lead to lower IFNγ production by the CL4. The time before 
RencaHAtdT target cells were killed by CL4 was reduced when target cells were HApep-pulsed 
versus unpulsed. 
RencaHAtdT cells were pulsed with 2μg/ml HApep or left unpulsed and plated as target monolayers 
in the 2D microscopic cytotoxicity assay which used the IncucyteTM Live Cell analysis system. a) 2 
µg/ml HApep pulsed and unpulsed RencaHAtdT cells were plated as target cells with CL4 T-cells for 
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2D microscopic cytotoxicity assays. Each point shows the mean rate of killing from one of four 
independent repeats. Lines connect data from the same independent repeat. Means were 
compared using a one-tailed, paired t-test. ns= non-significant p-value. b) The change in unpulsed 
and pulsed RencaHAtdT target areas, normalised to the target areas at 2h, over the duration of a 
2D microscopic cytotoxicity assay is shown. Error bars show mean ± SEM from four independent 
repeats. Red dotted lines indicate the 6h window of T-cell killing that is used to calculate the rate 
of killing by T-cells. Blue solid lines indicate the time period before onset of target area decrease. 
c) The time taken before the onset of target area decrease is plotted for unpulsed and pulsed 
RencaHAtdT target cells. d) Each point shows the mean IFNγ concentration in the supernatant from 
the 2D microscopic cytotoxicity assay wells, from three replicate wells of an ELISA, from a total of 
4 independent repeats. For all graphs, each point represents the mean from an individual repeat, 
out of four independent repeats. Lines connect data from the same independent repeat. Means 
were compared using a one-tailed paired t-test. 
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Figure 3.6. The rate of CL4 killing was comparable between RencaHAtdT unpulsed and 
0.002µg/ml HApep-pulsed RencaWTtdT targets during a 2D microscopic killing assay. 
RencaWTmCh cells which had been pulsed with varying concentrations of HApep, and unpulsed 
RencaHAtdT cells were plated as monolayer target cells in the 2D microscopic cytotoxicity assay, 
which used the IncucyteTM Live Cell analysis system, for assessment of CL4 T-cell cytotoxicity. Each 
point shows the mean from one of three independent repeats. Error bars show mean ± SEM. The 
mean rate of killing of the RencaHAtdT target was compared to all other means using One-Way 
ANOVA, with Dunnett’s test. Non-significant p-values are not shown. Error bars show mean ± 
SEM. Means were compared using a one-tailed paired t-test.   
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3.2.5.  Development of RencaHA cell lines that express fluorescent sensors for Caspase 8 and 

Granzyme B activity to enable determination of T-cell cytotoxicity pathways. 

Another aspect of the in vitro RencaHA/CL4 model that has not been defined is the mechanism of 

Renca cell death initiated upon CL4 coincubation. Therefore, we transfected the RencaHA cell line 

with DNA plasmids encoding fluorescent sensors of caspase 8 and granzyme b (GzmB) activity to 

generate the RencaHACasp8 and RencaHAGzmB cell lines, using a previously described cloning 

method (97, 383). These lines can be used in combination to determine the extent of CL4 T-cell-

dependent Renca cell death that is induced by the GzmB or the FasL/Fas pathways, which induce 

cell death through activation of caspase 3/7 and caspase 8, respectively. When the active enzyme 

enters or is activated within the Renca cell, it cleaves a protein sequence located within a linker 

sequence in the fluorescent probe. As this linker joins the fluorophore tdTomato to a nuclear exit 

signal, enzyme activity causes tdTomato fluorescence to translocate from an exclusively 

cytoplasmic location to both a nuclear and cytoplasmic location (Figure 3.7a).  

To confirm that the GzmB probe worked correctly, RencaHAGzmB cells were plated with CL4 T-cells 

at a range of effector: target ratios. Increasing the effector: target ratio increased the percentage 

of cells that displayed a cytoplasmic-to-nuclear translocation event (using manual analysis) 

indicating that the probe correctly sensed T-cell-dependent GzmB activity within the Renca cells. 

In future, staining Renca nuclei using Hoescht would enable automated detection of these events 

(not included here). Furthermore, to confirm that the caspase 8 probe worked correctly, we 

hypothesised that we could induce Fas-mediated RencaHACasp8 cell death using the agonistic anti-

Fas antibody (clone Jo2). However, the anti-Fas antibody did not initiate Renca cell death at a 

range of concentrations from 2-2000ng/ml. This corroborated a previous study in which the 

antibody only initiated Renca cell death in the presence of IFN-γ (400). Therefore, addition of IFN-

γ to the RencaHACasp8 cells during the 2D microscopic cytotoxicity assay could enable verification 

of the caspase 8 fluorescent probe.  

Overall, RencaHACasp8 and RencaHAGzmB cell lines were created that are suitable for future 

determination of Renca cell death pathways initiated by CL4 T-cells (though further verification of 

the RencaHACasp8 line is required).  These cell lines can also enable improved verification of T-cell 

mediated cell death in future 3D microscopic cytotoxicity assays, alongside DRAQ7 viability 

staining. 
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Figure 3.7 RencaHA lines expressing fluorescent sensors for granzyme B (RencaHAGzmB) and 
caspase 8 (RencaHACasp8) activity were generated and enabled measurement of T-cell-
dependent apoptosis; Renca cells were susceptible to GzmB-mediated apoptosis in the 
presence of T-cells but were unaffected by Fas-FasL dependent death in the absence of T-cells. 
a) Representative timelapse images of Renca cells plated in the 2D microscopic cytotoxicity assay 
show the localisation of the fluorescent sensors before (left panel, cytoplasmic) and during 
(middle panel, cytoplasmic and nuclear) delivery of the T-cell cytotoxic granules. The right panel 
shows subsequent apoptotic blebbing of the dying Renca cell. Images were acquired using the 
Incucyte with an acquisition interval of five minutes. b) CL4 T-cells were plated with RencaHAGzmB 
target cells at a range of effector: target ratios and the percentage of cells displaying cytoplasmic-
to-nuclear translocation of the fluorescent sensors was measured manually using Fiji software. 
Data are from two independent repeats. Means were compared using One-Way ANOVA matched 
by repeat. c) RencaHACasp8 target cells were incubated with various concentrations of anti-Fas Jo2 
antibody to assess the sensitivity of Renca cells to the Fas-FasL dependent death pathway (no 
RencaHACasp8 cell death was detected). Data are from three independent repeats, error bars show 
mean ± SEM. Means were compared using One-Way ANOVA matched by repeat. 
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3.2.6.  Development of an image analysis ‘Cancer segmentation’ macro enabled the measurement 

of various SIL and spheroid spatiotemporal parameters. 

We decided to use an imaging period of 2-12h post-plating T-cells with spheroids, in the 3D 

microscopic cytotoxicity assay, which would enable a 2h window to set up the microscope, assign 

the imaging positions and troubleshoot any microscope issues. This imaging period also enabled 

us to use the facility microscope in off-peak hours when microscope demand was lowest. In order 

to reduce the time taken to acquire images from each spheroid, half-spheroids were imaged as 

representative samples of spheroids; the half-way point of a spheroid was determined as the z-

plane at which the spheroid diameter was widest.  

To measure the sphericity and volume of the spheroids it was substantially easier to automate the 

analysis of whole spheroids versus half-spheroids, therefore, using Fiji image analysis software, 

half-spheroid images were mirrored in the x-y axes for further analyses. (Figure 3.8, step 1 and 2). 

Using a ‘Cancer segmentation’ macro that was developed with Dr Stephen Cross using Matlab and 

Fiji software, the following measurements could be output from the analysis: T-cell number, T-cell 

volumes, spheroid total volume (included the hollow core), spheroid tdTomato+ volume (excluded 

the hollow core), spheroid sphericity (how closely the spheroid shapes were to a perfect sphere), 

SIL infiltration depth (the shortest distance between a SIL’s edge and the outer surface of a 

spheroid) and the pathlength of T-cell tracks over time- useful if the image acquisition time 

intervals were sufficiently short to enable tracking of individual T-cells.  

The SIL density of a spheroid was calculated using the SIL number divided by the spheroid 

tdTomato+ volume (as the dead core would not be a region of T-cell mediated killing) and gave a 

readout of changes in SIL migration/adherence to the spheroids. SIL surface density was 

calculated where spheroid shapes differed substantially between groups (which would cause 

different surface area: volume ratios); this was calculated using the SIL number divided by the 

spheroid surface area (Chapter 5). The spheroid total volume was used to compare the initial 

spheroid dimensions between groups to determine if spheroid dimensions may have influenced 

any differences between groups. T-cell volume measurements were systematically overestimated 

due to the imaging setup and analysis; a compromise was made between resolution, the imaging 

acquisition length at each timepoint and laser power/photobleaching in order to image samples 

at a reasonable speed, with sufficient resolution and minimal photobleaching. With the pixel x-y 

and z-interval resolutions of 1.10 µm and 3 µm, respectively, the chosen image segmentation 

algorithms enabled consistent detection of T-cells but systematically increased the measured 

volume of T-cells. Accordingly, a single pixel increase in all axes around a T-cell object translated 

to a more substantially enhanced volume due to the small size of these objects. (The analysis is 

discussed in more detail in Chapter 2.) Nevertheless, useful information could be obtained from 
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relative T-cell volumes- the relative extent of T-cell blasting- between groups. SIL infiltration depth 

gave information on how deeply SILs migrated into the spheroids and the pathlength of T-cell 

tracks could give an estimate of motility (where time intervals were sufficiently short), with longer 

tracks being associated with higher motility. The macro provided the ability to measure T-cells in 

the entire field of view (SILs in contact with and outside spheroids), or only SILs (in contact with 

spheroids). In future analyses, which aim to characterise SIL behaviour, it can be assumed that SIL 

measurements, rather than all T-cell measurements are discussed.  

The analysis also output ‘outline’ files which enabled visualisation of how T-cell and spheroid 

objects were detected. Outline files facilitated manual assessment and adaptation of image 

segmentation thresholds in order to improve object detection where required. In these output 

files, dead spheroid volume (shown in purple) was outlined in blue, total spheroid (red tdTomato+ 

volume including hollow core) was outlined in green and SIL objects (shown in green) were 

outlined in white (Figure 3.8, step 3). tdTomato+ volumes (excluding the hollow core) were 

outlined in orange- the hollow core is not visible in Figure 3.8 step 3, as it shows a z-projected 

image, but can be seen in Figure 3.9b. A time course of up to 12h post-plating provided sufficient 

time to see SIL infiltration and spheroid death as shown in the representative z-projected images 

of a spheroid over time (Figure 3.8, step 3).  
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Figure 3.8. Schematic to show strategy for imaging and image analysis. 
Step 1) Half-spheroids were imaged as representative samples of whole spheroids, with a z-
interval of 3 µm, using confocal microscopy. 2) Half-spheroids were pre-processed for further 
analysis: spheroids were mirrored in the x-y axes using Fiji image analysis software. This facilitated 
automated measurements of sphericity – which is substantially easier to execute on whole 
spheroids compared to half-spheroids. 3) Image analysis using a tailored ‘Cancer Segmentation’ 
macro enabled detection of dead spheroid volume (outlined in bright blue), total spheroid volume 
including the hollow core (outlined in green), and SILs (outlined in white). Representative images 
of a single mid-section plane of a spheroid when 200,000 T-cells were plated per well of 
spheroids; an increase in dead spheroid volume can be seen during an imaging period of 2 to 12 
hours. Notably, as a consequence of the initial mirroring of half spheroids into whole spheroids, 
measurements output by the automated analysis, including SIL density, tdTomato+ spheroid 
volume and dead spheroid volume, are doubled for all spheroids analysed.  
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3.2.7.  Adding high numbers of T-cells per well of RencaHAtdT spheroids can limit the efficacy of 

image analysis to identify individual SILs 

To decide the number of T-cells to add to each well of ~400 spheroids, several factors were 

considered, including: the numbers of transduced T-cells that could reliably be available on the 

day of the assay, the time taken to sort the desired cells by flow cytometry and the ability to 

segment and identify single SILs in the spheroid imaging data. To address the latter factor, a 

titration of the number of T-cells to add to each well of spheroids was conducted by adding 

100,000, 200,000 or 500,000 T-cells per well. These T-cells were retrovirally transduced to 

overexpress Ftractin-GFP, a small peptide that binds to filamentous actin (F-actin) and can label T-

cells green without causing any functional effects. The efficacy of automated image segmentation 

to identify SILs between the 100,000, 200,000 and 500,000 T-cell groups was important to 

consider; in the 500,000 T-cell group there were cases of ineffective detection of individual SILs, 

wherein multiple SILs were grouped as one SIL object (Figure 3.9a, right panel). Adding 500,000 T-

cells per well would also make it harder to identify if independent variables were increasing SIL 

density, because the baseline untreated SIL density had the potential to cover the entire spheroid 

surface. Therefore, 500,000 T-cells per well would be unsuitable for the 3D microscopic 

cytotoxicity assay. 

3.2.8.  Increasing the number of T-cells added per well of RencaHAtdT spheroids increases SIL 

density but has no significant impact on spheroid death, infiltration depth or SIL volume 

It was hypothesised that adding more T-cells to each well of spheroids would increase SIL density 

and spheroid death, with unknown effects on SIL infiltration depth or SIL blast morphology. As 

expected, it was found that the mean SIL density was increased when 500,000 versus 200,000 or 

100,000 T-cells, and this increase was significant at 6, 8 and 12h post-plating T-cells and spheroids 

(Figure 3.10a). This is despite the mean SIL density of the 500,000 T-cell per well group likely being 

an underestimate in some cases due to suboptimal object detection, as previously discussed. 

Mean SIL density was also significantly higher when there were 200,000 T-cells versus 100,000 T-

cells per well at 10 and 12h post-plating (Figure 3.10a). Surprisingly, there were no significant 

differences in mean spheroid death at any timepoints between the three groups; while there was 

an increased mean spheroid death in the 200,000 versus 100,000 T-cells per well groups in two of 

the three independent repeats, adding 500,000 T-cells per well consistently did not lead to 

increased mean spheroid death versus either the 100,000 or 200,000 T-cell groups (Figure 3.10b).   

To explain this latter finding, it is possible that immunosuppressive metabolic competition 

between cells could have been increased in the 500,000 T-cell group, therefore limiting T-cell 

cytotoxicity in this context. High competition between cells for nutrients such as glucose and 

amino acids has been described in tumours, and is known to have immunosuppressive effects on 

TILs (401). There were also no significant differences in mean SIL volume, which is a measure of T-

cell blasting and activation, between the 100,000, 200,000 and 500,000 T-cell groups and the 

slight trend of increased mean SIL volume in the 500,000 T-cell group could be accounted for by 

the suboptimal image segmentation of SILs in this group as a result of high SIL densities at the 

spheroid surface, as previously discussed (Figure 3.10c). There were also no biologically 

meaningful differences in mean SIL infiltration depths across all timepoints; SILs remained on the 

spheroid surface in all groups (Figure 3.10d).  
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Based on these findings, 200,000 T-cells per well of spheroids were used for future 3D 

microscopic cytotoxicity assays, because it enabled more SILs to be studied versus using 100,000 

T-cells per well, but also did not have the image segmentation limitations of the 500,000 T-cell per 

well group.  

3.2.9.  DRAQ7 stains dead cells at the RencaHAtdT spheroid surface and not the dead core of 

spheroids in the presence of T-cells 

Additionally, within all groups and timepoints, DRAQ7 labelled Renca cells on the outer edge of 

the spheroids but not the dead core in the presence of T-cells (Figure 3.9b), suggesting that the 

ongoing death at the spheroid surface in the presence of T-cells resulted in consumption of the 

dye at the spheroid surface and prevented diffusion of the dye deeper into the spheroid centre. In 

order to adapt the 3D microscopic cytotoxicity assay analysis to this finding, we compared the 

increase in spheroid death over the time course, normalised to the first timepoint of 2h, across all 

groups. This helped to ensure that the extent of DRAQ7+ staining present before the first assay 

timepoint did not affect the measurements of spheroid death over time (in all assays spheroids in 

the absence of T-cells were used as controls to measure the baseline level of T-cell-independent 

spheroid death). 
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Figure 3.9. Incubation of 500, 000 T-cells per well of spheroids resulted in SIL densities that 
reduced the efficacy of image segmentation to identify individual SILs, DRAQ7 did not stain the 
dead core of spheroids when T-cells are present. 
RencaHAtdT spheroids were incubated with 100,000, 200,000 or 500,000 CL4 T-cells, transfected to 
overexpress Ftractin-GFP, per well. a) Representative images of a z-plane at the surface of 
spheroids when 100,000 (left), 200,000 (middle) and 500,000 (right) T-cells are plated per well of 
spheroids, from the 4h timepoint. The yellow box highlights that when 500,000 T-cells are plated 
per well multicellular rather than single SIL objects can be detected due to limits in image 
segmentation. b) Representative image showing the lack of DRAQ7 (blue) staining in the centre of 
spheroids co-incubated with T-cells.  
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Figure 3.10. Titration of CL4 T-cell number per well of RencaHAtdT spheroids. 
Spheroids were plated with 100,000, 200,000 or 500,000 CL4 T-cells per well for 12h and imaged 
every 2h using a confocal microscope. The mean a) SIL density b) spheroid death c) SIL volume d) 
SIL infiltration depth in spheroids plated with 100,000, 200,000 and 500,000 T-cells per well of 
spheroids over the imaging period. In b) Spheroid dead volume at each timepoint is normalised to 
the initial dead volume at 2h. Error bars show mean ± SEM and individual points represent the 
mean for an independent repeat out of 3 independent repeats. n= 3 spheroids per group, per 
repeat. In all cases, means were compared using Two-Way ANOVA, matched by repeat and 
timepoint. Non-significant p-values are not shown on graphs with significant p-values. For graphs 
without significant p-values, ns= non-significant differences across all groups. 



 

118 
 

3.2.10.  T-cells kill RencaHAtdT spheroids from the outside-in 

The mean infiltration depth of SILs across all timepoints ranged from 0-10μm as shown in Figure 

3.10d, suggesting that SILs were only at the edge of the spheroids. Since the SILs would be a 

heterogeneous population, to further investigate whether any SILs were infiltrating deeply into 

the spheroid, the distribution of SIL infiltration depths in a spheroid was investigated. It was found 

that the majority of SILs were at the very surface of the spheroid with a mean of 72% of total SILs 

at a 0μm depth, while some SILs were at a slightly higher infiltration depth of up to 32μm from 

the spheroid surface (Figure 3.11a, b); this was unlikely to mean that CL4 SILs had penetrated 

between Renca cell layers, since the diameter of a Renca cell which is adherµed to a plastic flask is 

up to ~50μm as observed under the light microscope. 

By looking at the DRAQ7 and tdTomato fluorescence intensity profiles across spheroids incubated 

with 200,000 T-cells per well, it was evident that the mean relative DRAQ7 fluorescence intensity 

was highest at the spheroid edge and decreased towards the spheroid centre when T-cells were 

present (Figure 3.11c, top panel). This supported the previous observation that DRAQ7 did not 

stain the dead core of spheroids when T-cells were present (Figure 3.9b), likely due to high 

consumption of the dye at the spheroid surface which prevented diffusion of DRAQ7 into the 

spheroid core (previously discussed). As expected, the DRAQ7 fluorescent intensity profile across 

a spheroid radius differed significantly depending on whether T-cells were absent or present, with 

the fluorescent intensity increasing and decreasing towards the spheroid centre in the absence 

and presence of T-cells, respectively. (Figure 3.11c, bottom panel). The tdTomato fluorescent 

intensity profile was the same with spheroids incubated with or without T-cells (Figure 3.11c, top 

panel), suggesting that in a timescale of hours tdTomato fluorescence is not lost when RencaHAtdT 

cells have been killed (Figure 3.3b, bottom panel). This corroborated previous findings that 

endogenously expressed fluorescent proteins can remain stable to emit signals even once 

fluorophore-expressing cells have died (402, 403). 
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Figure 3.11. CL4 SILs killed RencaHAtdT spheroids outside-in. 
Spheroids were plated with 200,000 CL4 T-cells per well and incubated for 12h in the 3D 
microscopic cytotoxicity assay. a) The percentage of total SILs per spheroid at a range of 
infiltration depths is shown. Error bars show mean ± SEM. Means were compared using One-Way 
ANOVA, matched by repeats. Non-significant p-values are not shown. b) A representative 
spheroid mid-section showing tdTomato+ spheroid volume (red) and SIL infiltration (green). c, top 
panel) Fluorescent intensity profiles across the spheroid radius of tdTomato (red) and DRAQ7 
(purple). c, bottom panel) Fluorescent intensity profiles across the spheroid radius of DRAQ7 in 
the presence (purple) and absence (black) of T-cells. n=6 and 16 spheroids for the group with and 
without T-cells, respectively from 2-4 independent repeats.   
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3.2.11.  2μM CTV can be used to stain T-cells with limited toxicity 

It was then of interest to establish whether our model could be used to study aspects of the 

antigen-specific rather than non-specific T-cell response, because an antigen-specific response 

enables ATT therapeutic efficacy in our in vivo murine model and is critical for effective anti-

tumour immunity. In order to determine if the spheroid death induced by CL4 T-cells required 

antigen-specificity (in the 3D microscopic cytotoxicity assay), a method was developed for imaging 

non-HApep-specific polyclonal CD8 T-cells, CL4 T-cells, spheroids, and spheroid death within the 

same samples.  

First, Cell Trace Violet (CTV) and Carboxyfluorescein succinimidyl ester (CFSE) were titrated as 

candidate dyes for staining T-cells, using the 2D microscopic cytotoxicity assay as a readout of 

dye-mediated T-cell suppression. CFSE suppressed T-cell cytotoxicity at increasing concentrations, 

causing a significant reduction in mean killing rate at a concentration of 1μM, compared to DMSO 

control (Figure 3.12, higher panel). On the other hand, CTV was less cytotoxic and caused 

significant suppression of T-cell killing at higher dye concentrations than CFSE, of 3 and 5μM. The 

data indicated a slight suppression of T-cells at lower CTV concentrations of 1-2μM versus the 

DMSO control, but there was little difference in CTV toxicity between dye concentrations of 1 and 

2μM (Figure 3.12, lower panel). CTV staining of T-cells enabled quadro-colour imaging alongside 

GFP, tdTomato (spheroids) and DRAQ7 (dead dye) fluorophores, because it uses the ultraviolet 

channel. To ensure a strong fluorescent signal during imaging while minimising toxic effects of the 

dye, a concentration of 2μM CTV was used to stain T-cells for subsequent experiments that 

investigated antigen-specific versus non-antigen-specific SIL responses. Nevertheless, since 2μM 

CTV showed a slight suppressive effect on T-cell killing versus the DMSO control, both CL4 T-cells 

and polyclonal CD8 T-cells were stained with CTV in order to minimise differences between these 

groups. In order to differentiate between CL4 T-cells and polyclonal T-cells, CL4 T-cells but not 

polyclonal T-cells were retrovirally transduced to express Ftractin-GFP, a small peptide that binds 

to filamentous actin (F-actin) and can label T-cells green without causing any functional effects. 

Therefore, CTV+ polyclonal and CTV+GFP+ CL4 T-cells could be differentiated within the 3D 

microscopic cytotoxicity assay using green fluorescence. 
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Figure 3.12. Titration of CFSE and CTV for staining T-cells. 
The rate of T-cell killing of 2μg/ml HApep-pulsed RencaHAtdT targets was used to assess the toxicity 
of dyes CFSE and CTV for staining T-cells, at a range of dye concentrations using the 2D 
microscopic cytotoxicity assay, imaged using the IncucyteTM Live Cell analysis system. Error bars 
show mean ± SEM and individual points represent the mean from an independent repeat out of 3 
independent repeats. Means were compared to the DMSO control group using One-Way ANOVA 
with Dunnett’s test; within each graph, data points with the same shape represent values taken 
from the same independent repeat – despite high variability in the cytotoxicity of T-cells between 
independent repeats, increased dye concentration has a similar effect on the rate of killing within 
each independent repeat, likely accounting for the statistically significant results calculated. Non-
significant p-values are not shown. 
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3.2.12.  HApep-specific CL4 T-cells but not polyclonal CD8 T-cells significantly kill spheroids  

To establish whether the spheroid model could be used to recapitulate the antigen-specific nature 

of anti-tumour T-cell responses, each well of spheroids was incubated with 200,000 CL4 T-cells, 

200,000 polyclonal T-cells, or 200,000 of both CL4 and polyclonal cells (400,000 T-cells total per 

well). From here on, these groups will be referred to as ‘CL4’, ‘Polyclonal’ and ‘Both’, respectively. 

The mean DRAQ7+ volume per spheroid was significantly higher in the ‘CL4’ group than all other 

groups at 8, 10 and 12 hours post-plating T-cells with spheroids (Figure 3.13a, left table). 

Moreover, there was a significant increase in the DRAQ7+ volume per spheroid (compared to the 

DRAQ7+ spheroid volume at 4h) in the ‘CL4’ group by 8h, while there was no significant increase in 

the DRAQ7+ volume per spheroid in the Polyclonal, ‘Both’ or ‘Spheroid only’ groups up to 12 hours 

post-plating T-cells with spheroids (Figure 3.13a, right table).  

It was surprising that the presence of polyclonal T-cells inhibited the cytotoxic function of CL4 SILs 

in the ‘Both’ group. Thus, the volume of CL4 and polyclonal T-cells across all groups containing T-

cells were compared as an indication of metabolic activity and therefore activation status. As 

previously mentioned, T-cell volume measurements are systematically overestimated due to 

limits of the analysis but can give useful information about relative T-cell volumes between 

groups. Interestingly, CL4 T-cells had a higher volume than polyclonal T-cells in the ‘CL4’ and 

‘Both’ groups, suggesting that CL4 T-cells had a similarly blasted morphology in these groups, 

despite having a suppressed cytotoxic function in the presence of polyclonal T-cells (Figure 3.13b). 

The ‘Both’ group also differed from the ‘CL4’ group in that it contained 400,000 T-cells in total per 

well of spheroids, versus 200,000 per well in the ‘CL4’ group. Previous findings suggested that 

500,000 T-cells per well of spheroids limited the cytotoxic function of the CL4 T-cells, potentially 

due to enhanced metabolic competition. However, according to that previous data, T-cell 

mediated spheroid death would be limited to a similar level as plating 200,000 T-cells per well 

(Figure 3.10b). In this data, the reduced rather than equivalent level of T-cell cytotoxicity in the 

‘Both’ group compared to the ‘CL4’ group suggested that polyclonal T-cells released soluble 

mediators that actively suppressed CL4 T-cell cytotoxicity and/or polyclonal T-cells sterically 

hindered CL4 T-cell access to the spheroid surface (Figure 3.13a). 
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Figure 3.13. CL4 but not polyclonal CD8 SILs killed HApep-pulsed RencaHAtdT spheroids, polyclonal 
CD8 T-cells suppressed the cytotoxicity of CL4 T-cells and CL4 T-cells displayed a more blasted 
morphology than polyclonal T-cells. 
a) Spheroid DRAQ7+ dead volume over the duration of a 3D microscopy cytotoxicity assay when 
spheroids were plated with 200,000 CL4 T-cells (‘CL4’ group), 200,000 polyclonal CD8 T-cells 
(‘Polyclonal’ group), 200,000 of each of CL4 and polyclonal (‘Both’ group) or with no T-cells added 
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(Spheroid only group). Spheroid DRAQ7+ dead volume at each timepoint was normalised to the 
intial dead volume at 2h. The top panel indicates whether there was significant death over time 
within each group, means were compared to the mean at 4h within each group, using Two-Way 
ANOVA and Dunnett’s test, matched by repeat and timepoint. The bottom panel indicates any 
significant differences between groups at each time point, means were compared at each time 
point using a Two-Way Anova, matched by repeat and timepoint. b) SIL volume over time during 
the 12h imaging period- SIL volume is systematically overestimated due to limits of the analysis 
but can still show relative differences between groups. For all graphs, error bars show Mean± 
SEM. For all graphs, each point represents the mean for an independent repeat, out of 3 
independent repeats. n=2-6 spheroids per group, per repeat. Means were compared at each 
timepoint using Two-way ANOVA, matched by repeat and timepoint. Non-significant differences 
are not shown. 
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3.2.13.  CL4 T-cells increase polyclonal SIL density when plated into the same well of spheroids 

It was of interest to see if antigen-specificity had any effect on the density of SILs across groups, 

therefore whether differences in SIL density were contributing to differences in spheroid death. 

Moreover, it was of interest to see if steric hindrance of CL4 T-cells by polyclonal T-cells could be a 

mechanism of CL4 T-cell suppression in the ‘Both’ group. By 6h post-plating T-cells with spheroids, 

there was a significantly higher mean density of polyclonal SILs in the ‘Both’ versus the 

‘Polyclonal’ group (Figure 3.14a). Meanwhile, the mean density of CL4 SILs was the same in the 

CL4 and ‘Both’ groups across all timepoints (Figure 3.14a). This data suggested that the presence 

of CL4 T-cells in the ‘Both’ group enhanced the density of polyclonal SILs, but that the density of 

CL4 SILs was unaffected by the presence of polyclonal cells. Moreover, it suggests that CL4 SILs 

were not limited by polyclonal T-cells in accessing the spheroid surface. Importantly the data also 

supports the notion that there was a difference in CL4 SIL cytotoxicity rather than density 

between the CL4 versus Polyclonal and ‘Both’ groups. 

It was hypothesised that the increase in polyclonal SIL density in the ‘Both’ group could be due to 

increased motility of polyclonal T-cells. A higher motility of the T-cells could have enabled more 

frequent random interactions of T-cells with the spheroids and therefore an increased SIL density. 

A time-interval of 30 minutes was used for image acquisitions over the time-course, which was a 

short enough time interval to track T-cells (both SILs and T-cells near but not within spheroids) 

between timepoints, though it did not capture the entire pathlengths, which were later observed 

to follow a ‘zig-zag’ type path using an image acquisition interval of 5 minutes (data not shown). 

Nevertheless, it was clear that T-cells embedded within Matrigel often did not migrate very far; T-

cells migrating towards and attaching to spheroids over the assay were often very close (<50  µm) 

to spheroids at the start of imaging. Regardless of this limitation, using this T-cell tracking method, 

it was found that polyclonal T-cells had a longer mean pathlength than CL4 T-cells but that the 

mean pathlength of polyclonal T-cells in the ‘Both’ group did not differ from the mean pathlength 

of polyclonal T-cells in the ‘Polyclonal’ group (Figure 3.14b). Therefore, CL4 T-cells were less 

motile than polyclonal T-cells, while the difference in polyclonal SIL density in the ‘Both’ versus 

‘Polyclonal’ group was unlikely to result from increased motility. 

To rule out whether differences between the groups could be due to differences in spheroid 

dimensions spheroid volume and sphericity (spheroid shapes relative to a sphere) between 

groups was compared. Mean spheroid volume did not significantly differ between groups (Figure 

3.15a), and neither did mean spheroid sphericity (Figure 3.15b). This supports the idea that 

differences between groups are due to the antigen-specificity of the T-cells and not a result of 

variations in spheroid dimensions between groups. 
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Figure 3.14. The presence of CL4 T-cells increased polyclonal CD8 SIL density, while polyclonal 
CD8 cells displayed higher motility versus CL4 T-cells. 
a) SIL density over the course of a 3D microscopic cytotoxicity assay is shown for polyclonal and 

CL4 T-cells in the CL4, Polyclonal and ‘Both’ groups. CL4 both = CL4 SILs within the ‘Both’ group. 

Polyclonal both = polyclonal SILs within the ‘Both’ group. Means were compared using a Two-Way 

ANOVA, matched by repeat and timepoint. Data are from 3 independent repeats. Non-significant 

differences are not shown. b) T-cell pathlengths were estimated by tracking individual T-cells 

across timepoints (30-minute time intervals) using the Hungarian algorithm with a maximum 

linking distance of 50 µm. Each point represents the mean for an individual repeat out of two 

total independent repeats. n=2-6 spheroids per group, per repeat. ns=non-significant difference. 

For all graphs error bars show Mean± SEM.  
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Figure 3.15. Spheroid volume and shape were homogeneous between CL4, polyclonal, both CL4 
+ polyclonal and spheroid only groups. 
a) Spheroid volume across CL4, Polyclonal, ‘Both’ and Spheroid only groups at 2h post-plating for 

the 3D microscopic cytotoxicity assay. b) Spheroid sphericity (how well spheroid shapes fit a 

perfect sphere) across groups at 2h post-plating; a value of 1.0 indicates a perfect sphere. Error 

bars show Mean ± SEM. Each individual point represents a mean of 3 independent repeats. n=2-6 

spheroids per group, per repeat. Means were compared using a One-Way ANOVA, matched by 

repeat. For all graphs, ns= non-significant p-values across all comparisons.   
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3.2.14.  RencaWTtdT and RencaHAtdT spheroids are differentially infiltrated by CL4 T-cells 

Another way to investigate the effect of antigen-specificity on T-cell interactions with Renca 

spheroids was to carry out a 3D imaging cytotoxicity assay using CL4 T-cells incubated with 

spheroids in the absence or presence of cognate antigen expression, therefore spheroids grown 

from RencaWTtdT and RencaHAtdT cells were used to achieve these groups. Pulsing spheroids with 

2μg/ml HApep loaded HApep onto the surface of RencaWTtdT spheroids (pulsed RencaWTtdT 

spheroids), or increased the level of HApep on the surface of RencaHAtdT spheroids (pulsed 

RencaHAtdT spheroids). For this experiment, images were taken at the endpoint of 12h post-

plating of T-cells with spheroids using a 2-photon-microscope. Unfortunately, DRAQ7 was not 

included in these experiments, therefore spheroid death was not measured. 

As before, the SIL infiltration depths were not biologically meaningful as the SILs did not infiltrate 

beyond spheroid surfaces (Figure 3.16b). There was a slight increase in mean SIL density, volume, 

and elongation (as measured by the length of the longitudinal axis of a SIL) in the pulsed 

RencaWTtdT spheroids versus the unpulsed RencaWTtdT spheroids (Figure 3.16a-d, leftmost 

graphs). (The SIL longitudinal axis is the longest axis of the SIL and is an indicator of how 

elongated the SIL is- a more elongated morphology has been associated with increased cell 

motility.) These infiltration data suggested that antigen specificity slightly increased the SIL 

density and blasting of T-cells, corroborating the notion that antigen specificity enhanced T-cell 

activation in this model (Figure 3.13b). Meanwhile, there were no significant differences in SIL 

density, depth, volume or elongation between the pulsed and unpulsed RencaHAtdT spheroids, 

suggesting that the level of HApep endogenously expressed by RencaHA spheroids is not 

sufficiently different to the HApep level expressed by pulsed RencaHA spheroids to impact on these 

parameters of SIL infiltration. 

Irrespective of peptide pulsing, there were general differences between SILs in RencaWTtdT and 

RencaHAtdT spheroids. Interestingly, the RencaHAtdT spheroids displayed an enhanced SIL density 

compared to the RencaWTtdT spheroids, with a significant increase in mean SIL density between 

the unpulsed RencaHAtdT and unpulsed RencaWTtdT spheroids (Figure 3.16a). There was also an 

increase in mean SIL volume in the RencaHAtdT spheroids versus the RencaWTtdT spheroids, with a 

significantly increased mean SIL volume in the unpulsed RencaHAtdT spheroids compared to the 

pulsed RencaWTtdT spheroids (Figure 3.16c). Moreover, there was a slightly increased mean length 

of SILs in the RencaHAtdT versus RencaWTtdT spheroids, with a significant increase in mean SIL 

length in the unpulsed RencaHAtdT spheroids versus the unpulsed RencaWTtdT spheroids (Figure 

3.16d). In summary, this data suggests that CL4 T-cells differentially infiltrate RencaHAtdT 

spheroids compared to RencaWTtdT spheroids. As pulsing RencaHAtdT or RencaWTtdT spheroids 

should saturate cell surface H-2Kd molecules, factors other than HApep peptide expression levels 

are likely to regulate the differences seen herein, in corroboration with earlier data that indicated 

there were non-HApep differences between the RencaHAtdT and RencaWTmCh cell lines. For 

example, differential expression by Renca of ICAM-1 or ligands for other costimulatory or 

coinhibitory receptors, could account for the differences in T-cell infiltration of these two cell 

lines, as previously discussed (Section 1.2.4). 

To rule out whether differences between the spheroid groups could be due to differences in 

spheroid dimensions, spheroid volume and sphericity was compared between groups. Mean 

spheroid volume did not significantly differ between groups (Figure 3.17a), and neither did mean 

spheroid ‘sphericity’, which as previously mentioned, is a measure of spheroid shape- how closely 
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spheroids match the shape of a perfect sphere (Figure 3.17b). Therefore, spheroid dimensions 

were not accountable for the differences in SIL infiltration observed.  
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Figure 3.16. CL4 SILs differentially infiltrated RencaWTtdT and RencaHAtdT spheroids by 12h post 
plating T-cells + spheroids. 
RencaWTtdT and RencaHAtdT spheroids were either HApep pulsed (+ peptide) or unpulsed (no 

peptide) and incubated with CL4 T-cells. Images were acquired at 12h post-plating using a 2-

photon microscope. a) SIL density b) SIL infiltration depth c) SIL volume d) SIL length is shown 

between all groups. For all graphs error bars show mean ± SEM. Means were compared using 

One-Way ANOVA, with matched repeats. Each point represents a mean value from one 

independent repeat out of 3 independent repeats. n=8-12 spheroids per group per repeat. Non-

significant p-values are not shown in graphs with significant p-values, in b) ns indicates non-

significant p-values across all comparisons.   
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Figure 3.17. Spheroid volume and shape was homogenous between RencaWTtdT and RencaHAtdT 
spheroids that were used to assess the role of antigen specificity. 
RencaWTtdT and RencaHAtdT spheroids were either HApep pulsed (+ peptide) or unpulsed (no 
peptide) and incubated with CL4 T-cells. Images were acquired at 2h post-plating using a 2-photon 
microscope. a) Spheroid volume across spheroid groups b) Spheroid sphericity (how well spheroid 
shapes fit a perfect sphere) across spheroid groups at 2h post-plating; a value of 1.0 indicates a 
perfect sphere. Error bars show Mean± SEM. Each individual point represents a mean out of 3 
independent repeats. Means were compared using a One-Way ANOVA, matched by repeat. n=8-
12 spheroids per group, per repeat. For all graphs, ns= non-significant p-values across all 
comparisons.  
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3.3  Discussion 

Cancer cell culture in a 3D versus 2D environment provides an increased physiological relevance to 

in vivo tumours. Gradients of oxygen, nutrients, pH and proliferation are absent in 2D culture, but 

are typically recapitulated in spheroids (343-345, 348, 392, 404-406). The decreased 

immunogenicity of tumour spheroids compared to monolayer cancer cells (370, 372, 375, 407-409), 

and the higher similarity of gene expression profiles between spheroids and tumour xenografts 

versus monolayers have proven spheroids to be a useful intermediate model between 2D and in 

vivo cancer models (359, 365, 366, 368). Our lab has previously utilised an in vitro 2D Renca model 

to study mechanisms of immunosuppression within Renca tumours in vivo. The development of a 

3D Renca spheroid model can provide an additional in vitro tool to investigate the tumour specific 

CD8 T-cell response, which carries benefits versus both Renca monolayer and in vivo models. 

3.3.1.  Generation of a RencaHAtdT cell line enabled growth of Renca tumour spheroids that were 

amenable to 3D imaging, using Matrigel as a scaffold 

In this Chapter, an in vitro tumour spheroid model of Renca tumours was developed using the 

natural hydrogel Matrigel, which acted as an ECM-based scaffold to support spheroid growth. The 

RencaHAtdT and RencaWTtdT lines produced herein expressed the red fluorophore tdTomato (tdT), 

making them well-suited for imaging of Renca spheroids in 3D using confocal microscopy. 

Additionally, the RencaHAtdT cell line is suitable for future investigation of in vivo RencaHAtdT 

tumours via 2-photon-imaging, as freshly harvested ex vivo RencaHAtdT tumours could be imaged to 

visualise Renca cells and GFP+ infiltrating CL4 T-cells at the tumour periphery (data not shown). 

Different cancer cell lines show a range of amenability to culture as multicellular tumour spheroids 

(MCTS), and it was not known which MCTS culture method would best enable 3D culture of Renca 

cells (364, 390). Previously in our lab, culture of Renca cells in non-adherent conditions, which 

forces cell aggregation, has been attempted to form Renca spheroids. These methods formed 

rugged, irregular cell aggregates that did not resemble the highly compact smooth-surfaced 

structure of in vivo Renca tumours (data not shown). In contrast, seeding and proliferation of single 

RencaHAtdT cells into Matrigel produced compact, smooth-surfaced spheroids with high sphericity. 

Although this latter method resulted in a single clone becoming one spheroid, imaging of several 

spheroids over several repeats includes a range of clones that will be represented within each 

group. Furthermore, it is not known which clones of the in vitro RencaHA population contribute 

most to the formation of tumours in vivo, so the question of how accurately RencaHAtdT spheroids 

represented the genetic heterogeneity of in vivo RencaHA tumours can only be answered with 

further transcriptomic sequencing and proteomic data. Despite this caveat, the embedment of 

single RencaHAtdT cells into Matrigel enabled us to easily gain a third dimension within our in vitro 
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Renca model, a feature which has proven to be incredibly important for improving the 

translatability of in vitro results to in vivo systems (370, 371, 407).  

RencaHAtdT spheroids grew in three phases, firstly, an exponential phase, secondly, a phase of 

slower growth, and thirdly, a plateau phase. The kinetics of RencaHAtdT spheroid growth matched 

that of many tumour spheroid models and seemed to fit the shape of a Gompertzian curve which 

has been widely used as a basis to model the growth of both MCTS and in vivo tumours (351, 396, 

405). The maximum spheroid diameter of ~300  µm observed was on the lower end of maximum 

spheroid sizes, with many MCTS reaching >500 µm in diameter (410). The size-limit of RencaHAtdT 

spheroids was likely regulated by several factors including the number of spheroids grown per unit 

of medium, a stationary set up with manual exchange versus a constant flow of culture medium 

and cell-line intrinsic proliferation rates. Therefore, alternative culture methods would likely alter 

the maximum spheroid size attained by RencaHAtdT spheroids.   

3.3.2.  RencaHAtdT spheroids display a central dead core surrounded by a viable rim of cells 

It is widely described that the central core of MCTS becomes necrotic in a size-dependent manner, 

and the increased similarity of MCTS to in vivo tumours has been partially attributed to the central 

necrosis (344, 345, 348, 349, 351, 405, 406). Although the type of cell death was not elucidated, in 

order to investigate if there was a dead core at the centre of RencaHAtdT spheroids, viability dyes 

were used. Calcein Violet-AM was used to label live cells, and DRAQ7- a photostable dye which does 

not affect cancer cell viability or proliferation in long term assays- was used to label dead cells (411). 

10-day-old Renca tumour spheroids, which were used in subsequent functional assays, had a viable 

rim of cells with a dead centre. Although Calcein AM dyes have been commonly used to stain MCTS, 

it cannot be ruled out that the distribution of Calcein Violet-AM fluorescent intensity was due to 

diffusion limits of the dye rather than decreasing viability towards the spheroid centre (392). The 

DRAQ7 fluorescent intensity profile gave a more convincing picture of viability distribution across 

the spheroid because there was a low fluorescent intensity at the spheroid edge which increased 

towards the spheroid centre, suggesting that diffusion limits did not prevent the ability of DRAQ7 

to penetrate spheroids (in the absence of T-cells). In summary, RencaHAtdT spheroids had a central 

dead core, surrounded by a viable rim of cells which makes up ~33-50% of the spheroid diameter. 

This aligns with reported distributions of viability within spheroids, where the viable rim has been 

reported to make up ~30-60% of the spheroid diameter (344, 351). 

3.3.3.  10-day-old RencaHAtdT spheroids do not display hypoxia 

Hypoxia has been the most common explanation for the development of central necrosis in MCTS, 

due to limited diffusion of oxygen to cells furthest from the cell medium (344, 352, 355). 10-day old 

spheroids did not display hypoxia and therefore it was unlikely that oxygen-deprivation was the 

reason for the dead core per se. However, it is possible that the entire hypoxic regions of the 
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spheroids had undergone necrosis, in which case the Hypoxyprobe reagent would not be 

metabolised by dead cells as has been previously described (412, 413). In the case of RencaHAtdT 

spheroids however, this is unlikely, as in spheroids with central necrosis resulting from hypoxia, 

there is usually a hypoxic region around the hollow core (412, 414). On the other hand, lower 

central glucose concentrations as spheroids increase in size could be an important factor in the 

development of RencaHAtdT dead cores. Cancer cells are known to be highly glycolytic, often shifting 

their metabolism to produce ATP via glycolysis rather than the more efficient process of oxidative 

phosphorylation, even in the presence of oxygen (415). This enables cancer cells to divert molecules 

down the pentose-phosphate pathway for synthesis of nucleotides and lipids, thus providing the 

building blocks for rapid cell proliferation (415). Accordingly, low glucose concentrations at the 

centre of spheroids are an important determinant of central necrosis in MCTS (343, 344, 347, 348, 

406). Transfer of spheroids into glucose-deficient medium has been shown to reduce the time 

before onset of central necrosis, while growth of spheroids in medium with low glucose 

concentrations has been shown to induce formation of necrotic cores, while high-glucose 

concentrations did not (348, 406). Thus, though it was not assessed herein, glucose deprivation 

could have contributed to the dead core of RencaHAtdT spheroids. In fact, it has been shown that 

spheroids grown under low oxygen concentrations are more sensitive to a decrease in glucose 

concentrations and vice versa, suggesting that multiple factors interact dynamically to regulate the 

size of the necrotic core (344). Lastly, it is likely that other factors such as availability of amino acids, 

pH and toxic products released from central necrosis were also factors which contributed to 

spheroid death (351).  

3.3.4.  The time of onset of CL4 T-cell killing is faster in the presence of 2μg/ml HApep-pulsed versus 

unpulsed RencaHAtdT cells, but HApep-pulsing does not change the rate of killing 

In order to optimise the practicality of 2D and 3D microscopic cytotoxicity assays, we hypothesised 

that peptide pulsing RencaHAtdT targets would decrease the time before the onset of T-cell-

dependent killing, enabling shorter imaging periods. Therefore, we assessed the effect of HApep-

pulsing on the time before target cell death onset and the rate of killing by CL4 T-cells, using the 2D 

microscopic cytotoxicity assay. Firstly, we confirmed that cognate antigen was required for CL4 T-

cell killing of monolayer Renca target cells in the 2D microscopic cytotoxicity assay. Secondly, the 

time period before the onset of target cell area decrease was significantly longer when T-cells were 

plated with unpulsed versus pulsed RencaHAtdT targets; the rate of killing in the 6h time period after 

killing initiated, however, did not differ between pulsed and unpulsed targets. As a result, we 

decided to pulse targets with 2 µg/ml HApep in future cytotoxicity assays (except where noted), 

reducing the time and cost of imaging.  
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The delayed killing of unpulsed versus pulsed targets has a few possible explanations. CD8 T-cells 

are long-known to be serial killers, with the ability to transiently engage their TCR with peptide-

MHC (pMHC) on a given target cell, before disengaging and binding to a new pMHC (416). 

Moreover, it has been shown that antigen-dose sensing in lymph nodes by the TCR can shorten the 

time taken for naïve T-cells to activate when more antigen is available (417). Furthermore, higher 

pMHC level on target cells has been found to increase the probability of a TCR ligating a new pMHC 

in a manner likely dependent upon positive TCR-signalling feedback mechanisms (418). Accordingly, 

in the context of serial triggering, the same total strength of T-cell stimulation would take longer to 

occur when CL4 T-cells encountered a weaker peptide stimulus. Upon reaching a threshold level of 

activation, the T-cells could then kill unpulsed and pulsed targets at comparable rates, as observed. 

Our lab has observed that CL4 T-cells binding to unpulsed versus pulsed Renca cells displayed a 

reduced calcium flux, supporting the idea that a longer period of serial triggering is necessary to 

activate T-cell killing of unpulsed versus pulsed targets (data not shown). Furthermore, confirming 

the enhanced activation of CL4 T-cells during coincubation with peptide-pulsed versus unpulsed 

RencaHAtdT targets, the level of IFNγ secreted by CL4 T-cells in the presence of pulsed versus 

unpulsed RencaHAtdT cells was significantly higher. Nevertheless, other explanations for the delayed 

onset of T-cell killing under lower peptide stimulus conditions include: T-cells binding to targets that 

expressed less cognate antigen delivered weaker or a reduced frequency of lytic hits (granules 

containing less cytotoxic molecules or less frequent degranulation events, respectively); T-cells 

binding unpulsed versus pulsed targets may have been less motile thus moving more slowly 

between target cells and taking longer to deliver sufficient Fas-FasL or granule-mediated cytotoxic 

signals per target cell, delaying induction of apoptosis.  

3.3.5.  An image analysis macro was developed to quantify spatiotemporal parameters of CL4 T-

cell: spheroid interactions and 200,000 CL4 T-cells per well of spheroids provided a suitable 

effector: target ratio for 3D microscopic cytotoxicity assays. 

An image analysis ‘Cancer segmentation’ macro was developed that enabled quantitation of the 

following spatiotemporal parameters in data from 3D microscopic cytotoxicity assays: T-cell 

number, T-cell volume, spheroid total volume (included the hollow core), spheroid tdTomato+ 

volume (excluded the hollow core), spheroid sphericity (how closely the spheroid shapes matched 

a perfect sphere), SIL infiltration depth (the minimal distance between a SIL’s edge and the outer 

surface of a spheroid) and the pathlength of T-cell tracks over time. Using this macro, we 

determined the optimal T-cell: spheroid ratio for execution of 3D microscopic cytotoxicity assays. 

We found that increasing the number of CL4 T-cells per well of spheroids increased SIL densities 

but did not have a significant impact on spheroid death (though spheroid death did non-significantly 

increase when plating 200,000 versus 100,000 T-cells per well). The data suggested that metabolic 

competition between cells may have been higher in the 500,000 (highest) T-cell group, as spheroid 



 

136 
 

death did not increase compared to plating 200,000 T-cells, despite a higher SIL density (previously 

discussed). Importantly, due to image segmentation limitations when plating 500,000 T-cells per 

well, 200,000 T-cells per well were used for future 3D cytotoxicity imaging assays; plating 200,000 

T-cells also provided enhanced SIL densities and spheroid death compared to 100,000 CL4 T-cells 

per well. 

3.3.6.  SILs did not penetrate deeply into RencaHAtdT spheroids, but killed at the spheroid surface 

As expected, the majority of SILs were found at the surface of the spheroids and were unlikely to 

be migrating through Renca cell layers; this poor, slow infiltration of spheroids by immune 

competent cells has been commonly observed in melanoma MCTS and metastases (375, 419). 

Furthermore, the DRAQ7 fluorescent intensity profile showed high DRAQ7+ staining at the edge of 

spheroids where the T-cells were located and a reduced intensity towards the centre of the 

spheroid, indicating T-cell-dependent killing and demonstrating that DRAQ7 did not stain the dead 

core of spheroids in the presence of T-cells. Relevant to this, in an in vivo model of ATT similar to 

the system used by our lab, intravital imaging revealed that tumour-specific CTLs (cytotoxic T-

lymphocytes) killed subcutaneous tumours from the periphery towards the centre in the first ‘early 

phase’, 3-4 days post-ATT, but that in a later phase at 5-6 days post-ATT the CTLs had distributed 

evenly throughout the tumour (420). Thus, the Renca spheroid model may recapitulate the ‘early 

phase’ of RencaHA subcutaneous tumour infiltration by CL4 T-cells and the outside-in dynamic of 

subcutaneous tumour death caused by tumour-specific T-cells in vivo. 

3.3.7.  T-cell killing of RencaHAtdT spheroids during 3D microscopic cytotoxicity assays is dependent 

on the presence of cognate antigen  

Having determined that CL4 T-cells caused spheroid death to occur in an outside-in manner, we 

used a 3D microscopic cytotoxicity assay to confirm that spheroid death resulted from an antigen-

specific T-cell response. For the 3D microscopic cytotoxicity assay, four groups were included within 

the experiment: ‘Polyclonal’, ‘CL4’, ‘Both’ and ‘Spheroid only’. The ‘Polyclonal’ and ‘CL4’ groups 

each contained 200,000 T-cells (of the respective T-cell types) per well of spheroids, while the ‘Both’ 

group contained 200,000 of both T-cell types within the same well so that differences between T-

cell types could be detected within the same spheroids. Spheroid death was significantly higher 

within the ‘CL4’ group compared to all other groups at later timepoints. Moreover, spheroid death 

increased significantly in the ‘CL4’ group, while significant spheroid death did not develop in the 

‘Polyclonal’, ‘Both’ or ‘Spheroid only’ groups over the entire imaging period. These findings 

corroborated existing in vivo data which has shown that antigen specificity is important for tumour-

killing by T-cells; a study using chimeric tumours made of both EG7 and EG4 tumour cells which did 

and did not express the cognate antigen for OVA-specific OT-I CD8 T-cells, respectively, has shown 

that OT-I T-cell transfer leads to clearance of EG7 but not EG4 tumour regions (421). The results of 
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that study also suggested that the T-cell-mediated tumour death following adoptive transfer was 

largely contact-dependent and not due to a non-specific innate response or bystander effects (421). 

In further support of our findings, and the requirement for tumour-specificity during tumour-killing 

by CD8 T-cells, another study that utilised the EG7/EG4 model with OT-I T-cells showed that the 

density of OTI tumour-infiltrating lymphocytes (TILs) was similar in both EG4 and EG7 tumours 

which were grown on opposite flanks of the same mouse, but that there was regression and 

apoptosis in the EG7 tumours only (422).  Intriguingly, the ‘Both’ group did not display spheroid 

death despite there being 200,000 CL4 T-cells per well, suggesting that ‘Polyclonal’ T-cells 

suppressed the cytotoxic potential of CL4 T-cells. Previous data indicated that plating 500,000 T-

cells per well caused suppression of T-cells, possibly via increased metabolic competition due to 

higher T-cell numbers (previously discussed). However, in that experiment, spheroid death was not 

lower but similar in the 500,000 T-cell group versus the 200,000 T-cell group, suggesting that 

polyclonal T-cells were actively suppressing CL4 T-cells either by steric hindrance at the spheroid 

surface and/or by releasing suppressive soluble mediators. Larger T-cell volume has been linked to 

a heightened T-cell activation status, while more suppressed T-cells have smaller cell sizes (423). 

Therefore, to determine if CL4 T-cells were suppressed by polyclonal T-cells, we assessed T-cell 

volumes. Interestingly, the volume of CL4 T-cells in the ‘CL4’ and ‘Both’ groups were higher than 

the volumes of polyclonal T-cells in the ‘Polyclonal’ and ‘Both’ groups, suggesting that the CL4 T-

cells were more metabolically active than the polyclonal T-cells regardless of the presence of 

polyclonal T-cells. These findings align with a study which showed that OT-I TILs extracted from 

cognate-antigen-expressing EG7 tumours were larger than OT-I TILs from EG4 tumours that do not 

express the cognate OVA-antigen (422). Therefore, the Renca spheroid model both recapitulated 

antigen-specific killing by tumour-specific CTLs and the effects of tumour-derived cognate antigen 

on T-cell size. Thus, if the polyclonal T-cells suppressed the cytotoxic potential of CL4 T-cells via a 

suppressive soluble mediator, this was not evident via a decrease in CL4 T-cell volumes.  

We hypothesised that steric hindrance of CL4 T-cells by polyclonal T-cells could be responsible for 

the reduced cytotoxicity of CL4 T-cells in the presence of polyclonal T-cells, therefore, densities 

across all groups were compared. Interestingly, the SIL density of polyclonal T-cells was higher in 

the ‘Both’ group versus all other groups, while the CL4 SIL density across all groups did not differ. 

Firstly, this data suggested that polyclonal T-cells were unlikely to have suppressed CL4 T-cells via 

steric hindrance. Instead, polyclonal T-cells may have released suppressive soluble mediators, such 

as adenosine or IL-10, to suppress CL4 cytotoxicity, however, due to time constraints, this was not 

investigated. Secondly, these findings are at odds with in vivo data which has shown that the 

presence of tumour-expressed cognate antigen increases antigen-specific TIL densities. A longer 

coincubation of T-cells with spheroids may be required in order to see a similar dynamic to in vivo, 

as an increased cognate-antigen-dependent versus non-specific accumulation of transferred TILs 
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has been found to require a timescale of days (420). The increased polyclonal SIL density in the 

‘Both’ group could be explained by an increase in the polyclonal T-cell motility within the ‘Both’ 

group compared to all other groups; in this case, increased motility of polyclonal T-cells may have 

increased the frequency of T-cells adhering to spheroids and therefore the SIL density. However, 

polyclonal T-cells had significantly longer estimated pathlengths than CL4 T-cells, regardless of CL4 

T-cells being in the same wells, suggesting that the presence of CL4 T-cells within the same wells 

did not alter polyclonal T-cell motility. Additionally, this finding suggested that recognition of 

cognate antigen reduced CL4 T-cell motility. This corroborates an intravital imaging study, wherein 

the velocities of adoptively transferred TILs were found to be around half in tumours that expressed 

versus lacked cognate antigen during an early phase of 3-4 days post-ATT (420). Notably, this data 

highlighted that T-cells which eventually bound to spheroids were often located very close (<50 

µm) to the spheroids at the start of the 3D microscopic cytotoxicity assay. Therefore, T-cell motility 

was greatly limited by the Matrigel they were embedded in, making the model unsuitable for 

studying physiologically relevant T-cell migration, which is a caveat of this system. Nevertheless, 

our SIL density data indicated that CL4 T-cells may have secreted a factor which enhanced the 

homing or adherence of polyclonal T-cells to spheroids. Supporting this notion, an in vivo study 

demonstrated that the presence of tumour-specific TILs enhanced the infiltration of polyclonal TILs 

towards the tumour centre; without the tumour-specific TILs, polyclonal TILs remained at the 

tumour periphery (420). Due to time restraints, we were unable to elucidate the possible CL4 T-

cell-derived factor responsible.  

Overall, our findings demonstrated that the 3D microscopic cytotoxicity assay was suitable for 

studying the tumour-specific CL4 T-cell response to RencaHAtdT spheroids, which could enable 

subsequent investigation into mechanisms of tumour immunosuppression. 

Additionally, we used another approach to determine how cognate antigen affected CL4 T-cell 

interactions with Renca spheroids; we investigated CL4 T-cell interactions with RencaHAtdT and 

RencaWTtdT spheroids, which do and do not express endogenous cognate antigen, respectively. 

Moreover, we utilised exogenous HApep-pulsing to provide an additional increase in HApep 

expression levels on these cell lines. Unfortunately, DRAQ7 dye was not included in these 

experiments, therefore we only measured parameters of infiltration. Although non-significant, the 

pulsed versus unpulsed RencaWTtdT spheroids showed an increase in SIL density, SIL volume and SIL 

length. This increased recruitment and blasting of SILs indicated that antigen specificity increased 

the activation of T-cells, corroborating previous findings using CL4 and polyclonal T-cells against 

pulsed RencaHAtdT targets (previously discussed). Moreover, pulsed versus unpulsed RencaHAtdT 

spheroids showed no difference in SIL density, SIL volume or SIL length, which indicated that any 

differences in the HApep expression level on these spheroids did not alter these parameters of SIL 
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activation or infiltration dynamics. These experiments supported evidence that there were HApep-

independent differences between the RencaWT and RencaHA lines within the 3D model, as 

previous data (from the 2D microscopic cytotoxicity assay) had suggested (Section 1.2.4). It was 

found that between RencaHAtdT and RencaWTtdT spheroids, there were non-significant but 

consistent differences in SIL density, SIL volume and SIL length even when both lines were 

maximally peptide loaded, supporting the notion that these cell lines differ beyond HApep expression 

levels. This was not further investigated but is important to note for future work, and in the 

interpretation of previous findings using this model, which used peptide-loaded RencaWT 

monolayers to model in vivo Renca tumours. 

3.3.8.  Conclusion 

In conclusion, the ‘RencaHAtdT MCTS + CL4 T-cell’ model, in combination with the 3D microscopic 

cytotoxicity assay and image analysis approach developed herein, enabled spatiotemporal 

parameters of the tumour-specific CD8 T-cell response to be quantified. This tool is used in later 

chapters to investigate the mechanisms by which the receptors TIM3 and CEACAM1 may directly 

suppress tumour-specific CD8 T-cells, with the larger purpose of identifying ways to improve the 

efficacy of anti-tumour CD8 T-cell responses and the therapeutic potential of ATT against solid 

cancers. 

 

  



 

140 
 

Chapter 4  Divergent TIM3 signalling in the 2D and 3D 

RencaHA/CL4 models 

4.1  Introduction  

Whether TIM3 has stimulatory and/or inhibitory effects in T-cells has been debated, although the 

balance sits in favour of an inhibitory role (216, 424-427). TIM3 is highly conserved between mice 

and humans, with six tyrosine residues in its cytoplasmic tail, one of which is proximal to the 

transmembrane domain and five more C-terminal tyrosines. Irrespective of whether TIM3 is a 

positive or negative regulator of T-cells, the tyrosine residues at Y265/Y256 and Y272/Y263 in 

human/mice, respectively, are the most critical in mediating the functional effects of TIM3.  

TIM3 signalling: stimulatory or inhibitory 

Unligated Tim3 is thought to induce stimulatory signalling via BAT3, which binds to the TIM3 

cytoplasmic tail and maintains a pool of active Lck at the immune synapse (IS), promoting TCR 

proximal signalling (215). Stimulatory roles of TIM3 to enhance NFAT, AP-1, NFκB signalling and IL-

2 production were first found in a transient transfection system and an inducible system for 

ectopic TIM3 expression using Jurkat cells and the murine form of TIM3 (mTIM3) (216). In the 

same study, overexpression of TIM3 enhanced the IFNγ production of CD3-stimulated murine CD4 

T-cells, while addition of a TIM3-targeting antibody largely inhibited the promotion of IFNγ by 

these T-cells, although whether the antibody clone used (5D12) is antagonistic or agonistic is 

unclear (216). Furthermore, TIM3 was found to promote both proximal TCR signalling and the 

expression of proapoptotic proteins in late-stage primary human CD8 effector T-cells, suggesting 

that in this context, TIM3 supported stimulatory signalling to accelerate restimulation-induced cell 

death (RICD) (247). Moreover, ectopic TIM3 expression in CD8 T cells enhanced the expression of 

pS6, which is downstream of Akt/mTOR signalling and these cells responded more strongly to 

restimulation according to the expression of pS6 and the early T-cell activation marker CD69 

(257). Further supporting a stimulatory role for TIM3, fewer TIM3 KO versus WT CD8 T-cells 

responded to restimulation in vitro or rechallenge with antigen in vivo (257). Following acute 

LCMV infection, TIM3 KO mice had fewer short-lived effector T-cells (SLECs) and more memory 

precursor effector T-cells (MPECs) in the antigen-specific CD8 T-cell pool compared to WT mice 

and TIM3 ectopic expression enhanced the number of KLRG1+ SLECs over MPECs (257). This 

suggested that TIM3 promoted T cell activation to support development of SLECs over MPECs, 

indicating that TIM3 supports the depletion of the memory pool in chronic infection settings (257, 

428).  
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Upon TIM3 ligation, tyrosine phosphorylation of Y256 on mTIM3 by Itk was found to cause BAT3 

dissociation from the TIM3 cytoplasmic tail, which is proposed to enable the Src kinase FYN to 

bind at the same region of the tail, enriching FYN at the IS (215, 216). The current evidence 

suggests that any of FYN, Lck as well as Itk can phosphorylate both Y256 and Y263 upon TIM3 

ligation to induce signalling (215, 216). FYN is known to activate PAG which recruits the tyrosine 

kinase Csk, leading to inactivation of Lck via inhibitory phosphorylation at Y505 on Lck, therefore 

the recruitment of FYN to the TIM3 tail is thought to play a role in suppression of proximal TCR 

signalling downstream of TIM3 (222, 429). Inhibitory effects of human TIM3 (hTIM3) were shown 

using Jurkat cell lines stably transfected with hTIM3, or primary human CD8 T cell populations, 

which expressed high endogenous levels of TIM3 following PMA/ionomycin stimulation (424). In 

this study, TIM3 was found to reduce IL-2 production, NFκB and NFAT activity, in direct contrast to 

previous findings (424). Moreover, in primary CD8 T-cells it was found that TIM3 localised to the 

IS in lipid rafts and upon conjugation with SEB-loaded B-cells, TIM3 failed to bind to and was 

excluded from areas enriched for active Lck (426). Upon binding to Galectin-9, (which is composed 

of two carbohydrate recognition domains joined by a flexible linker), TIM3 was found to colocalise 

with the phosphatases CD45 and CD148 indicating that Galectin-9 could bind and bring together 

TIM3 and these phosphatases (426). Overall, this study provided evidence that TIM3 localised to 

the IS where it could directly modulate proximal signalling processes, including deactivation of Lck 

via recruitment of CD45 which can dephosphorylate Lck (426). This can inhibit proximal TCR 

signalling as phosphorylation of Y394 of Lck is required for activation and downstream stimulatory 

phosphorylation of the CD3ʒ chain and ZAP-70. This study also provided evidence that TIM3 

regulates the stability of the IS because ligated TIM3 disrupted IS stability, as measured by CD3 

enrichment at the IS, while TIM3 blockade enhanced IS stability (426). Another study found an 

inhibitory effect of TIM3 on T-cell metabolism in Jurkat cells; TIM3 reduced glucose consumption 

by T-cells with or without PMA/ionomycin stimulation, but did not affect mitochondrial DNA 

content, membrane potential or ROS production, suggesting the reduced glucose uptake was not 

counteracted by enhanced oxidative phosphorylation (427). Additionally, TIM3 overexpression 

caused a significant reduction in the mRNA expression levels of the Glut1 glucose transporter with 

no effects on Glut2, 3, or 4 transcription levels (427).   

 

TIM3 as a negative regulator of T-cells in vivo 

The vast majority of in vivo data indicates that TIM3 is a negative regulator of T-cells. TIM3, when 

coexpressed with PD-1, is a marker of the most exhausted TILs (430). Furthermore, TIM3 blockade 

in addition to PD-1/PDL-1 blockade in pre-clinical trials has been shown to enhance anti-tumour 

immunity and reduce tumour growth (325, 430). Notably, TIM3 is expressed by a range of cell 

types including Foxp3+ Tregs, CD4 and CD8 T-cells, macrophages, DCs and NK cells. Thus, it is 
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unclear whether TIM3 blockade therapies act directly on tumour-specific CD8 T-cells to improve 

anti-tumour immunity, or if other cell types such as DCs indirectly mediate the therapeutic 

effects. Accordingly, in a murine model of breast cancer, TIM3 blockade improved the response to 

paclitaxel chemotherapy by enhancement of granzyme B expression by CD8 T-cells; the effect in 

T-cells was dependent upon DCs that expressed elevated levels of CXCL9 following treatment 

(206). Additionally, in this study, TIM3 was primarily expressed by myeloid cells in human and 

murine tumours, suggesting that in some cases TIM3 blockade therapy acts mainly upon the 

innate immune compartment (206). Furthermore, in several solid tumour types, the majority of 

tumour-infiltrating CD4+ Tregs were TIM3+; TIM3+ Tregs were found to be twice as 

immunosuppressive versus TIM3- Tregs (431). Notably, double blockade of TIM3 and PD-1 in vivo 

caused downregulation of Treg suppressive molecules including LAG-3, perforin and PD-1 (431). 

Double blockade also enhanced the function though not the frequency of the TIM3+PD1+ TILs 

(431). As the TIM3+ Tregs were present in the tumour prior to the development of the TIM3+PD1+ 

CD8 population, Tregs were proposed to support exhaustion development in CD8 TILs. Moreover, 

diphtheria toxin-induced depletion of Tregs synergised with TIM3 blockade to reduce tumour 

burden in a CD8 and CD4-T-cell dependent manner (431). Thus, Tregs were critical in the 

development of TIM3+PD1+ TILs and were a key cellular target of TIM3 blockade. Furthermore, 

there is limited evidence that TIM3 blockade directly reverses the suppression of TIM3+ CD8 T-

cells. One study showed that the cytotoxic killing of HIV-infected CD4 T-cells by virus-specific CD8 

T-cells, obtained from HIV-infected individuals, was enhanced by TIM3 blockade (432). As a 

possible mechanism, TIM3 blockade enhanced perforin release and degranulation, as measured 

by CD107a expression (432). In support of this mechanism, TIM3 has been found to suppress 

perforin and GzmB expression in unconventional gamma-delta (γδ) T-cells to reduce their 

cytotoxicity (433). Nevertheless, it has yet to be demonstrated that TIM3 blockade can directly 

reverse the suppression of tumour-specific CD8 T-cell cytotoxicity, in the absence of other cell 

types. In summary, there is a need to establish whether the cytotoxic potential of tumour-specific 

CD8 T-cells can be directly modulated by TIM3 blockade and to what extent different cell types 

indirectly or directly mediate the therapeutic effects of TIM3 blockade.   

 

Rationale: using the 2D and 3D Renca models to study TIM3 as a regulator of CD8 T-cells 

In vitro studies into TIM3 signalling in T-cells have primarily utilised 2D systems with Jurkat T-cell 

lines or primary T-cells with readouts of transcription factor activity or cytokine production. 

Moreover, studies on TIM3 signalling and function using in vivo systems are highly physiologically 

relevant versus 2D systems, but are subject to many confounding factors, such as the presence of 

other cell types and higher inter-subject variability. It is important to clarify the effect of TIM3 

signalling on the anti-tumour cytotoxicity of CD8 T-cells in the context of developing TIM3-
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targeted cancer therapies, as cytotoxic CD8 T-cells are key mediators of tumour death. 

Furthermore, it is important to determine how well our knowledge of TIM3 signalling in T-cells- 

mainly elucidated in 2D systems- can translate to TIM3 signalling in vivo. Context-dependent 

alterations in TIM3 signalling are unclear but important to understand for the development and 

use of TIM3-targeting therapies. Compared to the Renca 2D model previously used by this lab, the 

3D Renca system enables us to study T-cell: Renca interactions in an environment with more 

physiologically relevant metabolite access and mechanotransductory stimuli which have been 

shown to alter cellular signalling pathways, the cellular transcriptome and proteome. 

Identification of differences in TIM3 signalling between the 2D and 3D systems can also provide a 

future tool by which to find unknown interaction partners in the TIM3 signalling network. 

Furthermore, the effects of TIM3 on T-cell polarisation, T-cell coupling to targets and 

morphological interface stability have not been described, therefore it is of interest to investigate 

if TIM3 regulates these aspects of the anti-tumour CD8 T-cell response. In the 2D Renca model, 

our lab has previously described three functional readouts related to T-cell interactions with 

Renca cells: 1) the ability of T-cells to form cell couples with Renca cells following first contact, 2) 

the morphological polarisation of the T-cell and 3) the stability of the cellular interface within 

these cell couples, as measured by the development of off-interface lamellipodia (OIL). All of 

these steps are critical for effective delivery of T-cell cytotoxic molecules into the target cell. A 

greater ability of T-cells to form cell couples with target cells upon first contact increases the 

frequency of T-cells well-positioned to deliver the lytic hit, meanwhile, more effective T-cell 

polarisation (a more rounded morphology) is associated with stronger calcium signalling and 

effective MTOC translocation to the interface for cytotoxic granule release (434-436). Lastly, 

higher stability of the interface within the cell couple enables more efficient delivery of cytotoxic 

molecules into the target cell. Lamellipodia are membrane protrusions that enable T-cells to 

adhere to their targets, as they stretch towards the target cell to stabilise the interface. OIL, 

however, have no productive effect on T-cell killing of tumour cells, because they move away 

from the target cell and destabilise the interface. Our lab has previously shown that a higher 

frequency of OIL and a faster onset of OIL are associated with increased T-cell dysfunction; TIM3-

mediated modulation of these parameters could constitute a novel mechanism by which this 

receptor modulates the tumour-specific CD8 T-cell response (187, 437, 438).   
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In this chapter, the following aims are addressed: 

1) To identify if TIM3 acts as an inhibitory or stimulatory receptor in tumour-specific CD8 T-

cells and whether this differs between 2D and 3D Renca tumour models using: 

microscopic cytotoxicity assays, IFNγ ELISA, imaging of calcium signalling and analysis of T-

cell: tumour cell coupling frequencies. 

 

2) To determine whether any stimulatory and/or inhibitory effects of TIM3 as a receptor are 

mediated via the TIM3 cytoplasmic tail in both 2D and 3D tumour models using: 

microscopic cytotoxicity assays, IFNγ ELISA, imaging of calcium signalling and analysis of T-

cell: tumour cell coupling frequencies. 

 

3) To determine if TIM3 alters tumour-specific CD8 T-cell polarisation or the ability of T-cells 

to form a stable interface upon cell coupling to Renca tumour targets, in 2D, using 

microscopic assessment of: T-cell morphology during cell coupling and interface stability 

as measured by presentation of off-interface lamellipodia. 

 

4) To determine if the TIM3 cytoplasmic tail mediates any effects of TIM3 on tumour-specific 

CD8 T-cell polarisation or the ability of T-cells to form a stable interface upon cell coupling 

to Renca tumour targets, using: T-cell morphology during cell coupling and interface 

stability as measured by presentation of off-interface lamellipodia. 

 

 

  



 

145 
 

4.2  Results 

4.2.1.  TIM3 overexpression suppresses CL4 CD8 T-cell killing in 3D and is reversible via acute anti-

TIM3 blockade. 

CL4 CD8 T-cells were retrovirally transduced to overexpress GFP-tagged TIM3 or Ftractin (TIM3-

GFP++ or Ftractin-GFP++ CL4). The gating strategy used to isolate live, single CL4 T-cells is shown in 

Supplementary Figure 8.1. GFP-positive T-cells could be detected on the day of cell sorting by flow 

cytometry, three days post-transduction; cells found between the ‘GFP-positive’ and ‘GFP-

negative’ gates expressed low levels of GFP, but sorting for cells from the manually defined ‘GFP-

positive’ gate helps to enable a more consistent level of GFP-positivity across different conditions 

and repeats (Figure 4.1a). The ‘GFP-negative gate’ was manually created during sorting around 

the cell population with lower fluorescent intensity on the GFP axis. GFP-positive gate is assigned 

as CEACAM1 and TIM3 expression on TIM3-GFP++ and Ftractin-GFP++ was assessed, as it has been 

reported that CEACAM1 supports TIM3 surface expression on T-cells via intracellular interactions 

(221). Ftractin-GFP++ T-cells did not express detectable levels of TIM3 or CEACAM1, while TIM3-

GFP++ T-cells overexpressed TIM3 and TIM3 overexpression had no effect on CEACAM1 expression 

(Figure 4.1b). GFP-sorted cells were plated in a 3D microscopic cytotoxicity assay with RencaHAtdT 

spheroids ± anti-TIM3 mAb (Figure 4.1c). TIM3 blockade treatment in all experiments in this 

project involved 1h pre-incubation of T-cells with the anti-TIM3 mAb, in addition to TIM3 

blockade treatment throughout the assay. The mean normalised increase in DRAQ7+ volume per 

spheroid was significantly higher in the Ftractin-GFP++ CL4 control group versus the TIM3-GFP++ 

CL4 group (Figure 4.1d graph and top table). Acute treatment of anti-TIM3 blockade to the TIM3-

GFP++ T-cells (1h prior to and during the assay) reversed the suppressive effect of TIM3 on the CL4 

T-cells (Figure 4.1d graph and top table). The mean DRAQ7+ volume per spheroid was significantly 

higher in the TIM3-GFP++ + anti-TIM3 blockade group versus the Ftractin-GFP++ group at 12h, 

suggesting that TIM3 overexpression enhanced cytotoxicity in the absence of TIM3 ligation (Figure 

4.1d graph and top table). 

Ftractin-GFP++ CL4 and TIM3-GFP++ CL4 treated with anti-TIM3 blockade, caused a significant 

increase in DRAQ7+ spheroid dead volume (compared to the spheroid death at 4h) by 8 and 10h 

post-plating of T-cells with spheroids, respectively (Figure 4.1d graph and bottom table). In 

contrast, the TIM3-GFP++ CL4 did not cause a significant increase in DRAQ7+ spheroid dead volume 

at any timepoint (Figure 4.1d graph and bottom table). To establish if TIM3 overexpression 

suppressed the cytotoxicity of CL4 T-cells, possible confounding factors were assessed for 

differences between groups. No significant differences in SIL density (Figure 4.2a), spheroid 

volumes (Figure 4.2b) or spheroid shapes (Figure 4.2c) were found between treatment groups, 



 

146 
 

suggesting that TIM3 overexpression and acute blockade directly altered the cytotoxic capacity of 

TIM3++ T-cells. 
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Figure 4.1 TIM3-GFP overexpression suppressed CL4 T-cell cytotoxicity and was reversed by 
acute incubation with TIM3 blocking antibody in the 3D microscopic cytotoxicity assay.  
a) CL4 T-cells were retrovirally transduced to overexpress Ftractin-GFP or TIM3-GFP; 
representative flow cytometry dot plots show the GFP-based sorting gate for transduced T-cells 
used in subsequent 2D and 3D cytotoxicity assays. b) Representative dot plots show the TIM3 and 
CEACAM1 cell surface expression by GFP-positive CD8 T-cells transduced to overexpress Ftractin-
GFP and TIM3-GFP*. c) CL4 T-cells that overexpressed Ftractin-GFP or TIM3-GFP plus anti-TIM3 
mAb or isotype control mAb, were coincubated with 2µg/ml KdHA pulsed RencaHAtdT spheroids in 
the 3D microscopic cytotoxicity assay. d) Spheroid death over the duration of a 3D microscopy 
cytotoxicity assay when spheroids were plated with 200,000 CL4 T-cells per well, which 
overexpressed Ftractin-GFP or TIM3-GFP ± blocking anti-TIM3 mAb. Spheroid dead volume at 
each timepoint was normalised to the initial dead volume at 2h and then to the average dead 
volume of the Spheroid only group, to subtract any background death. Top panel) indicates 
significant differences between groups at each time point, means were compared using a Two-
Way ANOVA, matched by repeat and timepoint. Bottom panel) indicates whether there was 
significant death over time within each group, means were compared to the mean at 4h within 
each group, using Two-Way ANOVA and Dunnett’s test, matched by repeat and timepoint. 
Individual points represent the mean from an independent repeat from a total of eleven 
independent repeats, with 3-6 spheroids per group. Error bars show mean ± SEM. *Data in b) was 
acquired by Hanin Alamir from the Wülfing lab.  
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Figure 4.2 Differences in SIL density and spheroid dimensions did not account for differences in 
cytotoxicity resulting from TIM3 overexpression. 
a) SIL density over the course of a 3D microscopic cytotoxicity assay is shown for Ftractin-GFP and 

TIM3-GFP ± anti-TIM3 groups. b) Spheroid volume across Spheroid only, Ftractin-GFP and TIM3-

GFP ± anti-TIM3 groups at 2h post-plating for the 3D microscopic cytotoxicity assay. c) Spheroid 

sphericity (how well spheroid shapes fit a perfect sphere) across groups at 2h post-plating; a value 

of 1.0 indicates a perfect sphere. Each individual point represents a mean of 11 independent 

repeats. n = 2-6 spheroids per group, per repeat. Means were compared using a One-Way 

ANOVA, matched by repeat. For all graphs, error bars show mean ± SEM and ns = non-significant 

p-values across all comparisons. 
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4.2.2.  The TIM3 cytoplasmic tail mediates the suppressive effect of TIM3 overexpression on CL4 

CD8 T-cell killing in 3D that is reversible by acute TIM3 blockade  

It was of interest to determine if the TIM3 cytoplasmic tail mediated the inhibitory effects of TIM3 

overexpression in the 3D system. CL4 CD8 T-cells were retrovirally transduced to overexpress full-

length TIM3 or truncated TIM3 which lacked the cytoplasmic tail (TIM3-GFP++ or TIM3-GFPcyt-ve++ 

CL4) and plated in a 3D microscopic cytotoxicity assay with RencaHAtdT spheroids. The mean 

normalised increase in DRAQ7+ volume per spheroid was significantly higher in the TIM3cyt-ve-

GFP++ ± anti-TIM3 mAb blockade and TIM3-GFP++ + anti-TIM3 mAb groups versus the TIM3-GFP++ 

group at 8, 10 and 12h. As there was no effect of acute TIM3 blockade on TIM3cyt-ve T-cells, the 

suppressive role of TIM3 seemed to require the TIM3 cytoplasmic tail (Figure 4.3, top). 

Interestingly, in one of the four independent repeats, across all groups, the T-cell dependent 

spheroid death is substantially higher than in the three other repeats. In this repeat with higher 

spheroid death, there was no suppressive effect of TIM3 overexpression, suggesting that T-cells 

with higher cytotoxicity may be more resistant to TIM3 mediated inhibition. This was not 

investigated further due to time constraints but would be of interest in future work. Nevertheless, 

TIM3-GFP++ + anti-TIM3 mAb and TIM3cyt-ve-GFP++ ± anti-TIM3 mAb T-cells caused a significant 

increase in DRAQ7+ spheroid dead volume (compared to the spheroid death at 4h) at 6h and 8h, 

respectively, while TIM3-GFP++ T-cells caused a significant increase in DRAQ7+ spheroid dead 

volume death at a later timepoint of 10h (Figure 4.3, bottom).  

To establish if the TIM3 cytoplasmic tail was responsible for TIM3-mediated suppression of CL4 T-

cell cytotoxicity, possible confounding factors were assessed for differences between groups. 

Interestingly, at several timepoints the SIL density was higher in the TIM3cyt-ve-GFP groups versus 

the TIM3-GFP++ groups (Figure 4.4a). This could be due to a difference in the set-up in these 

experiments (and future 3D microscopic cytotoxicity assays) versus previous data; in this and 

future 3D microscopic cytotoxicity assays, spheroids and T-cells were co-incubated for 15 minutes 

prior to addition of Matrigel (MG), whereas in the initial experiments, spheroids and MG were 

mixed prior to addition of T-cells. This updated set-up procedure could make inter-group 

differences in the efficiency of T-cell attachment to spheroids more evident. No significant 

differences in spheroid volumes (Figure 4.4b) or spheroid shapes (Figure 4.4c) were found 

between treatment groups. 

As the SIL density differed between groups, normalisation of spheroid dead volumes to the level 

of SIL density enabled determination of whether the TIM3 cytoplasmic tail reduced the killing 

ability per cell. We found that normalisation of the spheroid dead volumes to the infiltration 

factor (which is proportional to the SIL density) did not significantly affect the differences 

between groups (Figure 4.5, top). The time at which significant spheroid death developed 
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remained the same for all groups before and after normalisation to the infiltration factor, except 

in the TIM3-GFP++ group, where density-normalised death was delayed to the 12h timepoint 

(Figure 4.5, bottom). 

Overall, the data suggests that the TIM3 cytoplasmic tail was responsible for the inhibitory effect 

of TIM3 overexpression on CL4 T-cells in the 3D Renca model.  
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Figure 4.3 The TIM3 cytoplasmic tail mediated the suppressive effect of TIM3-GFP 
overexpression in 3D by inhibition of spheroid death and delaying the onset of spheroid death. 
a) CL4 T-cells were retrovirally transduced to overexpress full length TIM3-GFP or TIM3cyt-ve-GFP* 
which lacked the TIM3 cytoplasmic domain; representative flow cytometry dot plots show the 
GFP-based sorting gate for transduced T-cells used in subsequent 2D and 3D cytotoxicity assays. 
b) Representative dot plots show the comparable TIM3 and CEACAM1 cell surface expression by 
GFP-positive CD8 T-cells transduced to overexpress TIM3-GFP and TIM3cyt-ve-GFP. c) Spheroid 
death over the duration of a 3D microscopy cytotoxicity assay when spheroids were plated with 
200,000 CL4 T-cells per well, which overexpressed TIM3cyt-ve-GFP (the extracellular domain of 
TIM3) or full-length TIM3-GFP ± anti-TIM3 mAb. d) Spheroid dead volume at each timepoint was 
normalised to the initial dead volume at 2h and then to the average dead volume of the Spheroid 
only group. Top panel) indicates significant differences between groups at each time point, means 
were compared by Two-Way ANOVA, matched by repeat and timepoint. Means are of log-
transformed data, due to positive skew. Bottom panel) indicates whether there was significant 
death over time within each group, means were compared to the mean at 4h within each group, 
using Two-Way ANOVA and Dunnett’s test, matched by repeat and timepoint. For all graphs 
individual points represent a mean of four independent repeats, with 2-4 spheroids per group. 
Error bars show mean ± SEM. *TIM3cyt-ve-GFP construct was cloned and data in b) was acquired by 
Hanin Alamir from the Wülfing lab.  
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Figure 4.4 Differences in spheroid dimensions did not account for differences in cytotoxicity 
resulting from TIM3 overexpression, but SIL density was higher in the TIM3cyt-ve-GFP groups. 
a) SIL density over the course of a 3D microscopic cytotoxicity assay is shown for TIM3cyt-ve-GFP 

and TIM3-GFP ± anti-TIM3 groups. Means were compared by Two-Way ANOVA, matched by 

repeat and timepoint. b) Spheroid volume across Spheroid only, TIM3cyt-ve-GFP and TIM3-GFP ± 

anti-TIM3 groups at 2h post-plating for the 3D microscopic cytotoxicity assay. c) Spheroid 

sphericity (how well spheroid shapes fit a perfect sphere) across groups at 2h post-plating; a value 

of 1.0 indicates a perfect sphere. In b) and c) means were compared by One-Way ANOVA, 

matched by repeat. For all graphs, individual points represent the mean of four independent 

repeats. n=2-6 spheroids per group, per repeat. Error bars show mean ± SEM and ns= non-

significant p-values across all comparisons. 
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Figure 4.5 Spheroid death volumes normalised to SIL density levels indicated that the TIM3 
cytoplasmic tail mediated the suppressive effect of TIM3-GFP overexpression in 3D by inhibition 
of spheroid death. 
Spheroid death over the duration of a 3D microscopic cytotoxicity assay when spheroids were 
plated with 200,000 CL4 T-cells per well, which overexpressed TIM3cyt-ve-GFP (the extracellular 
domain of TIM3) or full-length TIM3-GFP ± anti-TIM3 mAb. Spheroid dead volume at each 
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timepoint was normalised to the initial dead volume at 2h, to the average dead volume of the 
Spheroid only group and then to the extent of SIL infiltration (infiltration factor). (Infiltration 
factor= density at the spheroid surface/400. Top panel) indicates significant differences between 
groups at each time point, means were compared by Two-Way ANOVA, matched by repeat and 
timepoint. Means are of log-transformed data, due to positive skew. Bottom panel) indicates 
whether there was significant death over time within each group, means were compared to the 
mean at 4h within each group, using Two-Way ANOVA and Dunnett’s test, matched by repeat and 
timepoint. Each individual point represents a mean of four independent repeats. Error bars show 
mean ± SEM. 
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4.2.3.  TIM3 overexpression did not significantly affect T-cell cytotoxicity in the 2D system, but 

enhanced IFNγ secretion. 

Next, we determined whether the inhibitory effect of TIM3 overexpression by CL4 T-cells in the 

3D system would translate to the 2D system. Ftractin-GFP++ and TIM3-GFP++ T-cells were plated 

onto 2D RencaHAtdT target cells in the 2D microscopic cytotoxicity assay (Figure 4.6a). There were 

no significant differences in the rate of killing by Ftractin-GFP++ and TIM3-GFP++ T-cells with a 

minor stimulatory effect of TIM3 overexpression; acute blockade using anti-TIM3 mAb had no 

effect on the cytotoxicity of TIM3-GFP++ T-cells (Figure 4.6b). Throughout this project, IFNγ 

secretion during 2D cytotoxicity assays was measured by collecting the supernatant from the 

assay plate wells at the end of the assay (18h after the cells were first coincubated). Interestingly, 

a significantly higher mean level of IFNγ was secreted by TIM3++ T-cells versus Ftractin++ T-cells, 

while there was no effect of acute-TIM3 blockade on IFNγ secretion by TIM3-GFP++ T-cells (Figure 

4.6c). Moreover, using pulsed RencaWT targets, data acquired by another lab member revealed a 

significantly enhanced rate of killing by TIM3-GFP++ versus Ftractin-GFP++ T-cells, further 

supporting a stimulatory role of TIM3 overexpression (data not shown).  

4.2.4.   TIM3 overexpression does not affect T-cell calcium signalling upon coupling to targets but 

does alter the ability of T-cells to couple to targets. 

As TIM3-GFP overexpression was associated with enhanced IFNγ secretion, indicating a 

stimulatory role of TIM3 on CL4 T-cells, we hypothesised that TIM3-GFP overexpression also 

enhanced intracellular calcium levels upon T-cell coupling to targets. Fura-2-loaded TIM3++ and 

Ftractin++ T-cells were plated with RencaHAtdT 2D target cells and intracellular calcium levels were 

measured during cell couple formation (Figure 4.7a). Moreover, we hypothesised that the 

frequency of T-cells that formed conjugates with Renca target cells would be enhanced by TIM3 

overexpression as a result of elevated T-cell activation. Targets with both high peptide 

concentration at their surface (2µg/ml KdHA peptide) or lower peptide concentration at their 

surface (target cells left unpulsed) were used. This is because the higher peptide stimulus would 

provide such a strong stimulatory signal that any subtle differences between TIM3-GFP++ versus 

control T-cells would be hard to detect; the lower peptide stimulus enabled detection of smaller 

effects of TIM3 overexpression. Although no significant differences in the calcium flux between 

TIM3++ and Ftractin++ CL4 T-cells were observed regardless of the peptide stimulus strength 

(Figure 4.7b), the percentage of T-cells that contacted a Renca target cell and committed to a cell 

couple with that target, was significantly higher amongst TIM3++ versus Ftractin++ control cells 

(Figure 4.7d).   
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Overall, this data suggested that while TIM3 overexpression had a minor stimulatory effect on 

CD8 T-cell cytotoxicity in 2D, TIM3 could enhance IFNγ secretion and the ability of T-cells to form 

cell couples with tumour targets.  
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Figure 4.6 TIM3-GFP overexpression did not significantly affect CL4 T-cell cytotoxicity during co-
incubation with KdHA-pulsed 2D RencaHAtdT target cells in the 2D microscopic cytotoxicity assay, 
but enhanced IFNγ secretion by CL4 T-cells. 
a) CL4 T-cells that overexpressed Ftractin-GFP or TIM3-GFP plus anti-TIM3 mAb or isotype control 
mAb, were coincubated with 2µg/ml KdHA pulsed RencaHAtdT monolayer target cells in the 2D 
microscopic cytotoxicity assay. b) Each point shows the mean rate of killing by CL4 T-cells that 
overexpressed Ftractin-GFP or TIM3-GFP ± anti-TIM3 mAb from one of five independent repeats. 
Individual points represent the mean from an independent repeat from three-four replicate wells 
and means were compared using a one-tailed, paired t-test. c) IFNγ concentration of supernatant 
from wells of the 2D microscopic cytotoxicity assay, each point represents the mean from three 
replicate wells, from a total of four independent repeats. For all graphs, lines connect data from 
the same independent repeat. ns = non-significant p-values across all comparisons.  
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Figure 4.7 TIM3-GFP overexpression did not affect calcium flux within CL4 T-cells upon tight cell 
coupling to 2µg/ml or 2ng/ml KdHA-pulsed 2D Renca target cells but enhanced the frequency of 
T-cells that formed tight couples. 
a) Fura-2-loaded CL4 T-cells that overexpressed Ftractin-GFP or TIM3-GFP were plated onto a 
RencaHAtdT target monolayer, which had either been pulsed with 2µg/ml KdHA (higher peptide 
stimulus) or left unpulsed (lower peptide stimulus). Means at each timepoint were compared 
using multiple t-tests with the Holm-Sidak correction. b) Ratio of Fura-2 emission upon excitation 
at 340 nm over 380 nm is shown. Means ± SEM are shown from 19 and 15 T-cells that 
overexpressed TIM3-GFP and Ftractin-GFP, respectively, from 4 independent repeats. c) 
Representative images demonstrating how a circular region within the coupling T-cell (top) is 
drawn manually using the DIC image and the corresponding region in the ratio image is measured 
for mean fluorescent intensity in order to gain the values plotted in b), which indicate the T-cell 
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calcium flux during coupling from -60 to 360 seconds relative to cell couple formation. d) Cell 
coupling frequencies are shown with individual points representing one mean from four 
independent repeats. Lines connect data from the same independent repeat. 
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4.2.5.  TIM3 overexpression improves T-cell polarisation and the stability of the interface when T-

cells couple to targets.  

As TIM3 overexpression enhanced the ability of T-cells to bind to their targets, the effect of TIM3 

overexpression on parameters of T-cell polarisation and interface stability were investigated 

(Figure 4.8a). These parameters are relevant to effective T-cell coupling to tumour targets and 

delivery of the lytic hit (previously discussed). RencaHAtdT targets were either pulsed with 2µg/ml 

KdHA peptide or left unpulsed in order to produce targets with higher or lower peptide surface 

expression levels. The length to width ratio of a CD8 cytotoxic T-cell during coupling is a measure 

of how well a T-cell polarises itself to kill its target; a more elongated morphology is thought to be 

associated with less effective polarisation for delivery of the lytic hit. We found that the 

morphology of TIM3-GFP++ and Ftractin-GFP++ T-cells did not differ between conditions in the 

higher peptide stimulus settings, however, TIM3-GFP++ T-cells had a significantly reduced length 

to width ratio versus Ftractin-GFP++ control T-cells in the context of a lower peptide stimulus, 

three minutes after cell couple formation (Figure 4.8b). 

Lamellipodia are membrane protrusions that enable a T-cell to stably adhere to its target and 

form an effective interface. Our lab has previously identified a phenotype of dysfunctional T-cells 

in which they display a higher frequency of off-interface lamellipodia (OIL). These OIL are likely to 

destabilise the T-cell: APC interface because rather than moving towards the target cell to support 

the interface, they momentarily pull the T-cell away from the interface. This has no productive 

outcome for T-cell delivery of the lytic hit. Ftractin-GFP++ T-cells were found to display a higher 

mean percentage of OIL versus TIM3-GFP++ T-cells in both higher and lower peptide stimulus 

conditions (Figure 4.8c). Moreover, the mean time after cell couple formation at which the OIL 

formed was significantly and non-significantly longer amongst TIM3++ T-cells versus Ftractin++ 

control cells in the context of higher and lower peptide stimulus, respectively (Figure 4.8d).  

Overall, this data suggests that TIM3 overexpression may enhance the polarisation of T-cells and 

also the ability of these T-cells to stabilise their interface with Renca target cells in the 2D model. 
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Figure 4.8 Overexpression of TIM3-GFP by CL4 T-cells, under higher and lower peptide stimulus 
conditions, did not and did affect T-cell elongation, respectively. Overexpression of TIM3-GFP 
by CL4 T-cells decreased the percentage of T-cells with off-interface lamellipodia and delayed 
the onset of off-interface lamellipodia in the context of both higher and lower peptide stimulus.  
a) Fura-2-loaded CL4 T-cells that overexpressed Ftractin-GFP or TIM3-GFP were plated onto a 
RencaHAtdT target monolayer, which had either been pulsed with 2µg/ml KdHA (higher peptide 
stimulus) or left unpulsed (lower peptide stimulus). b) The length (red line) and width (yellow line) 
of T-cells were measured upon tight coupling to targets as seen in the representative images, top 

panel; the graph below shows the ratio of length/width at 0-3mins after tight-cell coupling. 
Individual points represent a single T-cell. Data are from ≥22 cell couples per group, from at least 
three independent repeats per group. c) Representative images show a T-cell (top) coupling to a 
tumour cell (below) with the interface indicated by a blue line; the left image shows a cell couple 
where the T-cell does not display off-interface lamellipodia (OIL), while the right image shows the 
subsequent timepoint in which an OIL is observed, indicated by the red arrow. The percentage of 
T-cells with off-interface lamellipodia (OIL) is shown in the graph below, from three independent 
repeats per group. Individual points show the mean for an independent repeat. d) Time of the 
first appearance of off-synapse lamellipodia, from three independent repeats per group. 
Individual points represent a single T-cell. For all graphs, error bars show mean ± SEM and ns = 
non-significant p-values across all comparisons.  
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4.2.6.  The TIM3 cytoplasmic tail mediated the enhanced IFNγ secretion, coupling frequency and 

improved interface stability of TIM3 overexpressing CL4 T-cells in 2D 

It was of interest to determine if the TIM3 cytoplasmic tail was also responsible for the small 

stimulatory effects of TIM3 expression in 2D, as well as the suppressive effect in 3D. TIMcyt-ve-

GFP++ and TIM3-GFP++ T-cells were plated onto 2D RencaHAtdT target cells in the 2D microscopic 

cytotoxicity assay. As before, RencaHAtdT targets were either pulsed with 2µg/ml KdHA peptide or 

left unpulsed in order to produce targets with higher or lower peptide concentration at their 

surface. With a lower, but not higher, peptide stimulus TIM3-GFP++ T-cells had a significantly 

higher ability to kill versus the truncated TIM3cyt-ve-GFP T-cells (Figure 4.9a). Interestingly, a 

significantly higher level of IFNγ was secreted by TIM3-GFP++ versus TIMcyt-ve-GFP++ T-cells under 

lower peptide stimulus conditions. A non-significant similar trend in two out of three independent 

repeats was seen under higher peptide stimulus conditions. Together, these findings support the 

notion that a stimulatory role of TIM3 overexpression is mediated by the TIM3 cytoplasmic tail in 

the 2D system (Figure 4.9b).  

As we previously found that TIM3-GFP overexpression conferred cells with an enhanced ability to 

form cell couples with target cells, we investigated if this was mediated by the TIM3 cytoplasmic 

tail. In previous data, the effects of TIM3-GFP overexpression versus control cells on coupling 

frequency or polarisation (Figure 4.7b, Figure 4.8a, b, c) did not vary depending on the level of 

peptide stimulus. Therefore, we only used unpulsed RencaHAtdT target cells for these 

experiments; moreover, in this dataset the differences in rate of killing and IFNγ secretion levels 

were only significant in the context of a lower peptide stimulus (Figure 4.9a, b). In two 

independent experiments we found that there was a small non-significant increase in coupling 

frequencies amongst TIM3-GFP++ versus TIM3cyt-ve-GFP++ T-cells, consistent with the effect of 

TIM3-GFP++ overexpression versus Ftractin-GFP++ control T-cells (Figure 4.9c). 

As before (Figure 4.8a, b, c), we investigated whether TIM3++ T-cells had enhanced polarisation 

and interface stability versus the TIM3cyt-ve-GFP++ cells. T-cell morphology (length/width ratio) 

between TIM3-GFP++ and TIM3cyt-ve-GFP++ T-cells cells did not significantly differ between 

conditions (Figure 4.9d). The percentage of T-cells that displayed interface-destabilising OIL was 

significantly lower among TIM3-GFP++ T-cells versus TIM3cyt-ve-GFP++ T-cells (Figure 4.9e). 

Moreover, the mean time after cell couple formation at which the OIL formed was significantly 

longer among TIM3-GFP++ T-cells versus TIM3cyt-ve-GFP++ cells (Figure 4.9f). 

Overall, this data supports the idea that the TIM3 cytoplasmic tail mediates the increased capacity 

of TIM3-overexpressing CL4 T-cells to couple and maintain stable interfaces with their targets in 

the 2D Renca model.  
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Figure 4.9 Data indicated that the TIM3 cytoplasmic tail enhanced the rate of killing and IFNγ 
secretion levels of TIM3-overexpressing CL4 under both higher and lower peptide stimulus 
conditions, with differences more evident in the context of a lower peptide stimulus. Under 
lower peptide stimulus, the TIM3 cytoplasmic tail also seemed to stabilise the interface 
between CL4 T-cells and target cells.  
a) Fura-2-loaded CL4 T-cells that overexpressed TIM3cyt-ve-GFP or TIM3-GFP were plated onto a 
RencaHAtdT target monolayer, which had either been pulsed with 2µg/ml KdHA (higher peptide 
stimulus) or left unpulsed (lower peptide stimulus). b) Each point shows the mean rate of killing 
by CL4 T-cells that overexpressed TIM3cyt-ve-GFP or TIM3-GFP, from one of three independent 
repeats, with four replicate wells per group. Individual points represent the mean from an 
independent repeat and lines connect data from the same independent repeat. Means were 
compared using a one-tailed, paired t-test. c) IFNγ concentration of the supernatant from wells of 
the 2D microscopic cytotoxicity assay, individual points represent the mean from three replicate 
wells. Means were compared using a one-tailed paired t-test. d) Cell coupling frequencies are 
shown with each dot representing the proportion of cell couples observed in an individual 
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imaging run (imaging of one well for 15 minutes). Two imaging runs were conducted on TIM3cyt-ve-
GFP++ T-cells in each of two independent repeats, while one imaging run was conducted for TIM3-
GFP++ T-cells in each independent repeat. e) The length and width of T-cells were measured upon 

tight coupling to targets; the ratio of length/width is shown at 0-3mins after tight-cell coupling. 26 
and 13 cell couples were analysed for TIM3-GFP and TIM3cyt-ve-GFP, respectively.  Means were 

compared from two independent repeats by One-Way ANOVA. f) The percentage of T-cells with 
off-synapse lamellipodia, analysed across all coupling T-cells. g) time of the first appearance of 
off-synapse lamellipodia from two independent repeats. 6 and 10 T-cells were analysed for TIM3-
GFP and TIM3cyt-ve-GFP, respectively. Means in f) and g) were compared using a one-tailed 
unpaired t-test. Error bars show mean ± SEM. ns = non-significant p-values across all comparisons. 
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4.2.7.  Cell surface expression of MHC-I, CEACAM1 and Galectin-9 did not differ between 

RencaHAtdT cells cultured in 2D and 3D. 

Previous data demonstrated that TIM3 overexpression had a suppressive effect on CL4 T-cells 

cytotoxicity in the 3D but not the 2D microscopic assay. Therefore, we hypothesised that TIM3 

ligand expression or KdHA peptide presentation by Renca cells may differ between the 2D and 3D 

models. To assess whether there were differences in the cell surface expression of CEACAM1, 

Galectin-9 or MHC-I between RencaHAtdT cells grown in 2D or 3D, single cell suspensions of Renca 

cells from 2D culture or spheroids were generated and stained to assess expression levels by flow 

cytometry. Live, single RencaHAtdT cells were gated using the gating strategy shown in 

Supplementary Figure 8.1 for subsequent staining. No significant differences between the 

expression of these molecules were found between 2D and 3D cultured RencaHAtdT cells, although 

there was a trend towards enhanced Galectin-9 expression in the 3D versus 2D system (Figure 

4.10a, b). Notably, Galectin-9 is a highly secreted molecule and HMGB1 (a damage-associated 

molecular pattern protein which enables DCs to sense tumour-derived nucleic acids) can be 

secreted by tumour cells, thus it is of interest to establish the concentrations of these soluble 

TIM3 ligands in each system (439, 440). Regarding Galectin-9, the small increases in both the 

staining MFI and percentage of Galectin-9-positive cells in the 3D versus 2D culture makes it 

conceivable that there are larger differences in the soluble Galectin-9 concentrations between 

these systems. This is because soluble Galectin-9 could accumulate over time during the 

microscopic cytotoxicity assays, whereas the cell surface Galectin-9 expression levels represent a 

snapshot in time. Thus, we cannot rule out that differences in soluble Galectin-9 concentrations 

account for the different effects of TIM3 overexpression in the 2D and 3D systems. Moreover, the 

expression level of the TIM3 ligand phosphatidylserine was not assessed and could account for 

the differences observed.  Furthermore, an unknown TIM3 ligand or factor may have caused the 

different effects of TIM3 overexpression between 2D and 3D systems.
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Figure 4.10 Cell surface expression levels of CEACAM1, Galectin-9 and MHC I did not significantly differ between Renca cells grown in 3D and 2D.   
a) Renca cells from 2D and 3D culture were stained for Galectin-9, CEACAM1 and MHC-I. Median fluorescent intensity (MFI) above the control unstained (zombie dyed 
only) sample is shown. Each point represents the mean MFI from one of three independent repeats, and lines join means from the same independent repeat. Means 
were compared using one-tailed t-tests. b) Representative flow cytometry dot plots of Galectin-9, CEACAM1 and MHC-I cell surface expression by Renca cells grown in 
2D and 3D, unstained (zombie dyed only) samples are shown alongside stained samples. c) Percentage of the Renca populations from 2D and 3D culture that fell within 
the positive gate for each of the three markers, with each data point representing one of three independent repeats.
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4.3  Discussion 

TIM3 is now widely regarded as a T-cell inhibitory receptor (246), based on an accumulation of in 

vivo and several in vitro 2D studies, yet there is evidence that it can amplify TCR signalling in 2D in 

vitro systems (215, 216). It is likely that TIM3 may signal differentially in a context-dependent 

manner, according to the availability of its ligands, other T-cell regulatory molecules and other 

unknown factors. Therefore, it is important to understand under what conditions TIM3 may 

enhance or inhibit CD8 T-cell effector function in order to better target TIM3 function for 

treatment of cancer, autoimmunity, or chronic infection. Since a 2D versus 3D tumour 

environment is likely to influence how TIM3 regulates the CD8 T-cell anti-tumour response, we 

investigated TIM3 function in both 2D and 3D RencaHAtdT models. Moreover, it is unclear whether 

TIM3 blockade can directly modulate tumour-specific CD8 T-cell cytotoxicity in the absence of 

other cell types. This is important to determine in order to improve our understanding of which 

cell types mediate the therapeutic effects of TIM3 blockade, that are commonly observed in in 

vivo preclinical models. The findings in this chapter provide new insight into factors that influence 

TIM3 signalling in tumour-specific CD8 T-cells within the TME. 

4.3.1.  TIM3 overexpression by CL4 T-cells suppresses T-cell cytotoxicity in the RencaHAtdT 3D 

model, in a manner reversible by acute anti-TIM3 blockade and dependent upon the TIM3 

cytoplasmic tail. 

We found that CL4 SILs transduced to overexpress TIM3-GFP exhibited suppressed cytotoxicity 

against RencaHAtdT spheroids versus Ftractin-GFP-overexpressing SILs and this suppression was 

reversed using acute anti-TIM3 blockade. Furthermore, our data suggest the suppressive function 

of TIM3 is mediated by its cytoplasmic tail, as SILs overexpressing full-length TIM3 had reduced 

cytotoxicity compared to SILs that overexpressed truncated TIM3, without the cytoplasmic tail. 

This data corroborated studies which have demonstrated that TIM3 blockade synergises with PD-

1 blockade to restrict tumour growth (325, 441) and improve ex vivo effector function of patient-

derived CD8 T-cells (430, 442, 443). Further in support of an inhibitory role for TIM3, PD-1+TIM3+ 

TILs have been identified to be the most exhausted and abundant TILs in murine models of acute 

myelogenous leukaemia, CT26 colorectal cancer, B16 melanoma, and 4T1 mammary 

adenocarcinoma models; producing low levels of IL-2, IFNγ and failing to proliferate (325, 327). 

Additionally, TIM3 upregulation on exhausted T-cells is IL-27 dependent and causes T-cells to have 

low IL-2 and IFNγ-producing ability (181, 182). Importantly, our data support reports that TIM3 

expression is associated with lower survival amongst patients with solid cancers (444) and that 

the number of TIM3+ TILs can act as a negative prognostic factor (445).  
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While in vivo models have identified inhibitory roles for TIM3 on CD8 T-cells by staining for TIM3 

expression and applying TIM3 blockade, these studies cannot rule out the impact of other cell 

types on the therapeutic effect of TIM3 blockade. TIM3 has been shown to suppress anti-tumour 

NK cell cytotoxicity in vitro (252) and support NK-cell-dependent maternal-foetal tolerance (205). 

TIM3 can reduce CD8+ T-cell cytotoxicity indirectly by limiting CXCL9 secretion by tumour-

associated DCs (206) and inhibit the activation of nucleic acid-sensing TLRs on intratumoural DCs 

in a HMGB1-dependent manner (242). Furthermore, in macrophages, TIM3 has been found to 

inhibit the release of proinflammatory cytokines (251), and reduce the engulfment of pathogenic 

bacteria (209). Some in vitro systems which have assessed TIM3 function include other immune 

cell types, for example, TIM3 blockade was shown to enhance the percentage of melanoma 

patient-derived IFNγ-producing CD8 T-cells during acute stimulation with NY-ESO-1 peptide-

loaded PBMCs in vitro (430). In contrast, our study provides evidence for a direct inhibitory effect 

of TIM3 on tumour-infiltrating CD8 T-cells in a tumour spheroid model, in the absence of other 

immune cells. In corroboration of the idea that TIM3 can directly suppress T-cell function, an in 

vitro study stimulated Jurkat T-cells with anti-CD3/CD28 beads and found that TIM3 

overexpression suppressed NFAT and NFκB activity, and IL-2 secretion (425). Moreover, an in vitro 

system containing Galectin-9 expressing peptide-loaded B-cell lines and primary CD8 T-cells from 

healthy donors showed that TIM3 overexpression could cause Lck inactivation in primary CD8 T-

cells, via induced TIM3 colocalisation with phosphatases in TCR clusters (426). Together with our 

data, these studies support the idea that TIM3 can directly suppress tumour-specific CD8 T-cells in 

the absence of other immune cells, in addition to regulation of other immune cell subsets. While 

it will be important to determine the relative influence of TIM3 on the anti-tumour function of 

various cell types within the TME, these findings demonstrate that functionally relevant TIM3 

signalling pathways can be studied within reductionist CD8 T-cell: tumour models.  

4.3.2.  In the RencaHAtdT 2D model, TIM3 overexpression had no significant effect on T-cell 

cytotoxicity or calcium flux but in a cytoplasmic tail-dependent manner: enhanced IFNγ 

secretion, and T-cell coupling frequencies. 

In contrast to our findings using the 3D model, we found overexpression of TIM3-GFP by CL4 T-

cells had a minimally positive effect on cytotoxicity against RencaHAtdT monolayer targets versus 

Ftractin-GFP-overexpressing T-cells and this was indicated to rely on the cytoplasmic tail. It is 

worth noting that findings acquired by another member of the lab using HApep-pulsed RencaWT 

target cells found that TIM3 overexpression significantly enhanced T-cell cytotoxicity, supporting 

the notion that TIM3 can enhance T-cell cytotoxicity (data not shown). Furthermore, acute anti-

TIM3 blockade had no effect, suggesting that TIM3 ligands known to cause inhibitory signalling 

through TIM3 were absent or at insufficient levels in this system. Interestingly, expression levels 

of the putative TIM3 ligands CEACAM1 and Galectin-9, did not significantly differ between the 3D 
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and 2D systems, although there was a consistent trend wherein Galectin-9 levels were elevated in 

the 3D system. As Galectin-9 is highly secreted, it is conceivable that the levels of soluble Galectin-

9 may differ substantially more than the cell surface levels. This is because over the duration of 

the cytotoxicity assays, soluble Galectin-9 would likely accumulate in the wells. Furthermore, in 

the 3D model, the ECM of Matrigel provides a carbohydrate-rich scaffold in which soluble 

Galectin-9 can bind to glycosylated molecules and concentrate locally around the spheroids (446, 

447). In contrast, in the 2D model, secreted galectin-9 would be free to diffuse throughout the 

entire medium thus leading to reduced interactions between galectin-9 and the T-cells versus the 

3D system. Therefore, it is possible that enhanced galectin-9 expression by Renca cells in the 3D 

versus 2D model contributed to the different effects of TIM3 overexpression on T-cell cytotoxicity; 

it would be of interest to investigate this in future. Although the TIM3 blocking antibody used in 

these experiments is described to block the CEACAM1 and PtdSer binding sites on TIM3 (but not 

Galectin-9) (244), Galectin-9 may still have an accessory role in determining the effect of TIM3 

blockade. This is because it has a distinct binding site on TIM3 and comprises two carbohydrate 

recognition domains joined by a flexible linker, which could enable it to bring together TIM3 and 

another TIM3 ligand, potentially enhancing T-cell suppression downstream of TIM3 ligation by 

that ligand (244). Additionally, the expression of MHC-I H2-Kd, which restricts the KdHA peptide 

also did not differ suggesting that the availability of cognate pMHC was similar between the two 

systems. Levels of phosphatidylserine, which is blocked (in addition to CEACAM1) from interacting 

with TIM3 by the antibody used in this study, was not assessed in the 2D and 3D systems, but 

could also account for the differences (244). Alternatively, an unknown ligand or factor could be 

responsible, as some reports argue that Galectin-9 and CEACAM1 are not functional ligands of 

TIM3 (233, 255). Moreover, in the 2D system, TIM3 overexpression endowed T-cells with an 

enhanced ability to secrete IFNγ during cytotoxicity assays; again, this seemed to rely upon an 

intact TIM3 cytoplasmic tail. This finding corroborates data from the first study to describe a 

stimulatory role for unligated TIM3, which found that TIM3 overexpression enhanced IFNγ 

secretion (216). Interestingly, agonistic antibody abolished the stimulatory effect of TIM3 in that 

study, however we did not employ an agonistic antibody in this study (216). Another study 

provided evidence that TIM3 overexpression could cause stimulatory effects. Bat-3 binding to the 

cytoplasmic tail of unligated TIM3 was shown to recruit the active form of Lck to the IS to enhance 

IFNγ and IL-2 secretion, while reducing IL-10 secretion (215). In that study, ligation of TIM3 caused 

the release of Bat-3 from the cytoplasmic tail and the absence of Bat-3 in adoptively transferred 

CD4 T-cells increased the proportion of TIM3hiIFNγlo T-cells within an EAE model, suggesting that 

unligated TIM3 could stimulate IFNγ production in a Bat-3-dependent manner (215). On the other 

hand, this data contrasts with studies using hTIM3 where hTIM3 was found to suppress IL-2 

production, NFκB and NFAT activity in Jurkat cell lines (424, 425). In corroboration with a previous 
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study, there was no effect of TIM3 overexpression on intracellular calcium levels during T-cell 

activation (425). Interestingly, however, TIM3 overexpression enhanced the proportion of T-cells 

that formed cell couples with tumour cells, suggesting that in some contexts TIM3 could have a 

supportive role for tumour killing by CD8 T-cells. Together, the 2D and 3D data suggest that TIM3 

can have both stimulatory and suppressive effects on CD8 tumour-specific T-cells, respectively, 

but the factors responsible for these differences are unknown. Identification of these factors 

could reveal new important modulators of TIM3 signalling. 

4.3.2.1 In the RencaHAtdT 2D model, during T-cell: tumour cell coupling, TIM3 overexpression 

slightly enhanced T-cell morphological polarisation that is conducive to delivery of the 

lytic hit, and enhanced T-cell: tumour cell interface stability. 

As previous data indicated that TIM3 overexpression enhanced the ability of T-cells to commit to 

cell couples with 2D targets, we further investigated the morphological polarisation of T-cells 

upon cell coupling to tumour targets and the stability of the interfaces formed. In CD4 T-cells 

coupling to DCs, a more elongated morphology has been associated with a reduced F-actin 

accumulation at the IS and reduced calcium flux (434). Moreover, in CD4 T-cells coupling to B-

cells, 3 stages have been defined: contact, partial engulfment (of the B-cell by the T-cell) and 

stabilisation of the interface (435). In that study, contact and partial engulfment occurred prior to 

the rise in calcium and during the stabilisation phase a more rounded morphology was associated 

with higher calcium signalling and a more stable interface (435). Although we saw no effect of 

TIM3 overexpression on intracellular calcium flux, we investigated whether TIM3 might regulate 

CD8 T-cell morphology upon coupling to targets, to enhance T-cell activation and potentially 

contribute to enhanced IFNγ secretion. TIM3 overexpression enabled T-cells to form a slightly 

more rounded morphology at later timepoints upon cell coupling to target cells under lower 

(unpulsed) but not higher peptide stimulus (2µg/ml KdHA-pulsed) conditions, compared to 

Ftractin control cells. However, compared to T-cells that overexpressed truncated TIM3 without 

the cytoplasmic tail (TIM3cyt-ve), TIM3 overexpressing cells had a slightly more rounded 

morphology at earlier but not later timepoints (under lower peptide conditions). Overall, though 

there were different temporal patterns when using Ftractin or TIM3cyt-ve control cells, the data 

indicated that the cytoplasmic tail of TIM3 can support the adoption of a more rounded 

morphology by CD8 T-cells during the first three minutes of T-cell: tumour cell coupling. However, 

this effect was small and only evident under lower but not higher peptide stimulus conditions. 

Next, we investigated how TIM3 might regulate the stability of the interface between CL4 T-cells 

and tumour targets. Our lab has previously observed that suppressed CL4 TILs display a higher 

frequency of off-interface lamellipodia (OIL) compared to in vitro cultured CL4 T-cells (187). These 

OIL are thought to destabilise the interface as they do not support T-cell attachment to the APC, 
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but instead pull the T-cell away from its target with no productive outcome for IS formation. Thus, 

it was of interest to determine if TIM3 might regulate the development of OIL. T-cells that 

overexpressed TIM3 displayed a lower frequency of OIL, later after cell couple formation, versus 

control Ftractin T-cells under both lower and higher peptide stimulus. The same effect was 

observed when T-cells overexpressing TIM3 were compared to TIM3nocyt T-cells under lower 

peptide stimulus conditions. Overall, this data suggested that TIM3 signals through its cytoplasmic 

tail to reduce the frequency of OIL and support interface stability; along with the enhanced IFNγ 

secretion associated with TIM3 overexpression, this suggests that TIM3 can elevate T-cell 

activation and support delivery of the lytic hit through a more stable synapse in certain contexts. 

These findings are in corroboration with other evidence that TIM3 regulates synapse stability, as 

TIM3 blockade treatment was shown to increase the stability of interfaces between TIM3-

expressing CD8 T-cells and galectin-9-expressing B-cells, as measured by CD3 enrichment at the IS 

(426). In our 2D system, the Renca targets expressed little if any of the TIM3 ligands galectin-9 

and CEACAM1 on the cell surface, while TIM3 blockade has no effect, suggesting that the 

enhancement of synapse stability observed herein may occur downstream of unligated TIM3.  

4.3.3.  Conclusion 

In conclusion, the RencaHAtdT 2D and 3D models revealed context-dependent TIM3 signalling, 

dependent upon the TIM3 cytoplasmic tail, that modulated the functional efficacy of the tumour-

specific CD8 T-cell response. Notably, we provide evidence that TIM3 had a small costimulatory 

effect on CD8 T-cells coincubated with 2D RencaHAtdT targets via: a minor increase in cytotoxicity, 

elevation of IFNγ secretion, enhancement of the ability of CD8 T-cells to form couples with targets 

and stabilisation of the interface formed upon cell coupling between T-cells and tumour cells. 

Costimulatory effects of TIM3 in the 2D model were unaffected by TIM3 blockade treatment. 

Furthermore, we show that TIM3 had an inhibitory effect on CD8 T-cell cytotoxicity in the 3D 

RencaHAtdT model and that the TIM3-mediated suppression could be reversed using acute TIM3 

blockade (via the RMT3-23 monoclonal antibody). This provides evidence that TIM3 blockade can 

directly reverse the suppression of CD8 T-cell cytotoxicity, in the absence of other cell types.  

In the following chapter, the 2D and 3D RencaHAtdT models will be used to investigate whether a 

2D versus 3D environment modulates if and how CEACAM1 and TIM3, in cis and in trans, 

coregulate the function of tumour-specific CD8 T-cells. CEACAM1 is the most recently proposed 

TIM3 ligand, but there is limited data on if and how CEACAM1 and TIM3 directly coregulate the 

function of tumour-specific CD8 T-cells, in the absence of other cell types, while in vitro data using 

2D models have been conflicting. Thus, investigation of whether and how CEACAM1 modulates 

TIM3 signalling using our 2D and 3D models could help to shed light on these areas. 
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Chapter 5  Regulation of tumour-specific CD8 T-cell 

function by CEACAM1 and TIM3 

5.1  Introduction 

CEACAM1 was first described as a ligand for TIM3 in cis and in trans in 2015, where it was found 

to enhance TIM3 coexpression and induce inhibitory TIM3 signalling on the surface of T-cells, 

however, this has been disputed (221, 255). In humans, there are nine transmembrane-anchored 

and three secreted CEACAM1 isoforms which have one variable Ig domain and up to three 

extracellular constant Ig domains (254). Moreover, there are two types of CEACAM1 cytoplasmic 

domain: long (L) and short (S) which do and do not contain two ITIM motifs, respectively (254). 

CEACAM1-L isoforms are more commonly expressed in activated T-cells, except for in intestinal 

tissue, where CEACAM1-S isoforms dominate (254, 448). In mice, there are four isoforms 

including two long and two short isoforms. CEACAM1-4L, with four Ig domains, is the most 

abundantly expressed by human and murine T-cells (254). It is unclear whether transmembrane 

isoforms of CEACAM1-L have differential signalling, though all isoforms have the N-terminal Ig 

domain which is purported to bind to the FGCC’ cleft of TIM3 (221, 246, 449). 

Both TIM3 and CEACAM1-L have been separately associated with suppressing T-cells: TIM3 

upregulation has been shown to reduce stimulatory IL-2, NFAT and NFκB activity and promote TIL 

exhaustion; although the mechanism for TIM3 inhibitory signalling is unknown, current evidence 

suggests that TIM3 suppresses TCR proximal signalling. TIM3 ligation leads to dissociation of BAT3 

from the cytoplasmic tail and subsequent recruitment of the Src kinase FYN (215, 216); FYN is 

known to phosphorylate PAG, enabling recruitment of the tyrosine kinase Csk to lipid rafts 

containing active Lck (222). Csk facilitates inhibitory phosphorylation of Y505 on Lck, suggesting 

recruitment of FYN to the IS is one way in which ligated TIM3 suppresses TCR proximal signalling 

(222, 429). TIM3 has also been found in lipid rafts at the immune synapse (IS) of primary human 

CD8 T-cells bound to galectin-9 expressing B cells, where it was found to reduce synapse stability 

as measured by enrichment of CD3 at the cell couple interface (426). Moreover, during cell 

coupling between TIM3-expressing CD8 T-cells and galectin-9-expressing B cells, TIM3 colocalised 

with the phosphatase CD45 at the IS, suggesting that ligated TIM3 could recruit CD45 upon 

engagement with galectin-9 to inactivate Lck and suppress TCR proximal signalling (426). The 

intracellular tail of CEACAM1-L can recruit SHP-1 to dephosphorylate the TCR CD3-ʒ chain and 

ZAP-70 to inhibit proximal T-cell signalling (450). Importantly, TIM3 and CEACAM1 coexpression 

has been described as a marker of highly exhausted TILs (248). In the in vivo RencaHA tumour 

model of adoptive T-cell transfer therapy used by our lab, CEACAM1 was found to be coexpressed 

with TIM3 and PD1 on 41% of CL4 TILs but less than 0.5% of CL4 T-cells from in vitro culture (382). 
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CL4 TILs displayed reduced cytotoxicity, intracellular calcium signalling and cell coupling abilities 

compared to in vitro cultured CL4 T-cells, thus associating CEACAM1 and TIM3 coexpression with 

T-cell suppression (187, 382). Supporting a role of CEACAM1 in trans to limit the T-cell response 

and enable immune tolerance, naïve CD4 T-cells from transgenic OT-II Rag2-/- mice were shown 

to exhibit higher proliferation when adoptively transferred into OVA-immunised CEACAM1-/- 

versus WT mice (221). CEACAM1 is a promising target to both suppress tumour growth directly 

and enhance the anti-tumour T-cell response: CEACAM1 has been found to promote tumour 

invasiveness and metastasis in addition to its immunomodulatory role, while increased 

intratumoural CEACAM1 expression has been associated with increased tumour progression in a 

range of cancers including melanoma, colorectal, lung, pancreatic and bladder cancer (254).  

CEACAM1 as a regulator of TIM3 expression in cis:  

A recent study proposed that CEACAM1 promoted TIM3 surface expression in cis in Jurkat cells 

(247). Furthermore, in primary human CD8 T-cells, the patterns of CEACAM1 and TIM3 cell 

surface expression were similar following in vitro activation; surface expression of both receptors 

was high during the early post-activation expansion phase and lower in late-stage effectors (247). 

In systems which co-transfected HEK293T cells with CEACAM1 and TIM3 to investigate 

coregulation of expression, conflicting evidence has been found. In support of CEACAM1 

regulation of TIM3 expression, flag-tagged CEACAM1 enhanced HA-tagged hTIM3 expression at 

the surface of HEK293T cells and nearly all hTIM3-positive cells were CEACAM1 positive (221). 

Furthermore, hCEACAM1 and hTIM3 could be coimmunoprecipitated from HEK293T and activated 

primary CD4 T-cells, while mutations of the residues in the CEACAM1 or TIM3 IgV domains 

predicted to enable binding disrupted the coimmunoprecipitation (221). Moreover, spatial 

colocalization of hTIM3 and hCEACAM1 was found at the immune synapse of both HEK293T and 

activated CD4 and CD8 T-cells (221). In contrast, another study found that cotransfection of 

HEK293T with CEACAM1 had no effect on hTIM3 expression (255). On the other hand, CD4 T-cells 

from CEACAM1-deficient but not WT mice lacked TIM3 expression when the mice were 

administered the superantigen Staphylococcus aureus enterotoxin B (SEB) for tolerance induction, 

suggesting CEACAM1 was required for TIM3 expression (221). However, in vitro stimulation of 

healthy donor blood with superantigen staphylococcal enterotoxin E (SEE) induced upregulation 

of TIM3 on all proliferating CD4 and CD8 T-cells, while CEACAM1 upregulation was more delayed 

and restricted to a subset of that population, suggesting CEACAM1 expression in cis is not 

necessary for TIM3 surface expression (255). Overall, further investigation is needed to determine 

if CEACAM1 in cis promotes TIM3 cell surface expression as the evidence so far is limited. 

CEACAM1 as a TIM3 ligand or indirect coregulator of T-cell function in cis 
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Regardless of coregulation of expression between these receptors, there is evidence that 

coexpression coregulates T-cell function and this may differ between CD4 and CD8 T-cells. It was 

shown that blood samples from HIV-infected individuals had an increased proportion of CD4 

CEACAM1+TIM3+ T-cells compared to non-infected controls, but the equivalent CD8 subset did not 

change (221). In both CD4 and CD8 T-cells the proportion of IFN-γ-producing cells was lowest in 

the double versus single positive subsets, indicating that suppressive signalling resulting from 

CEACAM1 and TIM3 coexpression is shared across these subsets (221). Interestingly, coexpression 

of CEACAM1 and TIM3 had a larger suppressive effect in CD8 T-cells, whereas in CD4 T-cells 

CEACAM1 alone seemed to play a bigger suppressive role (221). It is of interest to determine if 

CEACAM1 coregulates CD8 T-cell function with TIM3 in cis, either through direct binding or 

indirectly. In further support of the idea that coexpression of CEACAM1 and TIM3 can enhance 

inhibitory signalling in cis, following the transfer of naïve WT T-cells into CEACAM1-/- Rag-/- mice 

in a colitis model, colon-infiltrating CEACAM1+TIM3+ cells expressed decreased levels of IFN-γ, IL-2 

and IL-17 relative to lamina propria T-cells that expressed neither or either receptor alone (221). 

In addition, in vivo data from colorectal cancer patients has shown that the percentage of 

CEACAM1+TIM3+ CD8 T-cells in patient blood samples is positively correlated with more advanced 

stages of cancer (248). CEACAM+TIM3+ cells from patients were also the most suppressed TIL 

subset compared to T-cells that were single-positive or double-negative for these receptors, with 

the lowest percentage of IFN-γ producing cells (248). Thus, based on its availability to TIM3 on 

activated T-cells and the additive suppressive effect of TIM3 and CEACAM1 coexpression in cis, 

CEACAM1 in cis is a strong candidate TIM3 ligand, while it is also well-positioned to modulate 

TIM3 signalling indirectly independent of direct binding. In the theoretical case of direct binding, 

the binding sites between CEACAM1 and TIM3 in cis are unknown, although it is conceivable that 

binding of CEACAM1 in cis may occur at the same sites as CEACAM1 binding to TIM3 in trans. 

Through its IgV domain, CEACAM1 in trans has been shown to bind to TIM3 at the FGCC’ cleft of 

the TIM3 IgV domain; similarly, coimmunoprecipitation with mutant forms of CEACAM1 and TIM3 

indicated that they bind in cis via their IgV domains, although this has yet to be replicated (221, 

449). As murine and human TIM3 blockade antibodies with therapeutic effect bind to the TIM3 

FGCC’ cleft to block CEACAM1 binding to TIM3 in trans, it is of interest to determine if TIM3 

blockade antibodies with therapeutic efficacy also block interactions between CEACAM1 and 

TIM3 in cis to regulate CD8 T-cell function- accordingly, this would indicate whether CEACAM1 in 

cis can bind to the FGCC’ cleft of TIM3 (244).  

CEACAM1 as a TIM3 ligand or indirect coregulator of T-cell function in trans  

Upon TIM3 ligation, BAT3 dissociation from the TIM3 cytoplasmic tail is a proximal step in TIM-3 

inhibitory signalling; this was first described in the context of galectin-9 binding to TIM3 (215). In 

support of CEACAM1 in trans regulation of TIM3 function, only CD4 T-cells from SEB-tolerised 
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Tim3Tg, but not tolerization-resistant Tim3Tg Ceacam1-/- mice, showed BAT3 dissociation from 

mTIM3 when the N-terminal domain-Fc fusion protein from mCEACAM1 (N-CEACAM1-Fc) was 

bound to TIM3 in trans (221). This suggested that CEACAM1 expression in cis with TIM3 on T-cells 

was required for BAT3-mediated TIM3 inhibitory signalling induced by CEACAM1 in trans. 

Importantly, the study showed that N-CEACAM1-Fc, containing the CEACAM1 IgV domain fused to 

the Fc domain of IgG, bound similarly to TIM3Tg and TIM3Tg Ceacam1-/- T-cells and very little to 

Ceacam1-/- cells that lacked TIM3 expression (221). This supported the idea of a direct inhibitory 

heterophilic interaction between TIM3 and CEACAM1 in trans and in cis, that could mediate BAT3 

release. In support of CEACAM1 as a TIM3 ligand in cis or in trans, CEACAM1 ligation of TIM3 

appeared to support T-cell resistance to restimulation-induced cell death (RICD) in primary human 

CD8 T cells, by attenuating TIM3 costimulatory signalling (247). TIM3 costimulatory signalling was 

demonstrated by an increased phosphorylation of TCR signalling proteins and upregulation of the 

pro-apoptotic proteins BIM and FasL (247). TIM3 surface expression and intracellular localisation 

decreased and increased, respectively, as T-cells transitioned from the early post-activation 

expansion stage to late-stage effectors; similarly, CEACAM1 was expressed at lower levels on the 

surface of late-stage effector T-cells, compared to early post-expansion stage T-cells. The level of 

RICD in early post-activation stage T-cells could be decreased using recombinant CEACAM1 to 

disrupt putative endogenous TIM3-CEACAM1 interactions and siRNA knockdown of either 

CEACAM1 or TIM3, suggesting CEACAM1 induced inhibitory signals via binding to TIM3 (247). 

Additionally, RICD resistance could be abrogated by TIM3 blockade in T-cells using an antibody 

known to disrupt the CEACAM1 and TIM3 in trans interaction; this abrogation of RICD resistance 

occurred during the early expansion phase but not the late-effector stage following in vitro 

CD3/CD28/CD2-mediated activation, suggesting that different factors determine when CEACAM1 

in trans and possibly in cis, induces inhibitory signalling via TIM3 (247). In contrast, a study using 

fluorescence resonance energy transfer (FRET) and binding assays with a triple parameter 

reporter (TPR) system, which enabled measurement of NFκB, AP-1 and NFAT nuclear activity in T-

cell reporter cells, demonstrated no specific binding between CEACAM1 and TIM3 in cis or in 

trans. There was no effect of CEACAM1 in cis or in trans on AP1, NFAT or NFκB activity in TIM3-

expressing T-cells (255). Moreover, T-cell reporter cells were transfected with chimeric receptors 

each comprised of: the TIM3 or CEACAM1 cytoplasmic domain, the CD28 transmembrane domain 

and the extracellular domain of the murine T-cell costimulatory receptor inducible costimulator 

(mICOS) (255). Ligation of chimeric TIM3 and CEACAM1 receptors with ICOS ligand (ICOS-L) 

expressed on T-cell stimulator cells induced inhibitory signalling via the cytoplasmic domain of 

both chimeric receptors, demonstrating inhibitory signalling could be mediated by both the TIM3 

and CEACAM1 cytoplasmic tails (255). Overall, there is limited evidence on whether CEACAM1 in 
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trans acts as a TIM3 ligand, although there is more data to support the in trans versus in cis 

interaction. 
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CEACAM1 signalling and therapeutic synergy of TIM3 and CEACAM1 co-blockade 

Recent evidence suggests how CEACAM1-L isoforms may mediate inhibitory signals; CEACAM1-4L 

ITIM phosphorylation by Lck required CEACAM1-4L homophilic binding and occurred prior to the 

association of CEACAM1-4L with SHP-1 and the TCR/CD3 complex (450). ITIM phosphorylation 

enabled CEACAM1-4L-mediated inhibitory signalling as CEACAM1-4L-associated SHP-1 reduced 

phosphorylation of ZAP-70, LAT, SLP76, ERK and PLCγ during TCR/CD3 ligation (450). Furthermore, 

CEACAM1-4L agonism using antibody that bound to the homophilic binding site (CC’ loop within 

the IgV-domain) decreased T-cell degranulation (450). Thus, CEACAM1-4L inhibited proximal T-cell 

signalling to reduce T-cell cytotoxicity in the context of homophilic binding. Amongst CRC patients, 

the expression levels of TIM3 and CEACAM1 by CD8 TILs were shown to act as independent risk 

factors for CRC development, suggesting inhibitory signalling via CEACAM1 (248). On the other 

hand, stimulatory roles for CEACAM1-L have also been described including promotion of T-cell 

proliferation, NFκB and AP-1 expression and stabilisation of the IS via Lck (451-453). Thus, 

CEACAM1, similar to TIM3, exhibits differential signalling in different experimental systems and 

the factors regulating this requires further investigation. 

Additive effects of TIM3 and CEACAM1 co-blockade have been reported, suggesting that they 

both regulate T-cell cytotoxicity independently without clarifying whether they directly interact. In 

a murine model of glioblastoma anti-TIM3 or anti-CEACAM1 single blockade could induce around 

a third longer mean survival time, while co-blockade had an additive effect (249). The frequency 

of CD8 T-cells and proportion of Tregs was also increased and decreased, respectively, by both 

treatments alone with an additive effect upon co-blockade (249). Meanwhile, levels of IFNγ were 

highest, and levels of TGFβ were lowest, in the combination treatment group compared to the 

single treatment groups (249). Long-term survivors also displayed immunological anti-tumour 

memory responses that prolonged their tumour-free status versus naïve mice upon tumour 

challenge (249). In a subcutaneous model of CT26 colorectal cancer, CEACAM1 and TIM3 co-

blockade delayed tumour growth when administered on the same day as tumour cell inoculation, 

although TIM3 expression was associated with reduced TNFα and IL-2 production by PD1+ CD8 

TILs following anti-CD3 activation, the study did not directly show the effect of CEACAM1 

expression on T-cell function (221). Nevertheless, co-blockade enhanced TIL numbers in both CD4 

and CD8 populations and expanded the tumour antigen-specific CD8 T-cell population (221). Co-

blockade also elevated IFN-γ production by CD8 TILs and decreased IL-10 production by CD4 TILs 

(221). Lastly, tumour growth was decreased in CEACAM-/- versus CEACAM+/+ mice, while 

CEACAM1 deficiency enhanced the number of tumour specific CD8+ cells in TDLN and decreased 

TIM3 expression by TILs (221). Thus, it is important to further elucidate the mechanisms by which 

CEACAM1 and TIM3 blockade therapies improve anti-tumour immunity and how they might 

interact with each other. Overall, these in vivo studies provide associative evidence, but do not 
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clarify whether CEACAM1 and TIM3 directly modulate CD8 T-cell responses or if these interactions 

affect other cell types to indirectly regulate CD8 T-cell responses; CEACAM1 is also expressed by 

CD4 T-cells, NK cells, B cells, neutrophils and macrophages (254), while TIM3 is expressed by CD4 

T-cells, NK cells, DCs and macrophages. Previous studies also do not provide insight into how the 

coregulation of T-cells by TIM3 and CEACAM1 may differ in a 2D versus 3D tumour environment.  
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Rationale: investigating how CEACAM1 and TIM3 coregulate the function of tumour-specific 

CD8 T-cells in cis and in trans using the 2D and 3D Renca models  

Overall, additive suppression of TILs by coexpression of TIM3 and CEACAM1 in cis, and the 

tumour-promoting effect of CEACAM1 upregulation on cancer cells, means these receptors are 

well-placed to act as binding partners or indirect coregulators that dampen T-cell cytotoxicity in 

the TME. Recent mechanistic studies provide evidence that CEACAM1 can promote TIM3 surface 

expression in cis and cause BAT3 release from the TIM3 cytoplasmic tail in trans -in the presence 

of CEACAM1 in cis- to dampen proximal signalling. However, opposing evidence argues that there 

are no functional interactions between TIM3 and CEACAM1 in cis or in trans. Data on CEACAM1 

and TIM3 interactions are very limited and further investigation is necessary. CEACAM1 is a self-

ligand in cis and in trans and it is unclear under what circumstances CEACAM1-CEACAM1 or 

putative CEACAM1-TIM3 interactions play a larger role in regulating the anti-tumour CD8 T-cell 

response. Regardless, the relevant ligands and coregulators of TIM3 signalling must be 

determined in order to understand the context-dependent nature of TIM3 signalling. Such 

knowledge will aid the optimisation of TIM3-targeting cancer therapies. 

 

To our knowledge, previous studies that have investigated CEACAM1-mediated regulation of 

TIM3 signalling in T-cells have not measured how these receptors may directly coregulate the 

killing of tumour cells by CD8 T-cells, a parameter that is of primary importance for the targeting 

of TIM3 to improve anti-tumour immunity. Instead, previous studies have measured: cytokine 

secretion and transcription factor activity following stimulation of T-cells with anti-CD3 

antibodies; the expression of CEACAM1 and TIM3 on TILs from mice or human patients, in parallel 

to tumour growth or progression of disease. Similarly, in non-tumour contexts, such as antigen-

induced tolerance and viral infection, expression levels of CEACAM1 and TIM3 on T-cells has been 

measured in parallel with effector cytokine production by T-cells. Notably, in vivo models, 

although highly physiologically relevant, contain multiple cell types which can express CEACAM1 

and TIM3. This confounds our understanding of the direct effect of these receptors on CD8 T-cell 

function. Furthermore, to our knowledge, there are no existing reports on: how CEACAM1 

expression by tumour targets may modulate the polarisation of tumour-specific CD8 T-cells 

towards tumour targets, how CEACAM1 expression by tumour targets may modulate interface 

stability within these T-cell: tumour cell couples, and whether CEACAM1 and TIM3 in trans 

interactions can affect these processes. Additionally, the conflicting evidence in distinct 

experimental systems on whether CEACAM1 and TIM3 transduce inhibitory or costimulatory 

signals indicates that their signalling is context-dependent. It has not been previously investigated 

how CEACAM1 and TIM3 coregulate T-cell signalling in a 2D versus 3D tumour model, the latter of 
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which is described to comprise more physiologically relevant transcriptomes, metabolite 

gradients and mechanotransductory stimuli (346, 349, 353, 355, 357-359, 361, 365). 

Here, we investigate whether CEACAM1-4L (the predominant CEACAM1 isoform expressed by 

activated T-cells) coregulates anti-tumour CD8 T-cell cytotoxicity- as measured by tumour death- 

when it is expressed in cis and in trans with TIM3 (Figure 5.1). We also explore whether 

coregulation of CD8 T-cell cytotoxicity by these receptors differs between the 2D versus 3D Renca 

models, as differences between these systems previously modulated TIM3 signalling (Figure 5.1). 

Furthermore, we investigate if and how CEACAM1-4L in trans and TIM3 might coregulate cell 

couple formation and interface stability between T-cells and Renca cells using the 2D Renca 

model, both of which are critical for an effective anti-tumour CD8 T-cell response but have not 

been previously described in this context (Figure 5.1). As previously discussed (Chapter 4), 

lamellipodia are membrane protrusions that enable T-cells to adhere to their targets, as they 

stretch towards the target cell to stabilise the cell couple interface. Off-interface-lamellipodia 

(OIL), however, have no productive effect on T-cell killing of tumour cells, because they move 

away from the target cell and destabilise the interface. Ultimately, further understanding of how 

these receptors context-dependently regulate CD8 T-cell functions will help to optimise both 

CEACAM1 and TIM3-targeting cancer therapies, both of which have demonstrated separate and 

additive therapeutic efficacy in preclinical trials. 
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In this chapter, the following aims are addressed: 

1) To determine how CEACAM1 (the CEACAM1-4L isoform is used in this study but will be 

denoted as CEACAM1 from hereon) and TIM3 coexpression in cis on tumour-specific CD8 

T-cells modulates T-cell function and whether this differs between 2D and 3D Renca 

tumour models using: microscopic cytotoxicity assays and IFN-γ ELISA. 

 

2) To determine how CEACAM1 in trans interacts with TIM3 expressed on tumour-specific 

CD8 T-cells to modulate T-cell function and whether this differs between 2D and 3D Renca 

tumour models using: microscopic cytotoxicity assays, IFN-γ ELISA, imaging of calcium 

signalling. 

 

3) To determine how CEACAM1 in trans might cooperate with TIM3 to modulate T-cell 

polarisation and cell coupling to tumour cells using microscopic assessment of: T-cell: 

tumour cell coupling abilities, T-cell morphology during cell coupling and interface 

stability as measured by presentation of off-interface lamellipodia.  
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Figure 5.1 Graphical chapter overview: investigating how CEACAM1 in cis (on CL4 T-cells) and in 
trans (on Renca cells) coregulates tumour-specific CD8 T-cell function with TIM3, using the 2D 
and 3D Renca models and TIM3 blockade (using the RMT3-23 anti-TIM3 monoclonal antibody 
(mAb)). 
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5.2  Results 

5.2.1.  Transduction of CL4 T-cells with DNA constructs encoding CEACAM1 was associated with 

decreased transduction efficiency, but coexpression of CEACAM1 and TIM3 in cis was 

achieved. 

Firstly, CL4 CD8 T-cells were retrovirally transduced to overexpress GFP-tagged TIM3, CEACAM1 

or both (TIM3-GFP++, CEACAM1-GFP++ or CEACAM1-TIM3-GFP++ CL4) which was confirmed by 

antibody staining and flow cytometric analysis for CEACAM1 and TIM3 (Figure 5.2a). GFP-positive 

CL4 T-cells were sorted 3 days post-transduction by FACS (Figure 5.2b). Notably, T-cells 

transduced with DNA constructs encoding CEACAM1 and CEACAM1-TIM3 had a much lower 

transduction efficiency (~1%) than T-cells transduced with the TIM3 construct (~60%). 

Nevertheless, the gating strategy enabled sufficient numbers of GFP-positive cells from all 

transduced populations to be obtained for subsequent microscopic cytotoxicity assays (Figure 

5.2b). Despite consistent gating for GFP-positive T-cells and as a result of the different 

transduction efficiencies, TIM3-GFP++ and CEACAM1-TIM3-GFP++ T-cells had a ~50 and ~20-fold 

higher mean GFP (and therefore TIM3) expression level versus non-transduced T-cells, 

respectively (Figure 5.2c, left). Consistent with this, antibody staining for TIM3 confirmed a ~3-

fold higher TIM3 expression level on TIM3-GFP++ versus CEACAM1-TIM3-GFP++ T-cells 

(Supplementary Figure 8.3b, left panel). It is worth noting that control Ftractin-GFP++ cells were 

previously shown to lack both TIM3 and CEACAM1 expression (Chapter 4, Figure 1.1b), therefore, 

transduction was necessary to enable expression of these receptors on CL4 T-cells. Furthermore, 

non-transduced SILs upregulated TIM3-GFP by ~2-fold on average compared to T-cells that did 

not encounter spheroids (Figure 5.2c, left). Accordingly, TIM3-GFP++ T-cells expressed significantly 

higher levels of TIM3 versus CEACAM1-TIM3-GFP++ T-cells and non-transduced SILs, while 

CEACAM1-TIM3-GFP++ T-cells expressed significantly higher (~20-fold higher) TIM3 levels versus 

non-transduced SILs (Figure 5.2c, left). According to GFP expression, the level of CEACAM1 

expressed by CEACAM1++ and CEACAM1-TIM3-GFP++ T-cells did not significantly differ (Figure 5.2c, 

right). Accordingly, antibody staining for CEACAM1 confirmed a comparable CEACAM1 expression 

level on CEACAM1-GFP++ versus CEACAM1-TIM3-GFP++ cells, although the number of CEACAM1-

TIM3-GFP++ cells available for antibody staining was limited (Supplementary Figure 8.3b, right 

panel).  

As a result of the retroviral transduction method used herein and the different efficiencies of 

transducing the above retroviral constructs into CL4 T-cells, there are technical caveats to 

consider when interpreting 2D and 3D cytotoxicity assays that used CEACAM1-TIM3-GFP++ T-cells. 

Firstly, independent of protein functions, the overexpression of two different proteins versus one 

protein may have put an extra translational stress on CEACAM1-TIM3-GFP++ cells by reducing the 
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number of free ribosomes, which could reduce the cytotoxic potential of these cells compared to 

T-cells that express only one protein (Ftractin-GFP++, CEACAM1++ and TIM3-GFP++ T-cells) (454, 

455). In future, the non-specific effect of double versus single protein overexpression on T-cell 

cytotoxicity should be further established by coexpressing TIM3 with a protein that is not a 

putative ligand and lacks functional effects, for example, by assessing the cytotoxicity of T-cells 

that overexpress both TIM3 and the olfactory receptor 2 (OLFR2) which is not endogenously 

expressed in T-cells. Nevertheless, the level of protein overexpression used herein has been 

previously shown to have no impact on T-cell activation as measured by the ability of T-cells to 

form cell couples with APCs, suggesting T-cell suppression from translational stress in this system 

is unlikely (456). Secondly, since GFP-sorted CEACAM1-TIM3-GFP++ and CEACAM1-GFP++ T-cells 

were a much smaller proportion of the presort population compared to the TIM3-GFP++ 

population (Figure 5.2b), they each comprised a more selective population of the most activated 

cells. This is because successful retroviral transduction requires dissolution of the nuclear 

membrane during T-cell proliferation, and the most activated T-cells proliferate the most. Thus, 

independent of protein functions, it is conceivable that the CEACAM1-GFP and CEACAM1-TIM3-

GFP populations used in the cytotoxicity assays are more activated than the TIM3-GFP++ 

population, which comprised a larger proportion of the presort population. Overall, the caveat is 

that it is unclear how translational stress and the transduction efficiencies affected the 

functionality of the T-cell populations used in the cytotoxicity assays. Nevertheless, whichever 

effect is greater, (inhibition of CEACAM1-TIM3-GFP++ T-cells due to translational stress, or 

enhanced activation of CEACAM1-GFP++ and CEACAM1-TIM3-GFP++ cells because they are from a 

smaller fraction of the most activated cells), any differences in how CEACAM1 and TIM3 

coregulate T-cell functions in the 2D versus 3D models can still indicate whether there is context-

dependent regulation between these receptors. Moreover, using TIM3 blockade treatment can be 

used to investigate if CEACAM1 and TIM3 directly bind via the FGCC’ cleft of TIM3 to mediate 

effects. Lastly, the different TIM3-GFP++ expression levels between CEACAM1-TIM3-GFP++ and 

TIM3-GFP++ will need to be taken into consideration when interpreting results (discussed later). 

5.2.2.  CEACAM1 overexpression alone had no effect on T-cell cytotoxicity versus control T-cells in 

the 2D and 3D Renca models. 

Before we investigated the effect of CEACAM1 coexpression in cis with TIM3 on CL4 T-cells, we 

determined the effect of CEACAM1 overexpression alone on SIL cytotoxicity. Thus, CL4 CD8 T-cells 

were retrovirally transduced to overexpress GFP-tagged CEACAM1 or Ftractin (CEACAM1-GFP++, 

Ftractin-GFP++ CL4) and then plated in a 3D microscopic cytotoxicity assay with RencaHAtdT 

spheroids (Figure 5.3a). The mean normalised increase in DRAQ7+ volume per spheroid did not 

differ between the CEACAM1-GFP++ group versus the Ftractin-GFP++ CL4 group at any timepoints 

(Figure 5.3b, left table). Although Ftractin-GFP++ but not CEACAM1-GFP++ T-cells caused a 
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significant increase in DRAQ7+ spheroid volume at 12h (compared to DRAQ7+ volume at 4h), there 

was no consistent effect across independent repeats (Figure 5.3b). SIL density (Figure 5.3b), 

spheroid volumes (Figure 5.3c) and spheroid shapes (Figure 5.3d) did not differ between groups. 

To determine the effect of CEACAM1 overexpression on CL4 T-cell cytotoxicity in the 2D model, 

Ftractin-GFP++ and CEACAM1-GFP++ T-cells were plated in a 2D microscopic cytotoxicity assay. 

There were no significant differences in the rate of killing of Renca cells (Figure 5.3f) or IFN-γ 

secretion (Figure 5.3g) by Ftractin-GFP++ and CEACAM1-GFP++ T-cells. 

Overall, these data indicated that CEACAM1 overexpression alone had no stimulatory or inhibitory 

effect on tumour specific CD8 T-cells in the 2D and 3D Renca models (Figure 5.4a).  
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Figure 5.2 Transduction of CL4 T-cells with DNA constructs encoding CEACAM1 was associated 
with a decreased transduction efficiency, but coexpression of CEACAM1 and TIM3 in cis was 
achieved. 
a) Representative flow cytometry dot plots of TIM3 and CEACAM1 expression by CD8 CL4 T-cells 
retrovirally transduced to overexpress TIM3-GFP, CEACAM1-GFP and CEACAM1-TIM3-GFP. For 
the CEACAM1-TIM3-GFP DNA transduction construct, cleavage of CEACAM1 from TIM3-GFP 
during translation at a P2A peptide linker enables separate coexpression of CEACAM1 and TIM3 in 
cis. b) Representative flow cytometry dot plots show the GFP-based sorting gate for transduced T-
cells used in subsequent 2D and 3D cytotoxicity assays. A gate denoted ‘GFP+ve’ was used to 
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isolate T-cells that overexpressed proteins above a consistent threshold. Using this restricted gate 
helped to reduce variation in the protein overexpression levels between conditions; cells found 
between the lower boundary of the GFP+ve gate and upper boundary of the GFP-ve gate express 
low levels of the GFP-tagged protein. c, left panel) The fold-change in GFP median fluorescent 
intensity (MFI) in GFP-positive T-cells, versus non-transduced GFP-negative T-cells, is shown for T-
cells transduced to overexpress TIM3-GFP (green) and CEACAM1-TIM3-GFP (blue). Non-
transduced SILs were isolated from spheroids after overnight incubation in the 3D cytotoxicity 
assay and antibody-stained for TIM3 cell surface expression using flow cytometry; the fold-change 
in MFI of SILs versus T-cells cultured in vitro in the absence of spheroids is shown (blue). c, right 
panel) The fold-change in GFP MFI in GFP-positive T-cells, versus non-transduced GFP-negative T-
cells is shown for T-cells transduced to overexpress CEACAM1-TIM3-GFP and CEACAM1-GFP. Each 
point in c) represents one of three and four independent repeats of data on transduced T-cells 
and SILs, respectively. Error bars show mean ± SEM, and means were compared using One-Way 
ANOVA. Representative dot plots of GFP *Data in a) was acquired by Hanin Alamir of the Wülfing 
laboratory. 
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Figure 5.3 CEACAM1 overexpression did not affect CL4 T-cell cytotoxicity in the 3D or 2D 
RencaHAtdT models.  
a) Spheroids were plated with 200,000 CL4 T-cells per well, which overexpressed CEACAM1-GFP 

or Ftractin-GFP in the 3D microscopy cytotoxicity assay. b) Spheroid dead volume at each 

timepoint was normalised to the initial dead volume at 2h and then to the average dead volume 

of the Spheroid only group. b, left table) shows no significant differences between groups at each 

time point, means were compared by Two-Way ANOVA, matched by repeat and timepoint. b, 

right table) shows significant death over time within each group, means were compared to the 

mean at 4h within each group, using Two-Way ANOVA and Dunnett’s test, matched by repeat and 

timepoint. c) SIL density over the course of a 3D microscopic cytotoxicity assay is shown for both 

groups plated with T-cells, means were compared by Two-Way ANOVA, matched by repeat and 

timepoint. d) Spheroid volume across all groups at 2h post-plating for the 3D microscopic 

cytotoxicity assay. In c) and d) means were compared using a One-Way ANOVA, matched by 

repeat. e) Spheroid sphericity (how well spheroid shapes fit a perfect sphere) across both groups 

at 2h post-plating; a value of 1.0 indicates a perfect sphere. f) 2 µg/ml KdHA pulsed RencaHAtdT 

cells were plated as target cells with CL4 T-cells for 2D microscopic cytotoxicity assays. Individual 

points show the mean rate of killing by CL4 T-cells that overexpressed CEACAM1-GFP or Ftractin-

GFP from one of four independent repeats. Lines connect data from the same independent 

repeat. Means are representative of four replicate wells. g) IFN-γ concentration of supernatant 

from wells of the 2D microscopic cytotoxicity assay, each point represents the mean from three 

replicate wells, from four total independent repeats. In f) and g) means were compared using 

one-tailed paired t-tests. For all graphs, individual points represent a mean of four independent 

repeats. n=3-5 spheroids per group, per repeat. For all graphs, error bars show mean ± SEM and 

ns= non-significant p-values across all comparisons. 
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5.2.3.  In the 3D Renca model, coexpression of CEACAM1 with TIM3 in cis on CD8 T-cells abrogated 

TIM3-dependent inhibitory signalling, in a manner not reversible by acute TIM3 blockade. 

In order to determine the effect of CEACAM1 coexpression in cis with TIM3 on CL4 T-cells, TIM3-

GFP++, CEACAM1-GFP++ or CEACAM1-TIM3-GFP++ CL4 T-cells were plated in a 3D microscopic 

cytotoxicity assay with RencaHAtdT spheroids (Figure 5.4a). The mean normalised increase in 

DRAQ7+ volume per spheroid was significantly higher in the CEACAM1-GFP++ group versus the 

TIM3-GFP++ CL4 group at 10 and 12h (Figure 5.4b, left table). Moreover, the mean normalised 

increase in DRAQ7+ volume per spheroid was significantly higher in the CEACAM1-TIM3-GFP++ 

group versus the TIM3-GFP++ group at 12h, while there were no significant differences in the 

DRAQ7+ spheroid volumes between the CEACAM1-GFP++ and CEACAM1-TIM3-GFP++ groups at any 

timepoint (Figure 5.4b). CEACAM1-GFP++ and CEACAM1-TIM3-GFP++ T-cells caused a significant 

increase in DRAQ7+ volume per spheroid (compared to the DRAQ7+ spheroid volume at 4h) by 10 

and 12h post-plating of T-cells with spheroids, respectively, whereas TIM3-GFP++ T-cells did not 

cause a significant increase in DRAQ7+ spheroid volume at any timepoint (Figure 5.4b, right table).  

To establish if the results regarding spheroid death were due to different levels of T-cell 

cytotoxicity, possible confounding factors were assessed for differences between groups. No 

significant differences in SIL density were found although a non-significant trend was observed 

wherein the mean CEACAM1-TIM3-GFP++ SIL density was lower than in the CEACAM1-GFP++ or 

TIM3-GFP++ groups over all timepoints, suggesting an altered ability of the T-cells to adhere to 

spheroids (Figure 5.4c). This further confirmed that the cytotoxic potential of CEACAM1-TIM3-GFP 

SILs was higher versus TIM3++ SILs on a per cell basis as, in general, less SILs caused higher 

spheroid death, when CEACAM-TIM3-GFP++ and TIM3++ SILs were compared. Spheroid volumes 

(Figure 5.4d) or spheroid shapes (Figure 5.4e) did not differ between treatment groups. 

Notably, a caveat to these experiments is that T-cells transduced to overexpress both TIM3-GFP 

and CEACAM1 in cis had a lower TIM3-GFP expression level versus T-cells that overexpressed 

TIM3-GFP alone (~2.5 times less), according to the GFP-positivity of transduced cells and antibody 

staining (Figure 5.2c, Supplementary Figure 8.3b). Therefore, the differences between the 

CEACAM1-TIM3-GFP++ and TIM3-GFP++ groups could be due to the reduced expression level of 

TIM3 and therefore reduced suppression of the double positive T-cells in the 3D microscopic 

cytotoxicity assay. However, CEACAM1-TIM3-GFP++ T-cells still expressed ~20-fold higher levels of 

TIM3 versus non-transduced T-cells which expressed almost no TIM3, therefore, it would be 

surprising if this level of TIM3 overexpression was insufficient to transmit inhibitory signals to 

suppress T-cell cytotoxicity in the 3D model. It is of interest in future to confirm that the levels of 

TIM3 expressed by CEACAM1-TIM3-GFP++ T-cells could still suppress CL4 T-cell cytotoxicity in the 

3D model, in the absence of CEACAM1 coexpression- unfortunately, this was not completed 
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during this project, although preliminary data from the lab has suggested that levels of TIM3 on 

CEACAM1-TIM3-GFP++ versus TIM3-GFP++ cells could suppress T-cell cytotoxicity to a similar 

degree in the 3D model. As we expect that the level of TIM3 expressed by CEACAM1-TIM3-GFP++ 

cells was sufficient to significantly suppress T-cell cytotoxicity, the finding that there was no 

significant difference in cytotoxicity between CEACAM1-TIM3-GFP++ and CEACAM1-GFP++ cells, 

(the latter of which lacked TIM3 expression) suggested that coexpression of CEACAM1 

counteracted TIM3-mediated suppression of CEACAM1-TIM3-GFP++ T-cells. 

In this case, CEACAM1 either directly bound to TIM3 to abrogate TIM3-mediated suppression, or 

indirectly counteracted TIM3 inhibitory signalling. We tested whether there was a direct 

interaction between CEACAM1 and the FGCC’ cleft of TIM3 in cis, by plating CEACAM1-TIM3-GFP++ 

T-cells ± anti-TIM3 mAb into a 3D microscopic cytotoxicity assay (Figure 5.5a). (TIM3 blockade 

treatment in all experiments in this project involved 1h pre-incubation of T-cells with the anti-

TIM3 mAb, in addition to TIM3 blockade treatment throughout the assay.) An anti-CEACAM1 

blocking antibody was not included in these experiments due to a lack of an available antibody 

clone with confirmed CEACAM1 blocking activity. No significant differences in spheroid death 

were found in the presence of anti-TIM3 blockade at each timepoint (Figure 5.5b, left panel). 

Although there was a significant increase in DRAQ7+ volume per spheroid (compared to DRAQ7+ 

spheroid volume at 4h) in the presence but not absence of acute TIM3 blockade, it was not a 

consistent difference across independent repeats (Figure 5.5b, right table). Although non-

significant, acute TIM3 blockade treatment consistently enhanced the SIL density of these double 

positive T-cells over time (Figure 5.5c). This is interesting in the context of previous data which 

indicated that CEACAM1-TIM3-GFP++ SILs infiltrated at lower density versus either CEACAM1-

GFP++ or TIM3-GFP++ SILs (Figure 5.4c). Spheroid volumes (Figure 5.5d) or spheroid shapes (Figure 

5.5e) did not differ between treatment groups. 

Overall, one caveat of these experiments is that the lower TIM3 expression level on double 

positive T-cells could account for the reduced suppression of CEACAM1-TIM3-GFP++ versus TIM3-

GFP++ cells, if TIM3 caused dose-dependent T-cell suppression. However, given that CEACAM1-

TIM3-GFP++ T-cells express ~20-fold higher levels of TIM3 versus non-transduced cells (which 

similar to CEACAM1-GFP++ T-cells, express no/almost no TIM3), we expect that this TIM3 

expression level could still transmit suppressive signalling to reduce T-cell cytotoxicity. As the 

cytotoxicity of CEACAM1-TIM3-GFP++ and CEACAM1-GFP++ T-cells (the latter of which lacked TIM3 

expression) did not significantly differ, the expression of CEACAM1 in cis with TIM3 on T-cells 

seemed to counteract TIM3-mediated suppression of CEACAM1-TIM3-GFP++ T-cells. TIM3 

blockade treatment did not affect the cytotoxicity of CEACAM1-TIM3-GFP++ T-cells, suggesting 

that CEACAM1 coexpression abrogated TIM3-mediated suppression without a requirement for 
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binding the FGCC’ cleft of TIM3. On the other hand, although not significant, TIM3 blockade 

treatment enhanced the density of CEACAM1-TIM3-GFP++ SILs, suggesting that CEACAM1 reduced 

T-cell adherence to spheroids as a result of direct binding to the TIM3 FGCC’ cleft. 
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Figure 5.4 In the 3D microscopic cytotoxicity assay, CEACAM1 co-expression with TIM3 in cis 
enhanced and inhibited CL4 cytotoxicity compared to CL4 T-cells which overexpressed solely 
TIM3 or CEACAM1, respectively. Differences in SIL density and spheroid dimensions did not 
account for differences in cytotoxicity resulting from TIM3 and/or CEACAM1 overexpression.  
a) Spheroids were plated with 200,000 CL4 T-cells which overexpressed CEACAM1-GFP, TIM3-GFP 
or both in cis (CEACAM1-TIM3-GFP), per well, in the 3D microscopic cytotoxicity assay. b) 
Spheroid dead volume at each timepoint was normalised to the initial dead volume at 2h and 
then to the average dead volume of the Spheroid only group. b, left table) shows significant 
differences between groups at each time point, means were compared at each time point using a 
Two-Way ANOVA, matched by timepoint, but not repeat, as two repeats lacked either the 
CEACAM1-GFP or CEACAM1-TIM-GFP condition. b, right table) shows significant death over time 
within each group, means were compared to the mean at 4h within each group, using Two-Way 
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ANOVA and Dunnett’s test, matched by timepoint. c) SIL density over the course of a 3D 
microscopic cytotoxicity assay is shown for all groups plated with T-cells. d) Spheroid volume 
across all groups at 2h post-plating for the 3D microscopic cytotoxicity assay. e) Spheroid 
sphericity (how well spheroid shapes fit a perfect sphere) across groups at 2h post-plating; a value 
of 1.0 indicates a perfect sphere. Means were compared using a One-Way ANOVA. For all graphs, 
each individual point represents a mean of five independent repeats, n=2-4 spheroids per group, 
per repeat. Error bars show Mean ± SEM and ns= non-significant p-values across all comparisons.  
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Figure 5.5 Acute TIM3 blockade using incubation with anti-TIM3 mAb did not affect the 
cytotoxicity of CL4 T-cells which co-expressed CEACAM1 and TIM3 in cis during the 3D 
microscopic cytotoxicity assay. Differences in spheroid dimensions did not contribute to the 
lack of effect of acute TIM3 blockade of CL4 T-cells which co-expressed CEACAM1 and TIM3 in 
cis. SIL densities were indicated to differ between groups. 
a) Spheroids were plated with 200,000 CL4 T-cells per well, which overexpressed both CEACAM1 

and TIM3 (CEACAM1-TIM3-GFP) in cis ± anti-TIM3 mAb in the 3D microscopy cytotoxicity assay. 

TIM3 blockade treatment in this project involved 1h preincubation of T-cells with anti-TIM3 mAb, 

and the presence of TIM3 blockade throughout the entire assay. Spheroid dead volume at each 

timepoint was normalised to the initial dead volume at 2h and then to the average dead volume 

of the Spheroid only group. b, left table) shows no significant differences between groups at each 

time point, means were compared at each time point using a Two-Way ANOVA, matched by 
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repeat and timepoint. b, right table) shows significant death over time within each group, means 

were compared to the mean at 4h within each group, using Two-Way ANOVA and Dunnett’s test, 

matched by repeat and timepoint. c) SIL density over the course of a 3D microscopic cytotoxicity 

assay is shown for all groups plated with T-cells. d) Spheroid volume across all groups at 2h post-

plating for the 3D microscopic cytotoxicity assay. e) Spheroid sphericity (how well spheroid shapes 

fit a perfect sphere) across groups at 2h post-plating; a value of 1.0 indicates a perfect sphere. 

Each individual point represents a mean of three independent repeats. n=3-4 spheroids per 

group, per repeat. Means were compared using a One-Way ANOVA, matched by repeat. For all 

graphs, error bars show Mean ± SEM and ns= non-significant p-values across all comparisons. 
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5.2.4.  In the 2D Renca model, coexpression of CEACAM1 with TIM3 in cis abrogated TIM3-

dependent stimulatory signalling, in a manner not reversible by acute TIM3 blockade. 

To establish the effect of CEACAM1 and TIM3 coexpression in cis on CL4 T-cell cytotoxicity in the 

2D Renca model, Ftractin-GFP++, TIM3-GFP++, CEACAM1-GFP++ and CEACAM1-TIM3-GFP++ CL4 T-

cells were plated onto RencaHAtdT target cells in the 2D microscopic cytotoxicity assay (Figure 

5.6a). CEACAM1-TIM3-GFP++ T-cells displayed a significantly reduced rate of killing versus TIM3-

GFP++ T-cells (Figure 5.6b). CEACAM1-TIM3-GFP++ T-cells also displayed a marginally reduced rate 

of killing versus CEACAM1-GFP++ and Ftractin-GFP++ T-cells (Figure 5.6b). There were no significant 

differences in the rate of killing between Ftractin-GFP++, CEACAM1-GFP++ and TIM3-GFP++ T-cells, 

in line with the lack of effect of CEACAM1 expression alone versus Ftractin++ cells in the 3D assay 

(Figure 5.3b) although, as previously discussed (Chapter 4 Figure 1.6b), TIM3-GFP++ cells showed a 

small stimulatory effect versus Ftractin-GFP++ T-cells. 

Notably, a significantly lower level of IFN-γ was secreted by Ftractin-GFP, CEACAM1-GFP++ and 

CEACAM1-TIM3-GFP++ compared to TIM3-GFP++ cells. There were no significant differences in IFN-

γ secretion between Ftractin-GFP, CEACAM1-GFP++ and CEACAM-TIM3-GFP++ T-cells during the 

assay, in corroboration with the comparable cytotoxicity data across these groups (Figure 5.6c).  

In total, the data suggested that CEACAM1 coexpression in cis abrogated the stimulatory effect of 

TIM3 overexpression. This is similar to the effect of CEACAM1 coexpression with TIM3 in cis in the 

3D model, where CEACAM1 coexpression with TIM3 counteracted TIM3-mediated suppression. As 

TIM3 has a small stimulatory effect in the 2D model, it is possible that the reduced expression 

level of TIM3 on CEACAM1-TIM3-GFP++ versus TIM3-GFP++ T-cells accounted for the reduced 

activation of the double positive cells, however, as discussed previously, it is unlikely that a 50-

fold versus 20-fold upregulation of TIM3 would cause large differences in stimulatory signalling. 

To determine if CEACAM1 bound to the FGCC’ cleft on TIM3 to suppress T-cell effector functions, 

CEACAM1-TIM3-GFP++ T-cells ± anti-TIM3 mAb were plated onto RencaHAtdT target cells in the 2D 

microscopic cytotoxicity assay (Figure 5.7a). Acute blockade using anti-TIM3 mAb had no effect on 

the rate of killing or IFN-γ secretion by CEACAM1-TIM3-GFP++ T-cells (Figure 5.7b, c). Thus, as in 

the 3D model, we concluded that CEACAM1 abrogated the stimulatory effect of TIM3 without a 

requirement for binding the FGCC’ cleft on TIM3. 

Overall, as previously mentioned, overexpression of two versus one protein could potentially 

explain the relatively suppressed state of CEACAM1-TIM3-GFP++ cells in the 2D system, however, 

this cannot be clarified without further experiments and we believe this to be unlikely (previously 

discussed). Caveats aside, it is likely that CEACAM1 abrogated the stimulatory effect of TIM3 

overexpression in the 2D model; previously, CEACAM1 abrogated the inhibitory effect of TIM3 

overexpression in the 3D model. Together, the data from both models suggest a consistent role of 
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CEACAM1 in cis to abrogate stimulatory or inhibitory TIM3 signalling without a requirement for 

binding the TIM3 FGCC’ cleft.  
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Figure 5.6 CEACAM1 co-expression with TIM3 in cis suppressed CL4 T-cell cytotoxicity and IFNγ 
secretion during co-incubation with KdHA-pulsed 2D RencaHAtdT target cells in the 2D 
microscopic cytotoxicity assay, compared to either TIM3 or CEACAM1 overexpressing CL4 T-
cells, while TIM3 overexpressing T-cells secreted a higher level of IFNy compared to CEACAM1 
overexpressing T-cells. 
a) 2 µg/ml KdHA pulsed RencaHAtdT cells were plated as target cells with CL4 T-cells for 2D 
microscopic cytotoxicity assays. Individual points shows the mean rate of killing by CL4 T-cells that 
overexpressed CEACAM1-GFP, TIM3-GFP or both in cis (CEACAM1-TIM3-GFP) from one of four 
independent repeats. Lines connect data from the same independent repeat. Means are 
representative of four replicate wells. b) IFNγ concentration of supernatant from wells of the 2D 
microscopic cytotoxicity assay at the end of the assay (18h after coincubation of T-cells and 
RencaHAtdT cells); each point represents the mean from three replicate wells, from four total 
independent repeats. For both graphs, means were compared using a One-Way ANOVA, matched 
by repeat.  
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Figure 5.7 Acute TIM3 blockade using incubation with anti-TIM3 mAb did not affect cytotoxicity 
or IFNγ secretion by CL4 T-cells which co-expressed CEACAM1 and TIM3 in cis, during the 2D 
microscopic cytotoxicity assay. 
a) 2 µg/ml KdHA pulsed RencaHAtdT cells were plated as target cells with CL4 T-cells for 2D 
microscopic cytotoxicity assays. b) Each point shows the mean rate of killing by CL4 T-cells that 
overexpressed both CEACAM1 and TIM3 in cis (CEACAM1-TIM3-GFP) ± anti-TIM3 mAb from one 
of three independent repeats. Individual points represent the mean of an independent repeat and 
lines connect data from the same independent repeat, from a total of three independent repeats. 
Means from three-four replicate wells were compared using a one-tailed, paired t-test. c) IFN-γ 
concentration of supernatant from wells of the 2D microscopic cytotoxicity assay, each point 
represents the mean from three replicate wells, for a total of two independent repeats. For all 
graphs means were compared using a one-tailed paired t-test and ns= non-significant p-value. 
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5.2.5.  CEACAM1 in trans inhibits tumour-specific CD8 killing but enhanced IFN-γ secretion 

irrespective of TIM3 expression by T-cells. 

Next, we investigated the possibility that CEACAM1 functions as a TIM3 ligand in trans, expressed 

by opposing tumour cells. Accordingly, the RencaHA cell line was transfected to overexpress 

CEACAM1-tdTomato relative to the control RencaHA line (Figure 5.8a, left), to form the 

RencaHACEAC1 cell line (Figure 5.8a, right). TIM3-GFP++, Ftractin-GFP++ and CEACAM1++ CL4 T-cells 

were plated, in parallel, onto either RencaHAtdT or RencaHACEAC1 target cells in the 2D microscopic 

cytotoxicity assay (Figure 5.8b). The rate of killing by TIM3-GFP++ and Ftractin-GFP++ T-cells was 

significantly suppressed by the presence of CEACAM1 in trans irrespective of acute anti-TIM3 

blockade (Figure 5.8c, left and middle). Although non-significant, in the majority of independent 

repeats, the level of IFN-γ secreted by Ftractin-GFP++ and TIM3-GFP++ T-cells was enhanced when 

CEACAM1 was expressed in trans (Figure 5.8d, left and middle). CEACAM1-GFP++ cells showed the 

same pattern of reduced killing rate and enhanced IFN-γ secretion in response to CEACAM1 

overexpression in trans, albeit without reaching statistical significance (Figure 5.8c, d, right). 

Overall, CEACAM1 in trans inhibited T-cell cytotoxicity, but slightly elevated IFN-γ secretion 

irrespective of TIM3 or CEACAM1 expression by the T-cells, both of which are reported to be 

CEACAM1 ligands. The intact IFNγ secretion by T-cells suggested that CEACAM1 in trans did not 

broadly attenuate proximal TCR signalling processes- which are reported to be regulated by these 

receptors. Instead, CEACAM1 in trans may have regulated more specific pathways, such as 

cytoskeletal rearrangements necessary for the execution of cytolytic killing.  
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Figure 5.8 RencaHA cells were transduced to overexpress CEACAM1-tdTomato. CEACAM1 in 
trans had no affect on calcium flux or coupling frequency of Ftractin CL4 T-cells. CEACAM1 in 
trans inhibits CL4 T-cell killing irrespective of TIM3 expression level or acute anti-TIM3 blockade. 
a) RencaHAtdT and RencaHACEAC1 lines were stained to detect CEACAM1 expression level, a dot plot 
of side scatter area, versus CEACAM1-APC fluorescent intensity is plotted. b) 2 µg/ml KdHA pulsed 
RencaHAtdT and RencaHACEAC1 cells were plated as target cells with CL4 T-cells for 2D microscopic 
cytotoxicity assays. c) Each point shows the mean rate of killing by CL4 T-cells that overexpressed 
Ftractin-GFP, CEACAM1-GFP or TIM3-GFP, ± anti-TIM3 mAb. Means from four replicate wells were 
compared using a One-Way ANOVA for each T-cell type. Individual points represent the mean 
from an independent repeat. d) IFN-γ concentration of supernatant from wells of the 2D 
microscopic cytotoxicity assay, each point represents the mean from three replicate wells, for a 
total of four, five and three independent repeats for Ftractin-GFP, TIM3-GFP and CEACAM1-GFP 
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groups, respectively. Means were compared using a one-tailed paired t-test. Lines connect data 
from the same independent repeat. ns= non-significant p-value.  
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5.2.6.  CEACAM1 in trans does not suppress tumour-specific CD8 T-cell calcium flux during cell 

coupling to targets or the ability of the T-cells to couple to targets but causes defective T-

cell polarisation and reduced stability of the T-cell: target cell interface in 2D. 

To confirm that a general attenuation of proximal TCR signalling was not responsible for the 

inhibition of CL4 T-cell cytotoxicity (irrespective of TIM3 and CEACAM1 overexpression on T-cells), 

we investigated whether CEACAM1 in trans impacted on calcium signalling during cell coupling 

between T-cells and Renca targets. Fura-2 is a calcium sensor fluorescent dye which can be used 

to quantify calcium flux in T-cells, although it does not enable absolute measurements of 

intracellular calcium concentration (457). Fura-2-loaded Ftractin++ T-cells were plated with 

RencaHAtdT or RencaHACEAC1 2D target cells, and intracellular calcium flux was measured during 

couple formation (Figure 5.9a). As expected, no significant differences in the calcium flux of 

Ftractin++ CL4 T-cells was observed in response to CEACAM1 overexpression in trans (Figure 5.9b). 

We then hypothesised that CL4 T-cell: Renca cell coupling frequencies may be reduced in the 

presence of CEACAM1 in trans, as the formation of cell couples is the first step required for the 

execution of cytolytic killing. However, the percentage of Ftractin-GFP++ T-cells that committed to 

cell couple formation upon contacting Renca target cells was unaffected by CEACAM1 

overexpression by target cells (Figure 5.9c). 

Next, we hypothesised that the presence of CEACAM1 in trans may induce a polarisation defect in 

CL4 T-cells upon coupling to Renca target cells, causing defective delivery of cytotoxic granules 

and reduced T-cell cytotoxicity. As previously discussed, measurement of the length: width ratio 

of T-cells upon cell coupling to Renca targets quantifies how elongated the cell is; a more 

elongated morphology is associated with less effective T-cell polarisation for delivery of the lytic 

hit (434, 435). We also hypothesised that CEACAM1 in trans may destabilise the interface 

between T-cells and Renca cells, suppressing T-cell cytotoxicity. As before, we measured the 

frequency and time of onset of off-interface lamellipodia (OIL) displayed by T-cells. Lamellipodia 

are membrane protrusions that enable T-cells to adhere to their targets when they stretch 

towards the target cell to stabilise the interface; OIL, however, disrupt T-cell killing of tumour 

cells, because they move away from the target cell and destabilise the interface (187, 437, 438). 

To investigate how CEACAM1 in trans might regulate CL4 T-cell polarisation and interface stability, 

TIM3-GFP++ and Ftractin-GFP++ cells were plated with RencaHAtdT or RencaHACEAC1 2D target cells 

(Figure 5.10a).  

Upon coincubation with RencaHACEAC1 versus RencaHAtdT cells, Ftractin-GFP++ T-cells had a 

significantly more elongated morphology at 1min and 3mins post-couple formation (Figure 5.10b, 

top). Furthermore, the percentage of Ftractin-GFP++ T-cells displaying OIL was significantly higher 

upon cell coupling to RencaHACEAC1 compared to RencaHAtdT cells (Figure 5.10c top). However, the 



 

209 
 

time of onset of OIL did not differ when Ftractin-GFP++ cells coupled to either RencaHAtdT or 

RencaHACEAC1 targets (Figure 5.10d top).  

Upon coincubation with RencaHACEAC1 versus RencaHAtdT cells, TIM3-GFP++ T-cells had a 

significantly more elongated morphology at the initiation of couple formation (0mins) and at 1 

and 3mins (Figure 5.10b, middle). As with Ftractin-GFP++ T-cells, the percentage of TIM3-GFP++ 

cells displaying OIL was significantly higher upon cell coupling to RencaHACEAC1 compared to 

RencaHAtdT cells (Figure 5.10c middle). Unlike Ftractin-GFP++ cells, there was a significantly shorter 

mean time before TIM3-GFP++ T-cells displayed OIL when they coupled to RencaHACEAC1 targets 

versus RencaHAtdT control (Figure 5.10d, middle). 

As previously discussed, when Ftractin-GFP++ and TIM3-GFP++ T-cells coupled to RencaHAtdT
 targets 

there was no significant TIM3-specific effect on T-cell morphology, although TIM3-GFP++ T-cells 

were slightly rounder under lower peptide stimulus conditions. Meanwhile, TIM3-GFP++ T-cells, 

versus Ftractin-GFP++ T-cells, displayed: a higher coupling frequency, less OIL, and the onset of OIL 

in TIM3-GFP++ T-cells was later (Chapter 4, Figure 1.5b). Upon coupling to RencaCEAC1 targets, 

TIM3-GFP++ cells showed a significantly more elongated morphology versus Ftractin-GFP++ cells at 

earlier timepoints of 0 and 1mins after cell couple formation indicating a small TIM3-specific 

effect of CEACAM1 in trans (Figure 5.10c bottom). Notably, TIM3 overexpression (compared to 

Ftractin-GFP++ T-cells) reduced the percentage of T-cells displaying OIL by ~12% with RencaHACEAC1 

targets (Figure 5.10c bottom) and ~50% with and RencaHAtdT targets (Chapter 4 Figure 1.5c). 

Furthermore, unlike with RencaHAtdT targets, there was no significant difference between the 

mean time until OIL were displayed when comparing TIM3-GFP++ and Ftractin-GFP++ T-cells 

coupling to RencaHACEAC1 targets (Figure 5.10d, bottom). Together, the data suggests that 

CEACAM1 in trans inhibited TIM3-dependent interface stabilisation, by causing faster and more 

frequent onset of interface-destabilising OIL. 

Overall, CEACAM1 overexpression by RencaHA cells in trans had an inhibitory effect on 

polarisation of both Ftractin-GFP++ and TIM3-GFP++ cells, as measured by T-cell morphology, and 

interface stability, as measured by the frequency of cells that displayed OIL. This effect of 

CEACAM1 in trans to inhibit effective polarisation and destabilise the interface, regardless of TIM3 

expression level, suggests that these mechanisms accounted for the decreased cytotoxicity of CL4 

T-cells against Renca targets that overexpress CEACAM1. Although it had no discernible effect on 

cytotoxicity, TIM3-GFP++ but not Ftractin-GFP++ cells exhibited a faster onset of OIL when 

CEACAM1 was overexpressed in trans, suggesting that CEACAM1 in trans counteracted the 

previously observed costimulatory effect of TIM3 to delay the onset of OIL. In support of this idea, 

whereas TIM3 overexpression (compared to Ftractin-GFP++ T-cells) was previously found to delay 

the onset of OIL in the context of RencaHAtdT targets, TIM3 overexpression had no impact on the 
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temporal onset of OIL with RencaHACEAC1 targets. TIM3-GFP++ T-cells versus Ftractin-GFP++ cells 

were more elongated at early timepoints upon cell coupling suggesting that CEACAM1 in trans 

had a TIM3-specific effect. In further support of CEACAM1-mediated abrogation of the interface-

stabilising effect of TIM3 overexpression, TIM3 overexpression (compared to Ftractin-GFP++ T-

cells) was associated with a ~4-fold smaller reduction in the proportion of T-cells displaying OIL 

when Renca targets overexpressed CEACAM1 (compared to RencaHAtdT targets).  
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Figure 5.9 CEACAM1 in trans overexpressed by Renca had no effect on calcium flux or coupling 
frequency of Ftractin CL4 T-cells to 2D targets. 
a) Fura-2-loaded CL4 T-cells that overexpressed Ftractin-GFP were plated onto a RencaHAtdT 
target monolayer, which had been pulsed with 2 µg/ml KdHA. Means at each timepoint were 
compared using multiple t-tests with the Holm Sidak correction. b) Ratio of Fura-2 emission upon 
excitation at 340nm over 380nm is shown. Individual points represent the mean and error bars 
represent means ± SEM shown for 27 and 15 T-cells that coupled to RencaHACEAC1 and RencaHAtdT 
targets, respectively, from 3 independent repeats. c) Cell coupling frequencies are shown with 
individual points representing the mean from three independent repeats. 
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Figure 5.10 CL4 T-cells that coupled to Renca targets that overexpressed CEACAM1 in trans 
displayed a longer morphology and a higher frequency of off-interface lamellipodia irrespective 
of TIM3 expression level by CL4 T-cells. T-cells which overexpressed TIM3-GFP, but not Ftractin-
GFP, showed a faster onset of off-interface lamellipodia when coupling to targets that 
overexpressed CEACAM1 in trans. With RencaCEAC1 targets, at early timepoints, CL4 that 
overexpressed TIM3-GFP versus Ftractin-GFP showed a longer morphology, and a lower 
percentage of cells that displayed off-interface lamellipodia was higher, while time of off-
interface lamellipodia did not differ. 
a) Fura-2-loaded CL4 T-cells that overexpressed Ftractin-GFP or TIM3-GFP were plated onto a 
RencaHAtdT or RencaHACEAC1 target monolayer, which had been pulsed with 2 µg/ml KdHA. b) The 
length and width of T-cells were measured upon tight coupling to targets; the ratio of 

length/width is shown at 0-3mins after tight-cell coupling. Elongation data was calculated for ≥36 
cell couples for each group, from 2-4 independent repeats per group. Individual data points 
represent a single T-cell. c) The percentage of T-cells with off-interface lamellipodia, calculated for 
≥20 couples per group, individual data points represent means and lines connect means from the 
same independent repeat. d) Time of the first appearance of off-interface lamellipodia, individual 
data points represent a single T-cell. In c) and d) groups using T-cells that overexpressed TIM3-
GFP and Ftractin-GFP, used data from two and three independent repeats, respectively. Error bars 
represent mean ± SEM and ns= non-significant p-values across all comparisons. e) Representative 
images of the length (red line) and width (yellow line) of T-cells at 0-3 minutes upon coupling to 
tumour targets. f) Representative image, left, shows a T-cell coupling to a RencaHACEAC1 target cell 
without off-interface lamellipodia (OIL), and the formation of an OIL in the subsequent timepoint 
in the right image. Scale bars represent 5 µm.  
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5.2.7.  Renca cells that overexpress CEACAM1 form spheroids with altered morphology. 

It was of interest to see whether CEACAM1 in trans also altered the tumour-specific CD8 T-cell 

response in the 3D Renca spheroid model. Interestingly, RencaHACEAC1 cells grew into spheroids 

that exhibited a more elongated and irregular morphology versus the highly spherical RencaHAtdT 

spheroids (Figure 5.11b). Quantification of spheroid morphology revealed that the 

longitudinal/perpendicular ratio of RencaHACEAC1 spheroids was significantly higher than of 

RencaHAtdT spheroids (Figure 5.11a). 

Since higher CEACAM1 expression by tumour cells is positively correlated with increased 

invasiveness and metastasis of tumour cells in vivo, the altered morphology of RencaHACEAC1 

spheroids could result from an increased ability of these cells to invade the surrounding ECM. 

Importantly, as a more elongated and irregular spheroid morphology would correspond to a 

larger surface area: volume ratio in RencaHACEAC1 versus RencaHAtdT control spheroids and CL4 T-

cells kill spheroids from the outside-in (previously described in Chapter 3, 1.11a, b), future 3D 

microscopic assays will calculate SIL densities using the surface areas rather than volumes of 

spheroids, to minimise the confounding effect of different spheroid shapes between RencaHACEAC1 

and RencaHAtdT spheroids. 
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Figure 5.11 RencaHACEAC1 spheroids displayed a more irregular and elongated morphology 
compared to RencaHAtdT spheroids. 
10-day-old RencaHAtdT and RencaHACEAC1 spheroids were imaged using a confocal microscope and 
the longitudinal and perpendicular axes were measured. a) Ratio of longitudinal/perpendicular 
spheroid axes. Individual points represent the mean from an independent repeat, with a total of 
four independent repeats. Error bars show mean ± SEM. b) Annotated representative grayscale 
images of a RencaHAtdT (left) and RencaHACEAC1 (right) spheroid; red lines illustrate the 
measurement of the spheroid axes, scale bar represents 100 µm. 
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5.2.8.  CEACAM1 overexpression by RencaHAtdT spheroids in trans inhibits tumour-specific CD8 T-

cell killing in the 3D Renca model. 

Ftractin-GFP++ T-cells were plated in a 3D microscopic cytotoxicity assay with RencaHAtdT or 

RencaHACEAC1 spheroids (Figure 5.12a). The mean normalised increase in DRAQ7+ volume per 

spheroid did not differ significantly between RencaHAtdT versus RencaHACEAC1 spheroids (Figure 

5.12b, left table). However, there was a significant increase in DRAQ7+ volume per spheroid 

(compared to the spheroid DRAQ7+ volume at 4h) in the RencaHAtdT group at 12h but not in the 

RencaHACEAC1 group, suggesting that there may be a small inhibitory effect of CEACAM1 in trans 

(Figure 5.12b, right table). Overall, while CEACAM1 in trans strongly inhibited the cytotoxicity of 

Ftractin-GFP++ T-cells in the 2D model, there was a very small, if any, inhibitory effect in the 3D 

model. The inhibition of T-cell cytotoxicity (by CEACAM1 in trans) in the 2D model was associated 

with defective T-cell polarisation and reduced interface stability; in this system T-cells formed 

interfaces with single Renca cells, therefore CEACAM1 in trans would have bound to a localised 

area of the T-cell. In contrast, at the undulated surface of a spheroid, T-cells are likely to make 

contact with multiple surrounding Renca cells, in addition to the primary target cell. It is 

conceivable that CEACAM1 in trans interactions with broader areas of the T-cell surface could 

therefore mitigate any localised, inhibitory effects on T-cell polarisation towards the primary 

target cell- repolarisation towards the primary target cell would then still occur. This is one 

possible explanation for how CEACAM1 in trans might inhibit T-cell polarisation and cytotoxicity in 

the 2D but not 3D model, accounting for the above observations.  

TIM3-GFP++ T-cells were plated in a 3D microscopic cytotoxicity assay with RencaHAtdT or 

RencaHACEAC1 spheroids (Figure 5.13a). The mean normalised increase in DRAQ7+ volume per 

spheroid was significantly higher in RencaHAtdT versus RencaHACEAC1 spheroids at 12h (Figure 

5.13b, left table). Moreover, there was a significant increase in DRAQ7+ volume per spheroid 

(compared to the DRAQ7+ spheroid volume at 4h) in the RencaHAtdT group at 12h but not in the 

RencaHACEAC1 group (Figure 5.13b, right table). Overall, CEACAM1 in trans inhibited the 

cytotoxicity of TIM3-GFP++ T-cells in both the 2D and 3D models. Although the inhibition of 

cytotoxicity in the 2D model did not appear to be TIM3-specific, in the 2D system, CEACAM1 in 

trans counteracted TIM3-dependent stabilisation of the interface between T-cells and Renca 

targets. In the 3D model, CEACAM1 in trans inhibited the cytotoxicity of TIM3-GFP++ SILs, 

suggesting that it transduced an inhibitory signal through TIM3, rather than counteract TIM3 

signalling as was the case with CEACAM1 in cis. 

Spheroid volumes did not differ between groups in all experiments (Figure 5.12d,Figure 5.13d). 

Ftractin-GFP++ SIL densities at the surface of spheroids also did not differ between groups (Figure 

5.12c). Interestingly, at all timepoints except 4h, TIM3-GFP++ SIL densities at the surface of 
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spheroids were higher in the RencaHACEAC1 versus RencaHAtdT group (Figure 5.13c). To account for 

differences in SIL densities, spheroid death values normalised to SIL densities are shown later in 

datasets that include TIM3 blockade treatment (Figure 5.14d, Figure 5.15d).  
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Figure 5.12 CEACAM1 in trans overexpression by RencaHA spheroids was indicated to inhibit 
the cytotoxicity of CL4 that overexpressed Ftractin-GFP. SIL densities and volumes at the surface 
of spheroids did not differ between groups. 
a) RencaHAtdT and RencaCEAC1tdT spheroids were plated with 200,000 CL4 T-cells per well, which 

overexpressed Ftractin-GFP for the 3D microscopic cytotoxicity assay. Spheroid dead volume at 

each timepoint was normalised to the initial dead volume at 2h and then to the average dead 

volume of the Spheroid only group. b, left table) shows significant differences between groups at 

each time point, means were compared at each time point using a Two-Way ANOVA, matched by 

repeat and timepoint. Means are of log-transformed data, due to positive skew. b, right table) 
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shows significant death over time within each group, means were compared to the mean at 4h 

within each group, using Two-Way ANOVA and Dunnett’s test, matched by repeat and timepoint. 

c) SIL density over the course of a 3D microscopic cytotoxicity assay is shown for groups plated 

with T-cells. Means were compared at each time point using a Two-Way ANOVA, matched by 

repeat and timepoint. d) Spheroid volume across all groups at 2h post-plating for the 3D 

microscopic cytotoxicity assay. Each individual point represents a mean of six independent 

repeats; n=3-4 spheroids per group, per repeat. Means were compared using a One-Way ANOVA, 

matched by repeat. For all graphs, individual points represent the mean from an independent 

experiment and error bars show mean ± SEM. ns= non-significant p-values across all comparisons.  
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Figure 5.13 CEACAM1 in trans overexpression by RencaHA spheroids inhibited cytotoxicity of 
CL4 that overexpressed TIM3-GFP. SIL densities at the surface of spheroids differed between 
groups, but spheroid volumes did not differ. 
a) RencaHAtdT and RencaCEAC1tdT spheroids were plated with 200,000 CL4 T-cells per well, which 

overexpressed TIM3-GFP for the 3D microscopy cytotoxicity assay. Spheroid dead volume at each 

timepoint was normalised to the initial dead volume at 2h and then to the average dead volume 
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of the Spheroid only group. b, left table) shows significant differences between groups at each 

time point, means were compared at each time point using a Two-Way ANOVA, matched by 

repeat and timepoint. b, right table) shows significant death over time within each group, means 

were compared to the mean at 4h within each group, using Two-Way ANOVA and Dunnett’s test, 

matched by repeat and timepoint. c) SIL density over the course of a 3D microscopic cytotoxicity 

assay is shown for groups plated with T-cells. Means were compared at each time point using a 

Two-Way ANOVA, matched by repeat and timepoint. d) Spheroid volume across all groups at 2h 

post-plating for the 3D microscopic cytotoxicity assay. n=3-4 spheroids per group, per repeat. 

Means were compared using a One-Way ANOVA, matched by repeat. For all graphs, individual 

points represent a mean of six independent repeats and error bars show mean ± SEM. ns= non-

significant p-values across all comparisons. 
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5.2.9.  CEACAM1 acts in trans to suppress tumour-specific CD8 T-cell killing and the suppression is 

reversible by acute TIM3 blockade, suggesting CEACAM1 in trans can act as a functional 

ligand for TIM3 

It was possible that the small suppressive effect of CEACAM1 in trans on Ftractin -GFP++ cells- 

according to the delayed onset of a significant increase in spheroid death- was due to 

upregulation of TIM-3 by Ftractin-GFP++ SILs in situ during the assay; SILs have been previously 

shown to upregulate TIM3 2-fold versus CL4 T-cells that have not encountered spheroids (Figure 

5.2c). In order to determine if the possible small suppressive effect of CEACAM1 in trans was due 

to low expression levels of TIM3 on SILs, Ftractin-GFP++ T-cells were plated in a 3D microscopic 

cytotoxicity assay with RencaHAtdT spheroids or RencaHACEAC1 spheroids ± acute TIM3 blockade 

(Figure 5.14a). There were no effects of CEACAM1 in trans on Ftractin-GFP SIL cytotoxicity, and no 

effect of TIM3 blockade treatment (Figure 5.14b).  

In this dataset, Ftractin-GFP++ SIL densities were significantly higher at the surface of RencaHACEAC1 

versus RencaHAtdT spheroids while acute-TIM3 blockade reversed the CEACAM1-mediated 

enhancement of SIL densities (Figure 5.14c). To account for differences in SIL surface densities 

between conditions, spheroid dead volumes were normalised to the SIL surface densities at the 

relevant timepoints. The mean density-normalised DRAQ7+ spheroid volume did not significantly 

differ when Renca expressed CEACAM1, irrespective of acute TIM3 blockade (Figure 5.14d). In 

support of no inhibitory effect of CEACAM1 in trans on Ftractin-GFP++ SILs, in one of three 

independent repeats, there was higher spheroid death in the RencaHACEAC1 spheroid groups 

versus the RencaHAtdT group. Spheroid volumes (Figure 5.12e) did not differ between groups. 

Next, we investigated whether acute TIM3 blockade could reverse the TIM-3-dependent 

suppressive effect of CEACAM1 in trans in the 3D system. For this purpose, TIM3-GFP++ T-cells 

were plated in a 3D microscopic cytotoxicity assay with RencaHAtdT or RencaHACEAC1 spheroids ± 

acute TIM3 blockade (Figure 5.15a). The mean normalised increase in DRAQ7+ volume per 

spheroid was significantly lower in RencaHACEAC1 spheroids compared to RencaHAtdT spheroids or 

RencaHACEAC1 spheroids treated with acute anti-TIM3 blockade (Figure 5.15b, left table). 

Moreover, there was a significant increase in DRAQ7+ spheroid volume (compared to the DRAQ7+ 

volume at 4h) in the RencaHAtdT group and RencaHACEAC1 + anti-TIM3 mAb at 10h but not in the 

RencaHACEAC1 group without TIM3 blockade (Figure 5.15b, right table). 

As discussed previously, TIM3++ SIL densities at the surface of spheroids were significantly higher 

in RencaHACEAC1 spheroids without acute TIM3 blockade versus the RencaHAtdT group at 2, 8 and 

10, 12 hours (Figure 5.15c). Moreover, TIM3-GFP++ SIL surface densities were significantly higher 

in the RencaHACEAC1 + anti-TIM3 group compared to the RencaHAtdT group at all timepoints (Figure 

5.15c). Interestingly, SIL surface densities were significantly higher in RencaHACEAC1 spheroids in 
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the presence versus absence of acute TIM3 blockade at 4-8h (Figure 5.15c). This suggested that 

the enhanced SIL densities in RencaHACEAC1 versus RencaHAtdT spheroids likely resulted from 

CEACAM1 ligating to a non-TIM3 binding partner, while TIM3 ligation by CEACAM1 in trans 

reduced SIL densities. As before, spheroid dead volumes were normalised to the SIL surface 

densities at the relevant timepoints. The mean density-normalised spheroid death was 

significantly reduced at 12h when Renca overexpressed CEACAM1 in trans versus RencaHAtdT 

spheroids, and the suppressive effect of CEACAM1 in trans was reversed by acute TIM3 blockade 

(Figure 5.15d). There were no significant differences in the mean density-normalised spheroid 

death between RencaHAtdT spheroids and RencaHACEAC1 spheroids treated with acute TIM3 

blockade. Spheroid volumes did not differ between groups (Figure 5.15e). 

Overall, these data suggested that the TIM3-dependent suppressive effect of CEACAM1 in trans 

can be reversed by acute TIM3 blockade in the 3D Renca model. Previously, a non-significant 

enhancement of SIL density upon acute TIM3 blockade of CEACAM1-TIM3-GFP++ T-cells was 

observed, suggesting that CEACAM in cis interactions with TIM3 suppressed the adherence of T-

cells to spheroids (Figure 5.5c). Together with the data herein that demonstrated increased SIL 

densities upon TIM3 blockade in the context of CEACAM1 overexpression on Renca cells, our 

findings suggest that in the 3D model, CEACAM1 and TIM3 negatively coregulated SIL adherence 

to spheroids. Finally, we have no evidence for why acute TIM3 blockade reduced Ftractin-GFP++ 

SIL densities in RencaHACEAC1 spheroids, but it is possible that a small upregulation of TIM3 in 

Ftractin-GFP++ SILs may have a different effect compared to high overexpression of TIM3 (it was 

previously shown that SILs have a 2-fold increase in TIM3 expression versus control T-cells that 

have not encountered spheroids, while TIM3-GFP++ T-cells have a ~50-fold increase versus control 

non-transduced T-cells).  

A summary of all the data from Chapters 4 and 5 is shown in Figure 1.15 to aid the following 

discussion section. 
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Figure 5.14 Acute TIM3 blockade had no effect on CEACAM1-mediated suppression of CL4 T-
cells that overexpressed Ftractin-GFP. SIL densities differed between conditions, spheroid 
volumes did not. Normalisation of spheroid death to SIL densities showed suppression of T-cell 
cytotoxicity by CEACAM1 but this was not reversed by acute anti-TIM3 blockade.  
a) RencaHAtdT and RencaCEAC1tdT spheroids were plated with 200,000 CL4 T-cells per well, which 

overexpressed Ftractin-GFP ± anti-TIM3 mAb for the 3D microscopic cytotoxicity assay. Spheroid 

dead volume at each timepoint was normalised to the initial dead volume at 2h and then to the 

average dead volume of the Spheroid only group. b, left panel) shows significant differences 

between groups at each time point, means were compared at each time point using a Two-Way 

ANOVA, matched by repeat and timepoint. b, right panel) shows significant death over time 

within each group, means were compared to the mean at 4h within each group, using Two-Way 

ANOVA and Dunnett’s test, matched by repeat and timepoint. c) SIL density over the course of a 

3D microscopic cytotoxicity assay is shown for groups plated with T-cells. Means were compared 

at each time point using a Two-Way ANOVA, matched by repeat and timepoint. d) Mean spheroid 

death at 12h across groups, normalised to the infiltration factor, a measure of the SIL density at 

the spheroid surface. e) Spheroid volume across all groups at 2h post-plating for the 3D 

microscopic cytotoxicity assay. n=3-4 spheroids per group, per repeat. Means were compared 

using a One-Way ANOVA, matched by repeat. For all graphs, error bars show mean ± SEM and ns= 

non-significant p-values across all comparisons. Each individual point represents a mean of three 

independent repeats. 
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Figure 5.15 Acute TIM3 blockade reversed CEACAM1-mediated suppression of CL4 T-cells that 
overexpressed TIM3-GFP. SIL densities differed between conditions, spheroid volumes did not. 
Normalisation of spheroid death to SIL densities showed suppression of T-cell cytotoxicity by 
CEACAM1 that was partially reversed by acute anti-TIM3 blockade. 
a) RencaHAtdT and RencaCEAC1tdT spheroids were plated with 200,000 CL4 T-cells per well, which 

overexpressed TIM3-GFP ± anti-TIM3 mAb. Spheroid dead volume at each timepoint was 

normalised to the initial dead volume at 2h and then to the average dead volume of the Spheroid 

only group. b, left table) shows significant differences between groups at each time point, means 

were compared at each time point using a Two-Way ANOVA, matched by repeat and timepoint. b, 

right table) shows significant death over time within each group, means were compared to the 

mean at 4h within each group, using Two-Way ANOVA and Dunnett’s test, matched by repeat and 

timepoint. c) SIL density over the course of a 3D microscopic cytotoxicity assay is shown for 

groups plated with T-cells. Means were compared at each time point using a Two-Way ANOVA, 

matched by repeat and timepoint. d) Mean spheroid death at 12h across groups, normalised to 

the infiltration factor, a measure of the SIL density at the spheroid surface. Means were compared 

using One-Way ANOVA. e) Spheroid volume across all groups at 2h post-plating for the 3D 

microscopic cytotoxicity assay. n=3-4 spheroids per group, per repeat. Means were compared 

using a One-Way ANOVA, matched by repeat. For all graphs, error bars show mean ± SEM and ns= 

non-significant p-values across all comparisons. Each individual point represents a mean of 5 

independent repeats. 

 



 

228 
 

 
Figure 5.16 Summary: how TIM3 regulates tumour-specific CL4 CD8 T-cell function in the 2D and 3D Renca tumour models and the role of CEACAM1 in trans and in 
cis. 
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5.3  Discussion 

TIM3 has been shown to require ligation to transmit inhibitory signalling. To date, several putative 

ligands have been described: Galectin-9, CEACAM1, HMGB1 and PtdSer (221, 224, 236, 439). 

However, there are conflicting data on whether Galectin-9, CEACAM1 and HMGB1 are true TIM3 

ligands, suggesting there may be context-dependent regulation of TIM3 ligands (221, 233, 242, 

244, 255). Using in vitro T-cell models, CEACAM1 was shown to promote TIM3 surface expression 

and bind to TIM3 directly, while other experiments provided no evidence for the receptors 

binding (221, 244, 255). One study has shown that therapeutic murine and human antibodies 

interfere with TIM3 binding to CEACAM1 and PtdSer, but not with Galectin-9, though modulation 

of TIM3 function by Galectin-9 and HMGB1 could not be ruled out (HMGB1 binding to TIM3 could 

not be recapitulated in that study) (244). In the same study, the antibody clone RMT3-23 (used in 

our study) was found to be the most effective at blocking TIM3 binding to PtdSer and CEACAM1, 

compared to other TIM3 blocking antibodies (244).  

While in vivo models have indicated that CEACAM1 supports TIM3-dependent inhibitory signalling 

in T-cells to regulate T-cell exhaustion and tolerance, it is unknown whether CEACAM1 and TIM3 

directly coregulate the anti-tumour CD8 T-cell response in vivo, or if these receptors act through 

other cell types such as DCs, macrophages, and CD4 T-cells to indirectly regulate CD8 T-cell 

function. In vitro models thus far have not measured how CEACAM1 and TIM3 coregulate the 

cytotoxicity of CD8 T-cells by direct measurement of tumour cell death, instead they have 

measured T-cell cytokine production, degranulation, and transcription factor activity. We 

previously found that TIM3 signalling in tumour-specific CL4 CD8 T-cells differed between the 2D 

and 3D Renca tumour models (Chapter 4). It is unknown whether putative CEACAM1-mediated 

regulation of TIM3 signalling may differ in 2D versus 3D environments. An understanding of the 

environmental factors that affect how these receptors coregulate CD8 T-cell function is needed to 

understand conflicting data. Lastly, we previously found that TIM3 enhanced T-cell coupling 

abilities, T-cell polarisation and interface stability during T-cell coupling to Renca targets; until 

now, it is unknown whether CEACAM1 and TIM3 coregulate aspects of T-cell polarisation and 

interface stability during T-cell coupling to tumour cells. It is also unknown whether CEACAM1 and 

TIM3 coregulate the ability of T-cells to form cell couples with tumour targets, or T-cell calcium 

signalling during cell couple formation. 

In this chapter, we used the 2D and 3D Renca models in parallel to investigate how TIM3 and 

CEACAM1-4L (in cis and in trans) coregulate tumour-specific CD8 T-cell cytotoxicity in 2D versus 

3D environments, using direct measurements of tumour cell death. Furthermore, using the 2D 

Renca model, we investigated whether CEACAM1-4L on Renca cells regulates T-cell coupling 

abilities, calcium signalling, polarisation and interface stability within T-cell: tumour cell couples; 
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we also investigated how the expression of TIM3 on T-cells affected this. Such knowledge can aid 

the development of improved TIM3 and CEACAM1-targeting therapies for cancer patients. 

5.3.1.  Technical caveats to consider: investigating the role of CEACAM1 in cis in modulating TIM3-

dependent T-cell signalling. 

Importantly, there are several caveats in the 2D and 3D microscopic cytotoxicity assays which 

involved T-cells that coexpressed CEACAM1 and TIM3 in cis (CEACAM1-TIM3-GFP++ T-cells). 

CEACAM1 and TIM3 coexpression was achieved by transducing CL4 T-cells with a retroviral vector 

that encoded CEACAM1 and TIM3-GFP, joined by a ribosome-skipping 2A peptide linker, to enable 

translation of both CEACAM1 and TIM3-GFP at a 1:1 ratio. However, T-cell transduction 

efficiencies of the CEACAM1-GFP and CEACAM1-TIM3-GFP constructs were lower than the 

transduction efficiency of the TIM3-GFP construct, which may be due to lower viral titres (not 

measured) arising from the higher relative length of the CEACAM1-GFP and CEACAM1-TIM3-GFP 

sequences (458). Ultimately, the level of TIM3 expressed by CEACAM1-TIM3++ SILs was lower (20-

fold upregulation versus non-transduced T-cells) than that expressed by TIM3-GFP++ T-cells which 

were transduced to overexpress TIM3 alone (50-fold upregulation versus non-transduced T-cells). 

Since previous data showed a suppressive and stimulatory effect of TIM3 in 3D and 2D, 

respectively, it is expected that a lower level of TIM3 on the double positive versus TIM3-GFP++ 

cells would cause less suppression in the 3D and less stimulation in the 2D models- if CEACAM1 

overexpression had no functional effect. Evidence for such dose-dependent TIM3 signalling has 

been previously reported: higher expression levels of TIM3 on Jurkat cells, in a doxycycline-

inducible system, dose-dependently enhanced IL-2 and IFN-γ levels (216). This suggested that in 

certain environments increasing TIM3 expression causes a corresponding increase in T-cell 

stimulation, although this was using anti-TCR/CD28 stimulation, rather than APCs (216). In other 

contexts, higher TIM3 expression has been associated with increased T-cell suppression; it was 

shown that PD1+ TIL populations expressing high, versus both low and high levels of TIM3, 

secreted lower levels of TNF-α and IL-2. However, in this study higher TIM3 expression was also 

associated with higher CEACAM1 expression and the effect of CEACAM1 expression alone in the 

TILs was not assessed (221). Given that TIM3-GFP++ T-cells expressed ~2.5-fold higher levels of 

TIM3 versus CEACAM1-TIM3-GFP++ T-cells, while CEACAM1-TIM3-GFP++ T-cells still expressed ~20-

fold higher levels of TIM3 versus non-transduced T-cells, we believe it is unlikely that the 

suppressive and stimulatory effects of TIM3 would be largely lost in the double-positive T-cell 

populations. Nevertheless, to address the caveat in our system, it would be of interest to confirm 

that the levels of TIM3 expressed by CEACAM1-TIM3-GFP++ T-cells could still suppress CL4 T-cell 

cytotoxicity in the 3D model. Unfortunately, in this project, time constraints on cell sorting did not 

enable this to be addressed. 
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Another caveat is that independent of protein functions, the overexpression of two different 

proteins versus one protein may have increased the translational stress on CEACAM1-TIM3-GFP++ 

cells versus T-cells that overexpressed one protein (Ftractin-GFP++, CEACAM1++ and TIM3-GFP++ T-

cells). Translational stress could negatively impact on T-cell effector functions (454, 455). In 

future, the non-specific effect of double versus single protein overexpression on T-cell cytotoxicity 

should be further established by coexpressing TIM3 with a protein that is not a putative ligand 

and has no functional effects, for example, by assessing the cytotoxicity of T-cells that overexpress 

both TIM3 and the olfactory receptor 2 (ORF2) – which is not normally expressed by T-cells- 

versus either alone. Based on previous data from our lab, however, we believe that any increase 

in translational burden associated with the levels of overexpression in our experiments is unlikely 

to have any functional effects (456). 

Furthermore, as GFP-sorted CEACAM1-TIM3-GFP++ and CEACAM1-GFP++ T-cells were each a much 

smaller proportion of the presort populations compared to the TIM3-GFP++ population (Figure 

5.2b), they each comprised a more selective population of the most activated cells. This is 

because successful retroviral transduction requires dissolution of the nuclear membrane during T-

cell proliferation and the most activated T-cells proliferate the most (459, 460). Thus, 

independent of protein functions, it is conceivable that the CEACAM1-GFP++ and CEACAM1-TIM3-

GFP++ populations used in the cytotoxicity assays are more activated than the TIM3-GFP++ 

population, which comprises a larger proportion of the presort population. To address this latter 

caveat, future experiments could transduce T-cells with a GFP-encoding construct (without a 

functional protein), then compare the cytotoxicity and effector functions of T-cells that comprise 

the top 2 per cent of the GFP-positive population (similar to the CEACAM1-TIM3-GFP++ T-cells 

used in this project) versus the top 40% of the population (similar to the TIM3-GFP++ T-cells). This 

could help to understand the impact of sorting a more selective population of the most activated 

(most efficiently transduced) cells.  

Overall, it will be important to bear the above caveats in mind when interpreting data from 

experiments that investigated a possible coregulation of T-cell functions by CEACAM1 and TIM3 in 

cis. Nevertheless, any consistent effects of CEACAM1 coexpression in cis with TIM3 can help to 

direct future investigation into how these receptors interact. Moreover, TIM3 blockade treatment 

using the antibody clone RMT3-23 was used to provide evidence of whether CEACAM1 directly 

binds to the FGCC’ cleft of TIM3 to mediate functional effects, which is currently unclear.  

5.3.2.  CEACAM1 coexpression with TIM3 in cis abrogated the suppressive effect of TIM3 

overexpression on T-cell cytotoxicity. 

In contrast to previous reports that CEACAM1 promoted cell surface expression of TIM3, we did 

not find enhancement in expression of either receptor upon coexpression of the other (221, 247). 
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To determine if CEACAM1 overexpression alone by CL4 T-cells had functional effects on T-cell 

killing, we compared the cytotoxicity of SILs that overexpressed CEACAM1 (CEACAM1++) or 

Ftractin (Ftractin++). There were no significant differences in cytotoxicity or infiltration between 

these groups, suggesting that CEACAM1 overexpression alone by CL4 T-cells had no functional 

effects on the tumour-specific CL4 T-cell response in the 3D model. Additionally, in the 2D model, 

CEACAM1++ T-cells showed comparable cytotoxicity and IFN-γ secretion versus Ftractin-GFP++ 

control cells, further supporting the idea that CEACAM1 had no functional effect on CL4 T-cells in 

this model. This finding was at odds with evidence that CEACAM1-L isoforms inhibit T-cell 

activation via cytoplasmic ITIM motifs and recruitment of SHP1 (221, 450). However, our results 

could be explained if there were insufficient levels of CEACAM1 ligands on Renca cells; CEACAM1, 

a primary ligand of itself, was only expressed by ~8% of RencaHAtdT cells, while CEACAM5 

expression levels- which is the only CEA family member that binds to CEACAM1 with high affinity- 

was not assessed. Additionally, it has been reported that the functional effects of CEACAM1 

signalling may be context-dependent, as in some studies CEACAM1 induced stimulatory signalling 

(451-453). 

Next, we found that CEACAM1 coexpression with TIM3 in cis by CL4 T-cells abrogated TIM3-

dependent suppression of T-cell cytotoxicity in the RencaHAtdT 3D model. CL4 SILs transduced to 

overexpress TIM3-GFP exhibited the most suppressed cytotoxicity against RencaHAtdT spheroids, 

versus SILs that overexpressed CEACAM1-TIM3-GFP or CEACAM1-GFP. Meanwhile, CEACAM1-

TIM3-GFP++ and CEACAM1-GFP++ SILs displayed comparable cytotoxicity. Previous findings 

(Chapter 4) revealed that TIM3 blockade reversed TIM3-mediated suppression of T-cell 

cytotoxicity in the 3D microscopic cytotoxicity assay, demonstrating that the assay timescale was 

sufficient to see functional effects of TIM3 blockade treatment. While CEACAM1 has been shown 

to bind to the FGCC’ cleft on TIM3 in trans, whether CEACAM1 can also interact with TIM3 via this 

binding site to modulate T-cell function is unknown (221, 244, 449). Therefore, to investigate 

whether the suppressive effect of TIM3 on T-cell cytotoxicity was abrogated by direct binding of 

CEACAM1 to the FGCC’ cleft of TIM3 in cis, CEACAM1-TIM3++ SILs were treated with acute TIM3 

blockade. There was no effect of acute TIM3 blockade on the cytotoxicity of CEACAM1-TIM3 SILs, 

demonstrating that coregulation of T-cell cytotoxicity by these receptors did not require binding 

of CEACAM1 to the FGCC’ cleft of TIM3 in cis. 

In summary, we propose that CEACAM1 in cis abrogated TIM3-mediated suppression in this 

system, in a manner that did not require direct binding to the FGCC’ cleft of TIM3. 
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5.3.3.  CEACAM1 coexpression with TIM3 in cis abrogated the stimulatory effect of TIM3 

overexpression on T-cell cytotoxicity and IFN-γ secretion in the RencaHAtdT 2D model. 

As CEACAM1 interfered with TIM3-mediated suppression in the 3D model, it was of interest to 

see whether this result was shared in the 2D model. In contrast to the data from the 3D model, 

CEACAM1-TIM3++ CL4 T-cells displayed suppressed cytotoxicity compared to TIM3-GFP++ T-cells. 

Meanwhile, CEACAM1-TIM3++ T-cells had similar cytotoxicity to Ftractin-GFP++ and CEACAM1-

GFP++ T-cells. In corroboration with the cytotoxicity data, CEACAM1-TIM3++ T-cells secreted 

significantly reduced levels of IFN-γ compared to TIM3++ cells but secreted similar levels of IFN-γ 

compared to CEACAM1++ or Ftractin-GFP++ T-cells. This suggested that CEACAM1 counteracted 

stimulatory signalling downstream of TIM3 in cis and corroborated the finding that 

CEACAM1+TIM3+ CD4 T-cells from mice produced less IFN-γ compared to TIM3+ T-cells (221). 

Moreover, as in the 3D model, acute blockade of CEACAM1-TIM3++ T-cells had no effect on T-cell 

cytotoxicity, suggesting that CEACAM1 and TIM3 did not directly bind via the FGCC’ cleft on TIM3 

to modulate cytotoxicity in the 2D or 3D models; TIM3 blockade also had no effect on IFN-γ 

secretion.  

Overall, we propose that in the 2D and 3D Renca models, CEACAM1 consistently plays a ‘TIM3-

abrogator’ role to reverse TIM3-mediated stimulation or inhibition of T-cell cytotoxicity, 

dependent on the context. This mechanism either involves direct binding of CEACAM1 and TIM3 

in cis at a site distinct from the FGCC’ cleft, or indirect coregulation by these receptors. 

5.3.4.  CEACAM1 overexpression in trans by RencaHA targets suppressed CL4 T-cell cytotoxicity in 

both the 2D and 3D models, but the suppressive effect was only reversible via acute TIM3 

blockade in the 3D model. 

CEACAM1 overexpression by RencaHA cells (RencaHACEAC1) was associated with a more elongated 

and irregular spheroid morphology, which supports findings that CEACAM1 can promote cell 

migration and invasion in cancer cells (461, 462). CL4 T-cells transduced to overexpress TIM3-GFP, 

Ftractin-GFP and CEACAM1-GFP exhibited comparably suppressed cytotoxicity in the 2D 

microscopic cytotoxicity assay when plated with RencaHACEAC1 targets compared to control 

RencaHAtdT targets. Acute TIM3 blockade could not reverse the suppressive effect of CEACAM1 in 

trans in the 2D assay, confirming that CEACAM1 expressed on Renca induced inhibitory signalling 

in the T-cells independent of acute TIM3 blockade- this antibody has previously been shown to 

block the CEACAM1 and TIM3 in trans binding site (244). This corroborates evidence that 

CEACAM1 can mediate inhibitory T-cell signalling in trans, although the responsible binding 

partner on T-cells in the 2D Renca model is unclear (221, 247, 463). Despite the suppression of T-

cell cytotoxicity by CEACAM1 in trans, TIM3-GFP++, Ftractin-GFP++ and CEACAM1-GFP++ T-cells all 

secreted slightly higher levels of IFNγ when plated with RencaHACEAC1 versus RencaHAtdT targets in 
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the 2D microscopic cytotoxicity assay. As IFNγ is produced downstream of the major TCR proximal 

signalling pathways, including NFAT and NFκB activity, this finding suggested that CEACAM1 in 

trans did not broadly suppress TCR proximal signalling (discussed in Section 1.3.5), although it 

adds to evidence that IFNγ production may not always correlate with T-cell cytotoxicity (103, 

464). Rather than affecting T-cell cytotoxicity, it is conceivable that overexpression of CEACAM1 

simply endowed Renca cells with a general resistance to T-cell mediated killing (not investigated 

within this project), nevertheless, it was important to further establish if CEACAM1 in trans had 

any effects on T-cell function (discussed later, Section 1.3.5).  

CL4 SILs that overexpressed TIM3 in the 3D microscopic cytotoxicity assay displayed suppressed 

cytotoxicity when plated with RencaHACEAC1 spheroids compared to control RencaHAtdT spheroids. 

On the other hand, CL4 SILs that overexpressed Ftractin showed comparable cytotoxicity when 

plated with RencaHACEAC1 spheroids and RencaHAtdT spheroids. In support of a direct interaction 

between TIM3 and CEACAM1 in trans, acute TIM3 blockade reversed the suppressive effect of 

CEACAM1 in trans on TIM3++ SILs. This corroborates the idea that CEACAM1 in trans can mediate 

inhibitory signalling via TIM-3, but since TIM3++ CL4 T-cells lack CEACAM1 expression in cis, our 

data suggest that CEACAM1 expression in cis is not required for in trans inhibition, in contrast to 

previous findings- it was previously reported that CEACAM1 in cis was required for BAT3 

dissociation from the TIM3 cytoplasmic tail upon in trans binding by CEACAM1-Ig (221). As 

previously discussed, BAT3 dissociation downstream of TIM3 ligation by galectin-9 and CEACAM1 

is associated with inhibitory signalling by reducing the local pool of Lck at the IS (215, 221). TIM3-

GFP++ and often Ftractin-GFP++ SIL surface densities were elevated in RencaHACEAC1 versus control 

spheroids. Surprisingly, acute blockade further enhanced TIM3-GFP++ SIL densities but slightly 

decreased Ftractin++ SIL densities in RencaHACEAC1 spheroids. Firstly, the enhanced SIL densities on 

RencaHACEAC1 spheroids could be due to CEACAM1 facilitating the adhesion of T-cells to spheroids 

via heterophilic interactions with other CEA family members on the T-cells, such as CEACAM5, 

although this was not determined in this project. Secondly, the elevated TIM3-GFP++ SIL densities 

upon blockade of the in trans interaction of CEACAM1 and TIM3 could result from blockade of 

TIM3 and CEACAM1 signalling that suppressed T-cell attachment to spheroids. Although there is 

evidence for CEACAM1 but not TIM3-mediated regulation of the T-cell actin cytoskeleton, the 

latter cannot be ruled out (462). We have no evidence to explain the disparate effects of blockade 

on TIM3-GFP++ and Ftractin-GFP++ SILs, but given that SILs have been shown to upregulate TIM3 by 

~2-fold versus T-cells that have not encountered spheroids and TIM3-GFP++ T-cells express ~50-

fold higher levels of TIM3 versus non-transduced T-cells, the data indicates that different levels of 

TIM3 expression could differentially modulate the effect of CEACAM1 in trans on T-cell adherence 

to spheroids. 
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Overall, acute TIM3 blockade treatment reversed the TIM3-dependent suppression of CD8 T-cells 

that was mediated by CEACAM1 in trans, suggesting that CEACAM1 directly bound to TIM3 in 

trans via the TIM3 FGCC’ cleft to induce inhibitory signalling and suppress the cytotoxicity of 

tumour-specific CD8 T-cells. 

5.3.5.  CEACAM1 overexpression in trans by RencaHA targets caused defective T-cell polarisation 

and interface stability, with no effect on coupling frequencies or calcium signalling, during 

T-cell coupling with Renca targets in the 2D model. 

As previously discussed, TIM3-GFP++, Ftractin-GFP++ and CEACAM1-GFP++ T-cells all secreted 

slightly higher levels of IFNγ but exhibited lower cytotoxicity when plated with RencaHACEAC1 

versus RencaHAtdT targets in the 2D microscopic cytotoxicity assay. As the effects of CEACAM1 in 

trans on CL4 T-cell cytotoxicity or IFN-γ secretion in the 2D model were not modulated by 

overexpression of CEACAM1 or TIM3 on T-cells, we hypothesised that CEACAM1 in trans may 

negatively regulate the cytoskeleton-controlled execution of cytolytic killing rather than broader 

TCR proximal signalling pathways- which are thought to be regulated by TIM3 and CEACAM1. To 

investigate this hypothesis, we studied the effects of CEACAM1 in trans on intracellular calcium 

signalling in T-cells during cell coupling to Renca targets, as this is one primary readout for the 

level of TCR proximal signalling; CEACAM1 expression in trans had no effect on T-cell calcium 

signalling. Combined with the lack of an inhibitory effect on IFNγ secretion, which occurs 

downstream of TCR proximal signalling, this calcium data suggested that CEACAM1 in trans did 

not modulate T-cell cytotoxicity by broad suppression of TCR proximal signalling. We then studied 

the effect of CEACAM1 in trans on the cell coupling frequencies of T-cells and tumour targets, as 

this is the first step in cytoskeleton-regulated execution of the cytolytic killing but found no effect 

on cell coupling frequencies. We then hypothesised that CEACAM1 might ligate to a binding 

partner on T-cells in trans to dysregulate cytoskeletal rearrangements important for effective 

morphological polarisation and interface stability upon cell coupling. This could provide an 

explanation for the reduced killing of RencaHACEAC1 versus control RencaHA targets, despite T-cells 

exhibiting enhanced IFN-γ secretion and equivalent calcium signalling and cell coupling abilities 

across these targets. Interestingly, we found that CEACAM1 in trans caused T-cells to display a 

more elongated morphology during cell coupling and a higher frequency of OIL; a more elongated 

morphology has been associated with reduced T-cell activation and lower synapse stability, while 

OIL destabilise the cell couple interface (434, 435). Interestingly, TIM3-GFP++ T-cells were more 

elongated than Ftractin-GFP++ T-cells at early timepoints after cell coupling to RencaHACEAC1 

targets, while TIM3++ but not Ftractin++ cells displayed OIL sooner after cell coupling in the 

presence of CEACAM1 in trans. Furthermore, TIM3 overexpression was previously found to 

reduce the percentage of T-cells that displayed OIL by ~50% in the context of RencaHAtdT targets 

(Chapter 4 Figure 1.8), but in the context of RencaHACEAC1 targets, TIM3 overexpression reduced 
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the frequency of OIL by a much lower ~12%, suggesting that CEACAM1 in trans partially abrogated 

the interface-stabilising effect of TIM3.  

As TIM3-GFP++, CEACAM1-GFP++ and Ftractin-GFP++ T-cells (which lack TIM3 expression) were 

comparably suppressed by CEACAM1 overexpression on Renca cells in the 2D model, it is likely 

CEACAM1 ligation of an undetermined binding partner (not TIM3 or CEACAM1) on T-cells had a 

predominant role in deregulating T-cell polarisation and interface stability to inhibit T-cell 

cytotoxicity. Further investigation is required to link these aspects of T-cell polarisation and 

interface stability directly to the reduced cytotoxicity of T-cells plated with RencaHACEAC1 versus 

RencaHAtdT monolayer targets. It would be of interest to determine if the observed defects are 

associated with decreased F-actin clearance from the centre to the periphery of the IS, as has 

been previously described in CD8 CL4 TILs from RencaHA tumours that failed to polarise and 

formed unstable immune synapses compared to control T-cells (187). Our findings also suggested 

that CEACAM1 in trans partially abrogated TIM3 signalling that, in the absence of CEACAM1 

overexpression in trans, enhanced T-cell polarisation and interface stability in the 2D model. 

Although the effects in the 2D model did not measurably impact on T-cell cytotoxicity, it is of 

interest to determine how TIM3 ligation by CEACAM1 in trans may impact T-cell polarisation and 

interface stability in the 3D environment. Lastly, we cannot rule out that CEACAM1 

overexpression by Renca cells intrinsically endowed these cells with enhanced resistance to 

apoptosis, however the observed defects in T-cell polarisation and interface stability upon cell 

coupling suggest that disruption of T-cell cytolytic killing is at least partially responsible for the 

decreased death of RencaHACEAC1 versus RencaHAtdT targets. 

5.3.6.  Conclusion 

In summary, in the 3D model, CEACAM1 in cis reversed TIM3-mediated inhibition of T-cell 

cytotoxicity. Similarly, in the 2D model, CEACAM1 in cis reversed TIM3-dependent T-cell 

stimulation. In both the 3D and 2D models, CEACAM1 did not bind to the FGCC’ cleft of the TIM3 

IgV domain in cis to alter T-cell function, as acute TIM3 blockade using the antibody clone RMT3-

23 did not reverse the altered cytotoxicity displayed by CEACAM-TIM3-GFP++ T-cells. Thus, it is of 

interest to determine if CEACAM1 in cis indirectly or directly, via another binding site on TIM3, 

regulates T-cell function by acting as a ‘TIM3-abrogator’, reversing both stimulatory and inhibitory 

TIM3 signalling in different contexts.  

CEACAM1 in trans appeared to cooperate with TIM3 to inhibit tumour-specific CL4 CD8 T-cell 

cytotoxicity in the 3D but not the 2D RencaHA model. In the 3D model, acute TIM3 blockade 

reversed in trans CEACAM1-mediated suppression of TIM3-overexpressing SILs via both 

enhancement of SIL density and restoration of cytotoxicity. This supports the notion that 

CEACAM1 in trans can act as a TIM3 ligand, via binding to the FGCC’ cleft on TIM3, to suppress the 
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anti-tumour T-cell response in certain contexts. Despite the lack of a TIM3-specific effect on T-cell 

cytotoxicity in the 2D model, CEACAM1 in trans inhibited T-cell morphological polarisation and 

partially abrogated the interface-stabilising effects of TIM3 upon cell coupling between T-cells and 

Renca cells. 
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Chapter 6  General Discussion 

6.1  Overview of project rationale and aim 

PD1/PDL1 and CTLA4 blockade agents are FDA-approved for clinical treatment of many tumour 

types and have synergistic efficacy when used in combination, however, combined treatment is 

associated with high rates of autoimmune side effects (>50% patients), called immune-related 

adverse events (irAEs) (315, 317). In particular, CTLA4 is upregulated by activated T-cells 

systemically and CTLA4 blockade commonly results in more than 30% of patients experiencing 

grade 3 or 4 irAEs (315, 316). On the other hand, compared to CTLA4, TIM3 is upregulated more 

specifically in the TME versus the periphery, making TIM3 blockade a less toxic and more 

promising treatment to use in combination with PD1 blockade (465). TIM3 and PD1 coexpression 

marks the most exhausted T-cells in tumour and chronic viral infection settings (325, 327, 430, 

466). Moreover, TIM3 is commonly upregulated by T-cells in response to PD1/PDL1 blockade 

treatment, enabling tumours to gain therapeutic resistance and in preclinical studies co-blockade 

is more beneficial than single treatments (257, 329, 330, 430, 442). Understanding the regulators 

of TIM3 signalling in CD8 T-cells is important because while preclinical studies suggest that TIM3 is 

a promising target for immunotherapy, limited clinical data indicates a low toxicity of TIM3 

blockade, but a low therapeutic efficacy of TIM3 blockade in combination with PD1 blockade (332, 

333). This suggests a need to identify the contextual factors that regulate the efficacy of TIM3 

blockade therapies, including an understanding of which TIM3 ligands induce TIM3 signalling and 

which cell types are targeted by TIM3 blockade to enhance the anti-tumour immune response. 

Further understanding of the context-dependent nature of TIM3 signalling could pave the way for 

improved administration of TIM3 blockade, including the identification of biomarkers for patients 

that will benefit most from this treatment or additional targeting of factors that modulate TIM3 

signalling. Notably, it is currently unclear whether TIM3 blockade treatments can directly reverse 

the suppression of tumour-specific CD8 T-cell cytotoxicity, or if the therapeutic effects of TIM3 

blockade are mediated by other cell types which indirectly promote CD8 T-cell responses.  

Tumour cells grown in vitro in 3D versus 2D have been shown to undergo both transcriptomic and 

proteomic changes which increase their similarity to in vivo tumours and can enhance their 

capacity to suppress tumour-specific T-cells (359-367, 369, 372, 374, 375). However, TIM3 

signalling in T-cells has been primarily studied using less physiologically relevant in vitro 2D 

models, or in vivo, where it is difficult to ascertain the direct effects of TIM3 on CD8 T-cells. 

Therefore, the overall aim of this project was to develop and characterise a 3D RencaHA spheroid 

model, which could be used in parallel with the 2D RencaHA monolayer model to investigate how 

TIM3 regulates the tumour-specific CD8 T-cell response, including the ability of T-cells to kill 
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tumour targets. It was of interest to identify if a 3D versus 2D environment could modulate the 

nature of TIM3 signalling, which can shed light on the contextual regulators of TIM3 signalling. 

Additionally, CEACAM1 in cis and in trans is the most recently proposed TIM3 ligand, however, 

data on how CEACAM1 regulates TIM3 signalling in CD8 T-cells is limited, and in contrast to the 

original study, a subsequent study found no evidence for coregulation of T-cell function by 

CEACAM1 and TIM3 (221, 255, 449). More data are needed to establish if CEACAM1 regulates 

TIM3 signalling, either through direct binding or indirectly, and if coregulation of T-cell function by 

these receptors may be context-dependent. Therefore, it was of interest to investigate how 

CEACAM1 may coregulate T-cell function with TIM3 both in cis and in trans and if this differs 

between a 2D and 3D environment, the latter of which has not been previously studied. 
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Figure 6.1 Schematic overview of key thesis findings.  
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6.2  Development and characterisation of a 3D RencaHA model to study the 

tumour-specific CL4 CD8 T-cell response 

A 3D RencaHA model was developed which could be used to investigate tumour-induced 

immunosuppression of tumour-specific CD8 T-cells. RencaHA cells were grown into well-rounded 

compact spheroids in the hydrogel Matrigel which is derived from Engelbreth-Holm-Swarm 

murine sarcomas and comprises the basement membrane proteins including laminin, type IV 

collagen and entactin (467). 10-day old RencaHA spheroids, which were used in functional assays 

throughout this project, did not display hypoxia, which was in corroboration with findings that 

hypoxia develops in spheroids with a diameter ≥500µm (390). RencaHA spheroids also had a dead 

core, therefore the 3D RencaHA model likely recapitulated necrotic regions which are commonly 

found in in vivo tumours- the central dead region of spheroids is typically necrotic in other 

spheroid models and can result from reduced access to oxygen, glucose, and/or low pH caused by 

increased glycolysis (390, 468). Tumour necrosis has been found to positively correlate with 

tumour progression and the suppression of tumour-specific CD8 T-cells (353, 354, 356). 

Therefore, in future, it is of interest to determine whether the dead core was due to central 

necrosis or another cell death pathway such as apoptosis, in order to further confirm the 

physiological relevance of the model. A 3D microscopic cytotoxicity assay was developed that 

enabled the imaging of T-cell interactions with tumour spheroids and measurement of T-cell-

dependent tumour cell death, over 12 hours from the initial plating of T-cells with tumour 

spheroids. T-cell-mediated spheroid death was shown to require antigen-specificity, 

demonstrating that this model could be used to study the antigen-specific T-cell response, and the 

immunosuppressive mechanisms which inhibit this response.  

A key limitation of the 3D RencaHA model was that CL4 T-cells had highly limited motility in 

Matrigel. T-cells which adhered to spheroids were usually within 50µm of the spheroid surface at 

the start of the assay, in contrast, activated TILs in vivo have been described to migrate at an 

average speed of nearly 10µm per minute (422). The migration of T-cells through Matrigel in vitro 

has been shown to rely on the secretion of matrix metalloproteinase 9 (MMP9) by T-cells, which 

cleaves ECM components, therefore, it is likely that CL4 T-cells secrete low levels of this protease 

(469-471). Induction of MMP9 upregulation in CL4 T-cells could enhance their motility to more 

physiological levels in the RencaHA spheroid model. Vascular endothelial growth factor (VEGF) 

has been found to induce MMP9 upregulation in normal splenic cells and is highly expressed in in 

vivo tumours, therefore, it could be used to enhance MMP9 secretion by CL4 T-cells during the 3D 

microscopic cytotoxicity assay (472). To establish if VEGF could be used for this purpose, the 

expression of the VEGF receptors VEGFR-1 and VEGFR-2, which have been found to be expressed 

on primary murine T-cells, could be assessed in activated CL4 T-cells (472). Additionally, although 
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previous attempts to grow RencaHA spheroids using alginate or non-adherent wells failed to 

generate compact, well-rounded spheroids, it would be of interest to pursue alternative spheroid 

growth techniques, as the ability to grow one spheroid per well, instead of four-hundred 

spheroids per well, would likely decrease the variability of data from the 3D microscopic 

cytotoxicity assay. This is because a lack of precise control regarding the distribution of spheroids 

throughout each Matrigel dome may impact on the local concentration of growth factors and 

chemokines surrounding a given spheroid. For example, in non-adherent wells, cancer-associated 

fibroblasts (CAFs) could be co-cultured with RencaHA cells to provide a source of ECM, instead of 

Matrigel, which may promote the formation of compact spheroids in a format of one spheroid per 

well (473). Another source of variability in the 3D cytotoxicity assay is the previously reported 

batch-to-batch variability in the proteomic composition and stiffness of Matrigel (474), which 

could be addressed in future by using synthetic hydrogels or as previously mentioned, CAFs as a 

source of ECM in coculture. Relevant to both the 2D and 3D cytotoxicity assays, week-to-week 

variability in the cytotoxicity of CL4 T-cells also contributes to assay variability because cells are 

harvested from a different animal each week and T-cells are typically passaged by a different 

combination of lab members each week, on days 6 and 7 of the Phoenix transfection/T-cell 

transduction timeline (Figure 2.1 Retroviral transduction of CL4 T-cells using the ecotropic Phoenix 

packaging cell line). To address these points in future, a CL4 T-cell line has been recently produced 

by the lab and could reduce this source of variation, as culture of the CL4 T-cell line involves 

restimulation of the T-cells each week by the same user, without passaging by other lab members 

on days 6 and 7. Nevertheless, although it will be important to further reduce the sources of 

variation in the 3D imaging assay results, the spheroid growth method used herein provides initial 

evidence that RencaHA spheroids can be grown in 3D to better recapitulate aspects of the in vivo 

RencaHA TME versus the monolayer model. 

In the 3D microscopic cytotoxicity assay, the viability dye DRAQ7 was used to label dead cells as a 

measure of T-cell cytotoxicity. In future, the RencaHAGzmB and RencaHACasp8 lines generated during 

this project could be used to assess whether tumour cells are killed by the granzyme B or Fas/FasL 

pathways, respectively, thus providing a more precise measure of T-cell-dependent killing in 

addition to DRAQ7 labelling. RencaHAGzmB and RencaHACasp8 cells express fluorescent reporters 

which can be enzymatically cleaved upon granzyme B delivery into the target cell or intracellular 

caspase 8 activation, respectively. Enzymatic cleavage of a nuclear export signal from the 

fluorophore (tdTomato) causes the fluorescent signal to translocate from an exclusively 

cytoplasmic to a nuclear and cytoplasmic distribution- we can call such translocation events ‘fill-in 

death events’. Thus, it is of interest to continue the development of an image analysis pipeline 

that can automatically detect and quantify these fill-in death events, to improve the readout of T-

cell cytotoxicity in the 3D microscopic assay. 
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We also found that CL4 T-cells failed to kill tumour spheroids in the presence of polyclonal CD8 T-

cells in the same wells, therefore, it is of interest to establish what factor(s) were released by 

polyclonal CD8 T-cells to suppress CL4 T-cell cytotoxicity, as it may reveal a yet undescribed 

mechanism of immunosuppression of adoptively transferred CL4 T-cells by endogenous CD8 T-

cells within in vivo RencaHA tumours. For example, polyclonal CD8 T-cells could be isolated from 

the 3D microscopic cytotoxicity assay and stained for the expression of CD39 and CD73, which are 

ectoenzymes that generate adenosine from ATP. Adenosine, produced by CD4 Tregs, has been 

identified as a key soluble suppressor of CD8 T-cells in RencaHA tumours, in a manner dependent 

on adenosine 2a receptor (A2aR) signalling, but it is unknown whether CD8 Tregs may also 

contribute to immunosuppressive adenosine production in this model (328). 

6.3  Divergent TIM3 signalling in the 3D versus 2D RencaHA model 

Using the 3D and 2D microscopic cytotoxicity assays in parallel, we investigated how murine TIM3 

(mTIM3) overexpression regulated the function of tumour-specific CD8 CL4 T-cells. Firstly, TIM3 

overexpression on T-cells had a small stimulatory effect in 2D, as measured by slightly enhanced 

cytotoxicity and increased IFNγ secretion. This finding corroborated a study in which mTIM3 

enhanced NFAT, AP1 and NFκB activity in TCR/CD28 stimulated Jurkat cells which had been 

transiently transfected to overexpress TIM3 (216). Moreover, our findings are consistent with a 

study in which the frequency of IFNγ-producing cells was higher in CD3/CD28 activated, primary 

CD4 murine T-cells which had been stably transfected with mTIM3 versus GFP-transfected control 

T-cells. Our finding also supports the recent report that human TIM3 (hTIM3) enhanced MEK-ERK 

and Akt-mTOR signalling following TCR stimulation, which together promoted the 

phosphorylation of the ribosomal component S6 in Jurkat cells (258). Furthermore, another study 

found that CD8 T-cells from TIM3 KO versus WT mice displayed decreased Akt/mTOR signalling, 

degranulation, and IFNγ production, while CD3/CD28 activated murine T-cells which 

overexpressed TIM3 displayed enhanced levels of phosphorylated S6 which is produced 

downstream of Akt/mTOR signalling (257). TIM3 has also been described to enhance TCR proximal 

signalling as measured by increased tyrosine phosphorylation of proteins in whole WT murine T-

cells compared to TIM3 knockdown T-cells (247). Together, these data and our findings using the 

2D RencaHA model support the notion that TIM3 can have costimulatory effects under certain 

contexts. However, studies highlighting a costimulatory role for TIM3 are in the minority 

compared to the vast body of in vitro and in vivo studies which provide evidence for coinhibitory 

signalling via TIM3 (246, 331).  

In contrast to the 2D tumour model, TIM3 overexpression on T-cells suppressed T-cell cytotoxicity 

in the 3D model. This corroborates in vitro studies which have demonstrated coinhibitory 

signalling downstream of TIM3 (424, 425). Stable overexpression of hTIM3 in Jurkat T-cell lines 
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was shown to inhibit IL-2 secretion in addition to NFκB and NFAT activation following CD3/CD28 

stimulation (425). Corroborating that finding, another study showed that hTIM3 overexpression 

reduced nuclear translocation of NFAT and IL-2 expression in stably transfected Jurkat T-cells 

stimulated with phorbal myristate acetate (PMA) and the calcium ionophore calcimycin (424). 

Moreover, primary human CD4 T-cells from healthy donors which expressed high versus low 

levels of TIM3 following CD3/CD28 activation in vitro exhibited decreased IL2 transcription and 

reduced NFAT and AP1 nuclear translocation upon PMA/calcimycin restimulation (424). A 

limitation to the latter finding is that the differentiation state of T-cells which expressed low 

versus high levels of TIM3 following in vitro stimulation may have been distinct prior to TIM3 

upregulation; this could account for the observed differences in NFAT, AP1 activation and IL-2 

secretion. In another study, TIM3+ MART-1-specific primary human CD8 T-cells expanded using 

peptide-loaded artificial APCs exhibited reduced NFAT and NFκB activity and decreased IL-2 

secretion compared to naïve TIM3- CD8 T-cells (425). However, prolonged stimulation of MART-1-

specific primary CD8 T-cells likely induced broad changes in the expression of T-cell signalling 

proteins that were not induced in the naïve control cells, making it hard to determine whether the 

effects were solely due to TIM3 expression. Unlike in the 2D model, IFNγ secretion during the 3D 

microscopic cytotoxicity assay was not quantified as it could not be proven that the same total 

number of T-cells were in contact with the hundreds of spheroids within each well. In future, a 

setup using one spheroid per well would enable the quantification of cytokine secretion by T-cells 

during the 3D microscopic cytotoxicity assay using enzyme-linked immunosorbent assay (ELISA).  

Overall, in vitro TIM3 signalling studies have primarily utilised Jurkat T-cell lines and both 

costimulatory and coinhibitory effects have been observed within this system. While coinhibitory 

signalling has been observed in the context of both PMA/calcium ionophore and CD3/CD28 

stimulation, costimulatory signalling has been observed using CD3/CD28 or TCR/CD28 stimulation; 

it remains an open question whether the method of T-cell activation may affect the nature of 

TIM3 signalling. Namely, PMA and calcium ionophore bypass the need for TCR stimulation and 

directly activate protein kinase C (PKC) and induce calcium signalling, respectively (475). On the 

other hand, CD3/CD28 and TCR/CD28 activation induce phosphorylation of the CD3 chains in the 

TCR complex. Additionally, divergent TIM3 signalling could also be explained by different 

expression levels of TIM3 ligands in the cell cultures utilised by different laboratories, for 

example, the expression levels of galectin-9 and CEACAM1 were not assessed in the 

aforementioned studies. As our studies utilised 2D and 3D models in parallel, which both involved 

the activation of effector CL4 CD8 T-cells by RencaHA tumour cells bearing cognate antigen, the 

divergent signalling in the two models cannot be accounted for by different activation methods or 

cell batches/types. Instead, it is possible that known or unknown TIM3 binding partners, which 

regulate TIM3 signalling, were differentially expressed in the 2D versus 3D RencaHA models. Mass 
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spectrometry could be used to identify proteins that are differentially expressed in 2D- versus 3D- 

cultured RencaHA cells. This could help to identify unknown TIM3 ligands or signalling 

intermediates that are important for costimulatory or coinhibitory TIM3 signalling. Furthermore, 

different mechanotransductory stimuli and soluble factors between the two models may 

influence which TIM3 signalling pathways are activated. Additionally, our data support the notion 

that 3D tumour models better recapitulate the in vivo TME versus monolayer models, as the 

majority of in vivo data demonstrate an inhibitory role for TIM3 (246, 331). TIM3 is a marker of 

exhausted T-cells which have a reduced capacity to proliferate and secrete cytokines such as IL-2 

and IFNγ (325, 327). Meanwhile, several studies have demonstrated that TIM3 blockade in 

combination with PD1 blockade can inhibit tumour growth and prolong survival in murine tumour 

models, thus supporting TIM3 inhibitory signalling (325, 327, 329, 330).  

As TIM3 had a costimulatory effect on T-cells in the 2D model, we hypothesised that TIM3 may 

support effective coupling of T-cells to target cells and the stability of the interface in cell couples, 

both of which are critical steps for effective cytotoxic killing and sustained TCR signalling that 

supports IFNγ secretion. We found that TIM3 overexpression increased the frequency of T-cells 

that formed cell couples with Renca targets. TIM3 overexpression also enhanced the stability of 

the interface within cell couples, as measured by a reduced and delayed formation of interface-

destabilising off-interface lamellipodia (OIL) following cell couple formation. Such a role for TIM3 

has not been previously described. The immunosuppressed state of CL4 TILs, isolated from 

RencaHA tumours and characterised in vitro, was previously associated with the enhanced 

recruitment of cofilin, a protein which depolymerises F-actin, to the IS of TILs versus control T-

cells cultured in vitro. This was proposed to decrease the clearance of F-actin from the centre of 

the IS and reduce F-actin accumulation at the periphery of the IS which suppressed T-cell 

cytotoxicity (187). In that study, F-actin accumulation at the IS in T-cells during cell coupling was 

observed using confocal imaging of Ftractin-GFP-transduced TILs and control T-cells as they 

coupled to tumour targets; the application of a computational analysis enabled quantification of 

F-actin enrichment at the IS (187). As TIM3 enhanced the cell coupling ability of T-cells to tumour 

targets and the interface stability within cell couples, it is of interest to determine whether TIM3 

overexpression enhances F-actin clearance from the centre to the periphery of the IS, thus 

promoting the formation and stability of the interface in cell couples. If TIM3 supports these 

processes, it would be interesting to identify the intermediates which couple TIM3 ligation to 

downstream cytoskeletal reorganisation. Additionally, it would be of interest to determine if TIM3 

can enhance cell couple formation and interface stability in the context of 3D tumour targets or if 

this capacity is lost in the 3D environment. Given the suppressive effect of TIM3 overexpression in 

the 3D RencaHA model, it is also possible that TIM3 inhibits these processes in the 3D 

environment. 
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Costimulatory and coinhibitory TIM3 signalling has been found to be mediated by the TIM3 

cytoplasmic tail (216, 217, 258, 424, 425). Having established that TIM3 regulates the tumour-

specific CD8 T-cell response in the 2D and 3D models, we investigated whether the functional 

effects of TIM3 overexpression were mediated by the cytoplasmic tail of TIM3. To do this we used 

a truncated form of TIM3, which lacked the cytoplasmic tail. In corroboration with previous 

findings, we found that the cytoplasmic tail of TIM3 was required for both costimulatory and 

coinhibitory TIM3 signalling. While the suppressive effects of TIM3 could be reversed using TIM3 

blockade treatment using the antibody clone RMT3-23, the stimulatory effects of TIM3 signalling 

were unaffected by TIM3 blockade. This is in line with evidence that TIM3 blockade can reverse 

suppression of T-cells in vivo, and that stimulatory signalling occurs when TIM3 is unligated (215, 

216, 325, 328-330). In future, it is of interest to generate mutant forms of TIM3 which substitute 

the tyrosine residues thought to be critical for TIM3 signalling in the TIM3 tail (Y256 and Y263 in 

mTIM3) (216, 258, 424). These mutant forms of TIM3 could be used alongside WT TIM3 in order 

to determine the sites on the cytoplasmic tail that are required for the altered cytotoxicity in both 

the 2D and 3D models. If mutating Y256 and/or Y263 abrogates the stimulatory effects of TIM3 in 

the 2D model, it would be of interest to determine if costimulatory signalling is BAT3-dependent 

and coinhibitory signalling is FYN-dependent, as has been proposed (215-217, 221, 246).  

6.4  CEACAM1 in cis abrogates TIM3 signalling in the 3D and 2D RencaHA 

models 

Two major studies have investigated whether CEACAM1 can act as a ligand for TIM3. One study 

provided coimmunoprecipitation data and associative in vivo evidence that CEACAM1 can act as a 

TIM3 ligand both in cis and in trans, while the other used binding studies and fluorescence 

resonance energy transfer (FRET) to find no evidence for a direct interaction between TIM3 and 

CEACAM1 in trans and in cis, respectively (221, 255). In the former study, CEACAM1 

overexpression was found to support the cell surface expression of TIM3, as HEK293T cells co-

transfected with CEACAM1 and TIM3 expressed higher levels of TIM3 versus control cells 

transfected with TIM3 alone (221). This effect was described to be a result of putative in cis 

interactions: firstly TIM3 and CEACAM1 could be coimmunoprecipitated from co-transfected 

HEK293T cells, primary mouse T-cells and primary human T-cells; secondly, mutation of amino 

acids in the TIM3 FGCC’ cleft partially abrogated CEACAM1 and TIM3 co-immunoprecipitation 

(221). This finding was corroborated by another study where co-transfection of Jurkat cells with 

CEACAM1 and TIM3 enhanced TIM3 expression versus TIM3 transfection alone (247). In contrast, 

using our retroviral transduction system, we found that CEACAM1 overexpression had no effect 

on the cell surface expression of endogenous TIM3, while CL4 T-cells transduced to overexpress 

both CEACAM1 and TIM3 in cis expressed a lower level of TIM3 versus CL4 T-cells transduced to 
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overexpress TIM3 alone. However, it is more likely that the reduced level of TIM3 expressed by T-

cells transduced to overexpress both CEACAM1 and TIM3, versus TIM3 alone, was simply due to a 

reduced retroviral titre in the supernatant used to transduce the double-positive versus single 

positive T-cells, although this was not measured. Nevertheless, we found no evidence for 

upregulation of endogenous TIM3 following CEACAM1 overexpression, suggesting that CEACAM1 

does not promote TIM3 surface expression. This was in corroboration with evidence that 

CEACAM1 is not required for TIM3 surface expression: upon in vitro stimulation with 

staphylococcal enterotoxin E (SEE) or CD3/CD28 antibodies, human T-cells homogenously 

upregulated TIM3 whereas only a small subset of these cells expressed CEACAM1 (255).  

Next, we found that, upon overexpression in cis with TIM3 on T-cells, CEACAM1 abrogated both 

the costimulatory effect of TIM3 on IFNγ secretion and T-cell cytotoxicity in the 2D RencaHA 

model, and the suppressive effect of TIM3 on T-cell cytotoxicity in the 3D model. Our data from 

the 2D model support findings that T-cells which coexpress CEACAM1 and TIM3 in cis secrete 

reduced levels of IFNγ versus T-cells that express TIM3 alone (221, 248). Abrogation of TIM3 

costimulatory signalling by CEACAM1 in cis has not previously been described, although TIM3 

costimulatory signalling and CEACAM1-mediated inhibitory signalling have been separately 

proposed (216, 221, 247, 257, 258). Although ligation of TIM3 is thought to induce inhibitory 

signalling, our findings using the 2D RencaHA model did not provide evidence for a direct 

interaction between TIM3 and CEACAM1, as acute TIM3 blockade did not alter the effects of 

CEACAM1 and TIM3 coexpression (215, 217, 221). This does not rule out the possibility that 

CEACAM1 and TIM3 can bind in cis at an alternative binding site distinct from the FGCC’ cleft of 

TIM3, which is the site blocked by the blocking antibody used (clone RMT3-23) and the proposed 

binding site of CEACAM1 in trans (244). Alternatively, CEACAM1 may have indirectly abrogated 

TIM3 costimulatory signalling without direct binding.  

Our findings that CEACAM1 in cis abrogated suppressive TIM3 signalling in the 3D RencaHA model 

fall in line with data demonstrating an elevated activation state, as measured by CD25 expression, 

of SEE-activated human T-cells which expressed both CEACAM1 and TIM3 versus TIM3 alone 

(255). However, in that study, the same effect did not occur in CD3/CD28 activated T-cells (255). 

Our data directly measure tumour cell death as a readout for T-cell cytotoxicity and it is likely that 

different parameters of T-cell activation may lead to different conclusions regarding the effect of 

CEACAM1 coexpression with TIM3. More data on the coregulation of other T-cell activation 

parameters by TIM3 and CEACAM1 in cis is therefore required to establish which aspects of T-cell 

signalling they may control. Finally, as in the 2D model, the effects of CEACAM in cis were 

unaffected by TIM3 blockade treatment in the 3D model, suggesting that the functional effects 

did not result from CEACAM1 and TIM3 directly binding via the FGCC’ cleft of TIM3 (244). This 
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suggested that CEACAM1 may have indirectly (without binding to TIM3) abrogated TIM3 signalling 

in the 2D and 3D models, or that CEACAM1 directly bound to TIM3 in cis at a different binding site 

to that described for the in trans interaction. 

6.5  CEACAM1 in trans induces inhibitory signalling through TIM3 

In the 2D RencaHA model, the overexpression of CEACAM1 in trans by Renca cells inhibited the 

cytotoxicity of CL4 T-cells, regardless of TIM3 expression levels on T-cells. This effect of CEACAM1 

to inhibit T-cells in trans corroborates findings that CEACAM1 upregulation by melanoma cells can 

inhibit TIL cytotoxicity and IFNγ secretion (476, 477). This findings also falls in line with evidence 

that CEACAM1 expression positively correlates with tumour progression in a variety of tumour 

types including melanoma, colorectal, non-small cell lung cancer, and pancreatic cancer (254). 

However, whereas inhibition of TIL cytotoxicity has been associated with homophilic CEACAM1-

CEACAM1 interactions, our staining data suggested a lack of CEACAM1 expression by CL4 T-cells 

on the day of the microscopic cytotoxicity assays. This suggests that another CEACAM1 binding 

partner, expressed on T-cells, transduced inhibitory signals upon binding to CEACAM1 in trans, or 

that T-cells expressed low, but functionally relevant, levels of CEACAM1 that were undetectable 

through antibody staining. Moreover, in our data from the 2D model, CEACAM1 in trans did not 

inhibit IFNγ secretion by T-cells, in contrast to previous accounts of TIL suppression via CEACAM1 

homophilic interactions (476). This difference and the lack of CEACAM1 expression by T-cells as 

detected by antibody staining suggests that CEACAM1 in trans may have bound to another 

unknown binding partner on T-cells to suppress T-cell cytotoxicity- it would be of interest in future 

to establish if CEACAM5 is expressed by CL4 T-cells, as it is also a reported ligand for CEACAM1 

(245). Moreover, the apparent reduced cytotoxic potential of T-cells against Renca targets that 

overexpress CEACAM1 may have resulted from tumour cell-intrinsic effects of CEACAM1 

overexpression. Therefore, it would be of interest to use a blocking CEACAM1 antibody to 

establish if CEACAM1 requires in trans interactions in order to suppress T-cell killing. 

Nevertheless, CEACAM1 engagement of TIM3 in trans partially abrogated the interface-stabilising 

effects of TIM3 to delay and reduce the frequency of OIL, supporting the previous finding that 

CEACAM1 can counteract TIM3 signalling. 

In the 3D model, CEACAM1 in trans suppressed T-cell cytotoxicity in a TIM3-dependent manner 

and this suppression was reversible using TIM3 blockade. Therefore, this suggested that 

CEACAM1 in trans could bind directly to the FGCC’ cleft of TIM3 to suppress T-cell signalling. This 

supports the finding that CEACAM1 can act as a TIM3 ligand in trans (221). Moreover, it supports 

the finding that murine and human TIM3 blocking antibodies with therapeutic effect block 

CEACAM1 in trans binding to TIM3 (244). On the other hand, our data contrasts with evidence 

that TIM3 and CEACAM1 do not interact in trans (expressed by reporter T-cells and stimulator T-
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cells) to regulate AP1, NFAT or NFκB signalling in T-cells (255). Our data also conflict with evidence 

from ELISA and flow cytometric binding assays using recombinant proteins comprised of the IgV 

portions of TIM3 and CEACAM1 fused to Fc domains which found no evidence for in trans 

interactions (255). As the suppressive effects of CEACAM1 in trans on T-cell cytotoxicity was 

dependent on the level of TIM3 expression on T-cells in the 3D model, but not in the 2D model, it 

is likely that altered expression of other proteins by RencaHA cells accounted for the differential 

effects across the two models. Similarly, it is likely that the conflicting data regarding the role of 

CEACAM1 in trans result from different expression of other CEACAM1 or TIM3 binding partners in 

the cells used. As discussed previously, mass spectrometry of 2D and 3D cultured RencaHACEAC1 

cells could provide an insight into which other proteins are required for CEACAM1 to induce 

inhibitory signalling downstream of TIM3. Overall, our data provide evidence that CEACAM1 and 

TIM3 can differentially coregulate T-cell signalling in a context-dependent manner, however, 

more data are required to establish the relevant signalling pathways. 
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Chapter 8  Supplementary Figures 

8.1  FACS gating for isolating GFP-positive retrovirally transduced CL4 T-

cells. 

 

Figure 8.1 Gating strategy for retrovirally transduced CL4 T-cells that were isolated by 
fluorescence-activated cell sorting (FACS) for GFP-positivity, 72h post-transduction. 
Representative gating strategy for sorting of GFP-positive CL4 T-cells. Lymphocytes were gated 
based on forward scatter-area (FSC-A) and side scatter-area (SSC-A) to remove cell debris, then 
single cells were isolated based on FSC-A and forward scatter-height (FSC-H). Live cells were 
isolated based on the fluorescent intensity of DRAQ7 viability dye staining and FSC/A. Successfully 
transduced CL4 T-cells that overexpressed the GFP-tagged protein of interest were gated based 
on GFP signal.  
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8.2  Gating for flow cytometry analysis of RencaHAtdT cells from 2D and 3D 

culture. 

 

Figure 8.2 Flow cytometric gating strategy for Renca cells from 2D and 3D culture to obtain live 
single cells for antibody-staining for CEACAM-1, MHC-I and Galectin-9 expression. 
Representative gating strategy for comparison of protein expression levels in RencaHAtdT cells 

cultured in 2D and 3D. Single-suspensions of 2D- (top row) and 3D-cultured (bottom row) 

RencaHAtdT cells were first gated using FSC-H and SSC-H to remove cell debris. Single RencaHAtdT 

cells were isolated using FSC-A and FSC-H. Live RencaHAtdT cells were isolated using Zombie Near 

Infrared (NIR) viability dye.  
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8.3  Gating strategy to determine TIM3 and CEACAM1 cell surface 

expression on GFP-positive CL4 T-cells transduced with TIM3-GFP, 

CEACAM1-TIM3-GFP and CEACAM1-GFP retroviral constructs. 

 

Figure 8.3 TIM3-GFP++ cells expressed 1.8-fold more TIM3 than CEACAM1-TIM3-GFP++ cells, 
CEACAM1-GFP cells expressed 1.2-fold more CEACAM1 than CEACAM1-TIM3-GFP++ cells. 
CL4 T-cells that overexpressed CEACAM1-GFP (CEACAM1-GFP++), TIM3-GFP (TIM3-GFP++) or 
CEACAM1-TIM3-GFP (CEACAM1-TIM3-GFP++) were stained using antibodies for CEACAM1 and 
TIM3 expression levels; a representative gating strategy is shown.  a) T-cells were first isolated 
using SSC-A and FSC-A and then single cells were gated using FSC-H and FSC-A. Zombie NIR was 
used to isolate live cells. CD8-positive cells were isolated using an anti-CD8 antibody. T-cells were 
gated for GFP expression. TIM3 and CEACAM1 expression were assessed using anti-TIM3 and anti-
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CEACAM1 antibodies. b) TIM3-GFP++ T-cells expressed ~3-fold higher levels of TIM3 versus 
CEACAM1-TIM3-GFP++ T-cells. CEACAM1-TIM3-GFP++ and CEACAM1-GFP++ T-cells expressed 
comparable levels of CEACAM1.  
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8.4  Gating strategy for isolating RencaHAtdT and RencaHACEAC1 cells to 

confirm CEACAM1 expression levels by antibody-staining and flow 

cytometry. 

 

Figure 8.4 RencaHAtdT and RencaHACEAC1 cells were sorted to obtain live single cells. 
RencaHAtdT and RencaHACEAC1 cells were isolated using SSC-A and FSC-A to exclude debris. Single 
cells were isolated using FSC-H and FSC-A. Zombie NIR viability dye was used to isolate live Renca 
cells. 
 


