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ABSTRACT 
Data collection is often a laborious enterprise that forms part of the 
wider craft skill of doing research. In this essay, I try to understand 
whether parts of research processes in Human-Centred Computing 
(HCC) have been commodifed, with a particular focus on data col-
lection. If data collection has been commodifed, do researchers act 
as producers or consumers in the process? And if researchers are 
consumers, has data collection become a consumption experience? 
If so, what are the implications of this? I explore these questions 
by considering the status of craft and consumption in the research 
process and by developing examples of consumption experiences. I 
note the benefts of commodity research artefacts, while highlight-
ing the potentially deleterious efects consumption experiences 
could have on our ability to generate insights into the relations 
between people and technology. I fnish the paper by relating con-
sumption experiences to contemporary issues in HCC and lay out 
a programme of empirical work that would help answer some of 
the questions this paper raises. 
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1 INTRODUCTION 
This paper presents a novel critical perspective on the research pro-
cess in human-centred computing (HCC)1. My thesis is that aspects 
1I use human-centred computing rather than human-computer interaction (HCI) in 
this paper because the topics I cover here apply to a variety of sub-disciplinary studies 
of relations between people and digital technology. HCI might be perceived by some 
researchers as only relating to the study of interaction. My intention is for this work 
to be applied more widely. For me, HCI research is a subset of HCC research. 

This work is licensed under a Creative Commons Attribution International 
4.0 License. 

CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA 
© 2022 Copyright held by the owner/author(s). 
ACM ISBN 978-1-4503-9157-3/22/04. 
https://doi.org/10.1145/3491102.3502001 

of the research process have been commodifed and that the process 
has, in some ways and at certain times, become a consumption expe-
rience for researchers. I think that this is something that should be 
scrutinised. The commodifcation of aspects of research may have 
benefts for researchers (e.g., payment handling, standard methods, 
access to participants), but the abstractions and subsumptions that 
come with commodifcation might risk encouraging practices that 
do not improve our capacity to generate new insight. This paper 
begins to develop conceptual prompts to help researchers think 
about how and why they choose particular research methods at 
diferent points of the research process. 

I focus primarily on research in human-centred computing, but 
I also consider adjacent research domains where it makes sense 
to do so. The paper comprises fve main sections. First, I attempt 
to provide some defnitions for concepts like data, consumption, 
and commodity and I discuss the commoditisation of data and 
research in commercial and academic settings. This helps us frame 
a discussion of craft and consumption in research, before I move 
on to specifc cases where I think parts of research processes have 
become consumption experiences. I conclude by asking “Why does 
this matter?”, relating the concerns of this paper to contemporary 
issues in HCI and proposing a programme of empirical work to 
answer some of the questions this paper raises. 

2 DATA, COMMODITY, AND DATA AS 
COMMODITY 

The goal of this paper is to make constructive criticism of research 
processes in human-centred computing and adjacent disciplines. To 
do so, I lean on concepts like ‘data’, ‘commodity’ and ‘consumption’. 
These words mean very diferent things to diferent people. It is 
not my intention for this paper to provide foundational defnitions 
of these concepts for human-centred computing research. Instead, 
I provide working defnitions borrowed from other disciplines and 
adapted to the disciplinary context of HCC. These defnitions help 
to focus the arguments that I make later in the paper. 

2.1 Data 
Data2 has been studied from a number of perspectives in the human-
centred computing literature. Some of this work has investigated 
how people track and make sense of data they collect about them-
selves [32, 111] or the data that third parties collect about them 
[125]. In parallel to these ‘user-centred’ investigations, other work 
has focused on the role of data in research (i.e., from a methodologi-
cal perspective). This includes eforts to understand the reliability of 
research data [137], infuences on the design of measurement [99], 

2I use ‘data’ in the singular in this paper 
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and the role of design thinking in data collection infrastructures 
[33]. 

When I talk about data in this paper, I am referring to empirical 
observations that are collected, aggregated and analysed by profes-
sional researchers (e.g., academics). There are complex hierarchies 
(e.g., Data-Information-Knowledge-Wisdom) for describing tran-
sitions at various stages; when I am talking about data, I am also 
referring to transformed representations (e.g., coded transcripts) 
and not just ‘raw’ data. 

2.2 Commodities, commodifcation, 
commoditisation and consumption 

Defning commodities and their consumption is an old, large and 
highly multi- and interdisciplinary efort. Defnitions are heavily 
contested. For example, Marx’s labour theory of value proposes 
that commodities are things with use value and exchange value, 
but this codifcation of ‘commodity’ has fallen out of favour with 
economists [38, 59]. For the purposes of this paper, when I talk about 
a commodity I am talking about things that are fungible (i.e., one 
example can be seamlessly exchanged for another; standardised) 
and for which knowledge of the precise means of production is not 
required in order to consume it (i.e., abstracted). This is the kind of 
defnition that has been used for studying things like agricultural 
products [36]. These properties are interesting ones to look for in 
research contexts because interchangeable abstracted components 
might not be something that one might intuitively expect in a 
context where the goal is to develop new knowledge and insights. 

I am focused on both commodities as artefacts in the research 
process (e.g., standardised scales, datasets) and also the processes 
of commodifcation and commoditisation acting on parts of the re-
search process. The terms ‘commodifcation’ and ‘commoditisation’ 
are often used interchangeably in the literature, but sometimes peo-
ple distinguish between them. Where the distinction is made (e.g., 
[66, 114]), commodifcation is the bringing of things into market 
structures that previously existed outside them. Commoditisation is 
the process by which things that exist inside market structures be-
come adopted throughout the market such that they become indis-
tinguishable. Surowiecki’s pithy summary is that “[m]icroprocessors 
are commoditized. Love is commodifed.” [120]. I am concerned with 
both processes in this paper; the commodifcation of aspects of the 
research process which could just as well exist outside of market 
structures, and the commoditisation of research artefacts, like the 
packaging of empirical observations into standardised forms [1]) 
or the adoption of a standard tool. 

In this paper, I hypothesise about the ways in which processes 
of commodifcation and commoditisation infuence how research is 
conducted in human-centred computing and adjacent disciplines in 
the behavioural and technological sciences. I will point to instances 
where research might be infuenced by researchers being more 
or less savvy about the provenance of datasets and tools they are 
consuming. In other words, what efects fungibility and abstraction 
of research artefacts could have on research outputs. 

2.3 Data as commodity 
Data is a valuable asset to businesses, one to be processed and 
traded for private gain [88]. This can be seen in the way that per-
sonal data has been commodifed and traded extensively by online 
advertising data brokers [24]. People’s experiences of their health-
care – shared on digital platforms so as to beneft from shared 
insight – are packaged up, regularised and marketed for proft [79]. 
Even the data-centres that process all of this data have themselves 
become commodifed [3], bought and sold on spec. Aaltonen et al. 
[1] document the steps by which raw ‘data tokens’ (e.g., details 
of client calls) are transformed into ‘data commodities’ (e.g., data 
objects summarising user behaviour), standardised and packaged 
for advertisers on an industrial scale. 

The implications of data being a tradable commodity were a 
cause for concern well before mass social media use (e.g., [102]). 
Legislative eforts like the European Union’s General Data Protec-
tion Regulation (GDPR) are a recognition of the reality of data being 
traded as a packaged commodity (though its success is debatable 
[140]). If data is a commodity, what does this imply about the way 
that data is collected and analysed in research contexts? What role 
do researchers play in these kinds of market? Are they producers 
or consumers of data (or both), and what does this tell us about 
how research happens? 

2.4 Consumption in the research process 
In the following sections, I will explain how ideas of consumption 
and commodifcation relate to the research process in HCC. In 
particular, I will argue that data collection, though outwardly at 
the ‘production’ stage of a commodity lifecycle, often takes the 
form of consumption and that researchers’ subjective experiences 
of data collection are therefore, in some instances, consumption 
experiences. Data and its role in scientifc work has been of interest 
to HCC (and especially CSCW) researchers (e.g., [89, 126, 128]), but 
I am not aware of attempts to refexively analyse the HCC research 
community’s data practices. A consumption framing allows us to 
honestly consider why data collection happens in the way that it 
does, the ‘upstream’ efects of our data collection on other peo-
ple and the ‘downstream’ efects on our capacity to generate new 
knowledge. My intention is that by asking the reader to think about 
data in this way, they will be primed to consider the choices (con-
scious or unconscious) they have made about their own research 
methods. 

3 SUBJECTIVE EXPERIENCES OF 
RESEARCHERS 

If we treat data as a commodity, then we can map the production 
and consumption of this commodity on to our research processes. 
It is important to distinguish a commodity, the thing; consumption, 
the act; and consumption experiences. We have already seen that 
data in some scenarios can be thought of (and is regulated) as a 
commodity. That makes those interacting with it producers and 
consumers. As I will come to discuss, researchers can assume both 
roles, sometimes within a single research process. 

When acting as consumers of data, researchers have a subjective 
experience of that consumption. These experiences shape the way 
we think about our research processes. The idea of a ‘consumption 
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experience’ was introduced by Holbrook and Hirschman [54]. At 
its core is the idea that consumption is not just a transactional ex-
change, but something that is also experienced by consumers, in the 
same way that the phenomenological experience of interacting with 
a technology is separate from the physical aspects of the interaction. 
Consumption had been viewed through a rationalist, information-
processing lens, but Holbrook and Hirschman identifed another 
layer to this exchange; that experiences of consumption have sym-
bolic, hedonic and aesthetic factors. ‘Consumption experiences’ 
is a concept that has been used to understand people’s relations 
with, amongst many things, healthcare [41], music [68], pets [55] 
and education [85]. Although the commodifcation of research has 
received a lot of attention (see [103] for a starting point), I am not 
aware of work using consumption experiences as a framing for 
academic research. 

The experiential component of consumption has a signifcant 
infuence on people’s decision-making, and so to understand con-
sumption it is also necessary to understand the subjective expe-
rience of consumption, as well as the purely practical aspects of 
exchange. It is important to note, though, that symbolic, hedonic 
and aesthetic experiences are possible outwith consumption expe-
riences. It is not the case that hedonic experiences, say, can only 
take place in a consumption frame. 

The success of science can often convince us that it must be a 
rational undertaking [90]. Popper’s ‘rationality principle’ was a 
controversial [62] attempt to think about the rationality (or other-
wise) of scientifc endeavour. According to Lagueux, this principle 
has been substantially misunderstood because all it really amounts 
to is “the idea that the agent is not stupid enough to avoid responding 
in a way which, given the situation as he sees it, corresponds to his 
own interest” [65, p. 16]. This is not a strong claim, and “his own 
interest” doesn’t necessarily have to correspond to the interests of 
‘science’ more generally. 

The idea of science as a rational (or rational-ish) process has 
made its way into models of scientifc production, though. Ac-
counts of the research process often take an information processing 
approach. Bence and Oppenheim [7] describe ‘The Research Pro-
duction Model’ of research in UK academia. It focuses on processes, 
inputs and outputs. Even in research in the most Positivist of tra-
ditions, this kind of representation underplays the role of people, 
and everything that comes along with people, in the research pro-
cess. Widdowfeld [134, p. 199], noticing these elements are poorly 
represented in ideas about how research happens reminds us that 
“emotions [can] afect the research process in terms of what is studied 
or not studied, by whom and in what way, but they may also infuence 
researchers’ interpretations and ‘readings’ of a situation.” Put simply, 
factors beyond what will produce the ‘objectively best’ research 
outcomes infuence the who, how and what of research (i.e., “own 
interest” must have a broader defnition than just knowledge pro-
duction). These experiential factors are part of what constitutes 
consumption experiences in the research process. 

3.1 The subjective experiences of HCC 
researchers 

In human-centred computing research, researchers often focus on 
the subjective experiences of participants. The subjective experi-
ence of doing research is not so commonly studied. Suchman, in 
critiquing conceptualisations of production and use (and perhaps 
implicitly, consumption) of technology, notes that “the lived work 
of knowledge production is deleted from traditional scientifc dis-
course.” [119, p. 92]. This work primarily focuses on the relations 
between actors in the process of producing technology and knowl-
edge about technology, rather than the experiential aspects of being 
a researcher (Suchman refers to the lived work of production, and 
not the lived experience.) 

Pine and Liboiron [99] write persuasively about the role poli-
tics plays in the process of qualculation, the “act through which 
judgement and calculation, and their vested values, are stabilised into 
standardized things.” [99, p. 3149]. Pine and Liboiron’s thesis is that 
political dispositions infuence how measures are designed and in 
turn what gets measured. In this paper I am also interested in how 
‘human’ aspects of the research process ultimately infuence the 
way that knowledge is created, but where Pine and Liboiron’s focus 
is on political dispositions, here my focus will be on the subjective 
experience of consumption in the research process. 

In this paper, I make use of the idea of ‘consumption experiences’ 
as a way of thinking about why researchers collect data in the way 
that they do. I use this way of thinking about the transaction of 
commodities to understand why researchers prioritise certain char-
acteristics of data collection methods. Looking at HCC (and other 
behavioural science) research through this lens suggests that some 
of the decisions that researchers make are not ‘rational’ components 
of an information processing model that produces ‘good science’ as 
an output from some optimal set of inputs. Instead, some aspects 
of research suggest researchers are valuing non-rational aspects of 
data collection that are marketed to them. In this way, by valuing 
non-essential aspects of the research process, researchers can be 
thought of a consumers having consumption experiences when 
they engage in data collection. Understanding what researchers 
value beyond the transactional aspect of data collection helps us 
better understand why certain research methods are favoured or 
disfavoured in practice. 

Thinking about our practice from a consumption perspective 
(rather than assuming our research decisions are the product of a 
rational process shaped by the constraints that we as researchers are 
under) means accepting that there are components to data collection 
decisions that we take because they feel good or fulflling in some 
way. Acknowledging this means were are in a better position to 
understand the costs, benefts and potential trade-ofs involved in 
our decisions, and this refection allows us to make more intentional 
choices about how we do research. 

4 THE ROLE OF CRAFT AND COMMODITY IN 
THE RESEARCH PROCESS 

How does the collection of research data ft into this picture of com-
modities and consumption experiences? Are researchers producers 
or consumers in the research process? This is an important question 
because the role taken will infuence behaviours and experiences 
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and so infuence decisions about research methods. The answer – 
of course – is that it’s complicated. Research in many academic dis-
ciplines is still a cottage industry in which there is little division of 
labour. A single individual may be solely responsible for all stages 
of research from inception through to publication. 

The commoditisation of scientifc equipment has been critical 
to scientifc success for hundreds of years. The development of 
reliable, relatively inexpensive ‘of-the-shelf’ air pumps [22], mass 
spectrometers [70] and polymerase chain reaction (PCR) machines 
have all enabled scientists to focus on their research questions 
rather than perpetual development and maintenance of research 
apparatuses that are capable of reliably replicating results3. Data-
sets that have been commoditised for other scientists to pick up 
and use are normal in biosciences [11] or in machine learning [118]. 
Commoditisation in science can provide a convenient shortcut, 
but it is something that is often seen as a critical part of scientifc 
progress, something that is held up as a hallmark of progress and a 
functioning discipline4. Porter notes that for psychologists in the 
1930s and 40s, “up-to-date statistics became a mark of self-consciously 
scientifc experimental psychology.” [101, p. 210]. In other words, 
the development of commodity analytical tools was seen as an 
important step in the development of psychology as a trustworthy 
science. 

My contention is that across the research process, researchers 
often take on the role of consumer. I think that this is the case 
even in activities that might outwardly appear to be production-
oriented, like data collection. In taking on the consumption role, re-
searchers will have consumption experiences which may infuence 
their decision-making and infuence the trajectory of the research. 
Vermeir [127] argues that many aspects of scientifc research take 
place outside of commodity exchange markets, and that ‘hybrid 
economies’ are needed to explain the production of scientifc re-
search. In other words, it’s messy. I agree that many parts of the 
research process exist outside commodity exchange and that – aptly 
refecting the cottage nature of much academic research endeavour 
– these parts rely on research being enacted as a craft. In this section 
I try to understand the relationship between ‘craft’ and what feels, 
crudely, like its opposite: ‘consumption’. 

I will start with two small vignettes of historical data collection 
practices. In both examples, we will see craft and consumption 
expressed in diferent ways and to diferent degrees. Neither involve 
digital technology – it is important to remember that people have 
been producing data in all manner of ways for a very long time. 

4.1 Quipus 
Quipus were physical artefacts of the Incan culture. They had a 
similar purpose in Incan culture to the cuneiform tablets used by 
the Sumerians [5, p. 59], in that they recorded things like debts 
and dates. They are formed of collections of strings with knots tied 
in them (Figure 1), the knots being the medium in which the data 
are represented; taxes, livestock counts, food prices. Some of the 
encoding schemes are complex, making use of branching cords, and 
a single quipu could have thousands of knots in it. Once complete, 
3One brand of commodity PCR machine costs a few thousand pounds sterling, and is 
sold on its ability to “deliver reproducible results every run—with little to no training 
needed.” 
4I am grateful to one of the reviewers of this work for this insight. 

Figure 1: An Incan Quipu (by Jack Zalium, CC BY-NC 2.0). 

they could be rolled up and transported for storage or use in some 
other part of the Incan bureaucracy. 

The quipus were created by quipumakers, who, being in privi-
leged positions of authority [5, p. 67], would have been responsible 
for the creation and upkeep of the quipus. The collection and stor-
age of data – because this is what quipus are, data stores – would 
have required signifcant craft, in the construction of the quipus 
but also the oral traditions that maintained their context (i.e., the 
capacity to make sense of a given quipu). As far as we can know, 
there were no of-the-shelf commodity quipus, no mass production. 
Each quipu was the product of a craft relationship established be-
tween the quipumaker and the quipu. Some quipumakers might 
show “more care than others in the placement of knot clusters” [5, 
p. 70], for example. So, at the level of the quipumaker this part of the 
(loosely) ‘research’ process has a signifcant degree of craft, with 
the idiosyncrasies that one might expect to see in a craft enterprise. 

Quipus served a purpose beyond the individual creators of them, 
though. They were created and used through diferent levels of 
the Incan bureaucracy and, as such, required a degree of mutual 
intelligibility. Individual quipumakers had individual styles, and 
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there were various ‘formats’ of quipu, but it seems clear that there 
was a degree of standardisation so that that quipus could be shared 
and aggregated. This standardisation is typical of what we might 
see in a commodity market. Naturally, the unique data represented 
in a given quipu precludes fungibility in the way that a bag of 
rice is fungible, but people working at higher levels of the Incan 
bureaucracy would have acted as consumers of quipus, relying on 
standard features and using them as inputs to some other process 
(possibly more quipumaking). In this way, we start to see how a 
given process of data collection, storage and aggregation requires 
transitions between production and consumption. 

4.2 Tidal predictors 
The technology of the quipus required the quipumaker to collect 
data, work out how to represent it, and then produce the physical 
manifestation of that data. This intimacy between the collection 
and manifestation of data stands in contrast to one of the earliest 
forms of commodity data, tide timetables. Kelvin’s 19th century 
tidal predictor [39, p. 49] made use of a mechanical computer (of 
which the ball-and-disk integrator, Figure 2, was a component). 
Based on limited input, the computer was able to produce datasets 
of the precession and size of tides at a given location. Data that had 
previously relied on collection through laborious craft, of long-term 
measurement in a particular location, became, with the invention 
of the tidal predictor, a commodity; tide timetables could now be 
mass-produced in a standard way. The ‘collection’ of data in this 
instance requires no craft; once it has been programmed, it proceeds 
algorithmically until stopped. 

At the encoding stage of data collection, quipus and tidal predic-
tors are very diferent. But just as the quipus were a product of craft 
taking place within in a more complex process that may also have 
included consumption, the commodity nature of the output of the 
tidal predictor sits in a larger, more complex process that requires 
actors taking a variety of roles. Developing the concept of the tidal 
predictor would have required a great deal of craft. Its manufacture 
would not have looked like the production of pins or cloth; that too 
would have been the product of craft. The tide data itself, though, 
is only an indirect product of craft elsewhere in the process. The 
data collection and the data itself had been commodifed, enabling 
mass observation and mass distribution of the resulting data (i.e., 
tide timetables). In this example, craft at the point of data collection 
has been lost to automation. 

4.3 Contemporary data collection 
These two vignettes refect diferent roles that actors in a data col-
lection process can occupy. We can observe similar connections in 
contemporary research practices. Large standardised datasets are a 
routine part of scientifc discovery, but they can often grow so large 
that researchers lose any sense of materiality when interacting with 
them [123]. Dematerialisation has been a feature of consumption 
experiences [80], but the loss of materiality that Tanweer et al. [123] 
describe relates to the ability of researchers to grasp – mentally, not 
just physically – the nature of the data that they are working on. 
The loss of materiality can lead to breakdowns in the research pro-
cess, which stalls progress. This is a neat illustration of the complex 
relationship between craft and commodity in research. The loss 

Figure 2: A ball-and-disk integrator, a critical component of 
Kelvin’s tidal predictor (by Andy Dingley, CC BY 3.0). 

of materiality of a dataset can be viewed as part of the process of 
abstraction that comes with commodifcation – just as a consumer 
of technology products does not require full knowledge of their 
internal function, so the loss of materiality means that researchers 
may not be able to maintain full knowledge of their datasets. 

Ribes [109] describes the craft efort in building research data 
infrastructures to support AIDS-related research. Like the tidal 
predictor, a huge amount of craft is required in the conceptual 
development of these infrastructures. Specialist craft skills are re-
quired to maintain them. But the application of this craft produces 
abstractions that are consistent and that can be consumed by re-
searchers without intimate knowledge of the craft involved in their 
production. Researchers consuming these infrastructures will them-
selves be applying craft skills in their own investigations, but at 
the point of use they act as consumers. 

Researchers writing about the process of research have often 
presented research as a craft [10, 25, 121, 130], conducted by highly 
skilled researchers creating bespoke outputs. Bell and Willmott’s 
[6] detailed discussion of research-as-craft suggests that the ap-
plication of the idea of craft to the research process refects “the 
signifcance of indeterminacy and disruptive refexivity” [6, p. 1368]. 
In other words, the fact that in doing research we do not fully un-
derstand phenomena (else there would be no point investigating) 
requires us to constantly question our research processes. This view 
of research seems most applicable to actors in the research process 
(e.g., academics) who have control over multiple parts of the re-
search process (i.e., those performing cottage industry research) 
and where refexivity can be a source of change. 

Seniority is another organisational aspect of research that might 
afect the degree of craft taking place. It has been said that the 
craftwork of research seems to be lost as researchers become more 
senior [49]. The implication is that ‘hands on’ research requires 
craft and that a move away from that naturally means a reduction in 
the input of ‘craft’. This might just be a case of a senior researchers’ 
craft moving away from the subtleties of interview techniques and 
onto, say, fnessing proposals to research funders. 

https://commons.wikimedia.org/w/index.php?curid=4501895
https://creativecommons.org/licenses/by/3.0/
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For deS Price [29], the craft aspect of research is most visible 
in the development of new methods and techniques. This makes 
intuitive sense, because the process of developing new research 
methods requires domain knowledge and attention to the minutiae 
of a method that are subsumed or abstracted in the method that 
is shared with the world. We can think of tools like standard psy-
chological scales (e.g., [9, 13]) as the product of craftwork, but the 
output is very much a set of commodity research tools that can be 
consumed by other researchers without any craft at all simply by 
following a procedure. 

These accounts of craft do not (as far as I have been able to 
determine) consider commodifcation of the research process, or 
parts of the research process. As I will come to show, aspects of data 
collection not only take the form, transactionally, of consumption, 
but they also constitute consumption experiences, with aspects of 
the subjective experience of being a consumer infuencing which 
methods for data collection are chosen. 

Consider the question of who ‘produces’ data. This depends 
on individual research methods and in some contexts the locus of 
production is contestable, especially where there are human partic-
ipants. In qualitative work where researcher and data collection are 
difcult to uncouple, there is an idea that new knowledge about a 
context is co-constructed with participants [20, 131]. And in other 
paradigms it is clearer that researchers are not the producers of 
data, but participants. Online platforms – where data in HCC (e.g., 
[60]) and behavioural sciences is often collected now – act as mar-
kets that connect producers (i.e., participants) with consumers of 
data (i.e., researchers). The platforms, the interfaces between the 
producers and consumers, abstract the work and processes that 
produce data (see, e.g., [135]). Data is delivered to the consumer in 
a form that is regularised and decontextualised. Requesters of work 
on these platforms (i.e., ‘employers’) can refuse data that they don’t 
like the look of it, just as a shopper browsing a produce aisle in a 
supermarket might be picky about what they choose. It is possible 
to run an entire research study with of-the-shelf inventories, tasks, 
measures and analyses. In this way, researchers – although they 
may still be engaged in the craftwork of producing research at a 
macro level – become consumers in the data collection process. 

As I have already noted, there is not a strict typology of research 
processes, commodity or craft. Some methodological orientations 
necessarily involve more craftwork and some make heavy use of 
commodity data. Some parts of data collection may involve craft-
work, while other parts may involve the consumption of commodity 
data. Craft analysis may be applied to commodity data. When craft 
is needed and when consumption will sufce is an important ques-
tion for researchers. The intended contribution of the work should 
dictate where craft is most apparent in a given project. 

A good illustration of the tensions between craft and consump-
tion is provided by interviews, which are conducted as part of 
qualitative research and usually transcribed. Researchers can do 
this themselves, but instead often pay professional transcribers to 
take on this laborious task5. Poland [100] suggests that transcrip-
tion quality is fundamental for rigorous qualitative research. The 
kinds of subtle transcription errors that Poland discusses are only 
likely to be spotted where transcription is treated as a craft activity 

5And I have done so myself. 

conducted directly by researchers. Where transcripts become a com-
modity produced by others and consumed in the research process, 
errors are less likely to be caught. For some [138], the refexivity 
required by qualitative work makes deep researcher engagement 
with transcription essential, because the transcription process is 
constructive, rather than reproductive [52]. The challenge of losing 
something from the data when transcriptions are consumed, rather 
than produced, is one of the challenges researchers also have to 
face when conducting interviews as a team [19]. Like all research 
methods, the criticality of self-transcription depends on what is 
important to a given set of questions – it is theory-laden [67], and 
the perspective a researcher takes might depend on whether they 
have been trained in the ‘craft’ or ‘professional’ perspective [113]. 
The application of craft to transcription is not necessarily the best 
use of a researcher’s time, however. Expending efort on a craft 
approach to transcription might reduce capacity for the applica-
tion of craft elsewhere, too. At times, acting as a consumer in the 
research process can free up productive capacity of activities that 
might yield greater gains in knowledge than might be lost through 
commodity transcription. 

Parts of the research process may require researchers to apply 
a craft skill, whereas others may look like consumption. Machine 
learning research involving standardised datasets is an example 
of this (e.g., [73, 142]). Progress in this domain is contingent on 
having standard, well understood datasets that serve as a bench-
mark for comparison of novel approaches. Researchers doing ‘data 
collection’ in this context act as consumers, as they are making use 
of pre-packaged datasets. (Their choices may be driven by tech-
nical demands, or by the consumption experience; whether the 
data is easy to get hold of, well documented, nicely structured etc.) 
The craft component comes from the way that researchers inter-
act with this commodity data. To make real progress, researchers 
must deeply engage in the empirical methods they apply to these 
datasets. (There are instances where craft is applied to the datasets 
themselves, e.g., [107].) There are risks to pure consumption of 
these datasets – they have all kinds of problems with them that 
may not be obvious to of-the-shelf users [96]. 

The ‘messiness’ of researchers’ interactions with data is exem-
plifed in Muller et al.’s [89] exploration of the work of professional 
data scientists. Their interviews with data science professionals 
suggest that working with data involves signifcant craft in the 
acquisition and processing (or ‘wrangling’) of data for a particular 
context. But at the same time, data scientists are regular consumers 
of standard datasets that are “nothing special” [89, p. 6]. As working 
with data is often iterative, an individual might move between con-
sumption and craft on a moment-to-moment basis. Zhang et al.’s 
follow-up work [141] makes clear that this work is also collective, 
so these alternations between producer and consumer take place at 
both an individual and organisational level. 

4.4 The locus of craft 
I have established that the concepts of craft and commodity are 
made slippery by the complexity of actual research practice. The 
goal of this paper is not to establish a hierarchy of research practice 
where ideal craft research exists at the top of the tree with infe-
rior commodity research at the bottom. As we have seen, research 
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is often constituted by a mix of diferent components, some dis-
playing elements of craft and others involving the consumption 
of commodities components, including data. The key question is 
why certain parts of a research process might move to being com-
moditised and what efect this might have on a method’s capacity 
to generate insight. After all, commoditisation is key to building a 
critical threshold of capacity that can produce new insight. Google’s 
ability to ingest huge volumes of data, for instance, meant that it 
was able to perform translations from one language into another 
without any prior training on that particular language pair [139]. 

The concept of a consumption experience is important for facili-
tating a craft/consumption analysis. If we accept that commodity 
components of research can be consumed by researchers, then the 
symbolic, hedonic and aesthetic components of a research-related 
consumption experience are important factors in researchers’ deci-
sion making processes. As I have previously discussed, these aspects 
are not necessary ‘rational’ in that these factors may assert them-
selves in a way that is not utility maximising from the perspective 
of a given research method. In other words, researchers may make 
research decisions that do not maximise the capacity for the gen-
eration of new insights and knowledge, but instead choose (or are 
led) to optimise certain experiential aspects of research that may 
be desirable to a researcher for non-utilitarian reasons. 

I am not trying to position craft as a dispassionate, approach to 
knowledge creation that maximises a researcher’s contribution to 
‘science’, nor am I trying to position consumption in the research 
process as an id-feeding joyride of irrationality. In many cases, the 
decision to move from the craft production of a bespoke research 
component to the consumption of an of-the-shelf component sim-
ply frees resources for other activities. The material output of the 
research production process is efectively unchanged, it is simply 
that the process is now less resource intensive. Swapping from 
producer to consumer at certain points in the process is a very 
‘rational’ thing to do in such a scenario. One can also imagine the 
opposite scenario too, where needless craft is applied to a problem 
where a commodity solution would have done the job. 

As I noted with Popper’s principle, someone’s own interest com-
bines more than just a maximal contribution to ‘science’. It is en-
tirely rational (i.e., in their interest) for a researcher to take a more 
circuitous route through a research process if they fnd it, say, more 
fun to do so. Or their choices might refect limitations in knowl-
edge and understanding. Once limitations are accounted for, the 
course of action becomes entirely explicable [57]. This is what 
Lagueux [65] points to — most behaviour looks rational once you 
fully comprehend someone’s priorities and constraints. 

So if all researcher behaviour is just a particular kind of locally 
optimal rational, then why bother to contrast craft and consump-
tion? These are just choices that researchers are making along the 
research process to optimise some kind of utility. I am not sure 
that is quite the case, though. I think there is an asymmetry be-
tween moves to craft and moves to consumption. The laborious 
nature of craft implies a kind of built-in refexivity, a mandatory 
situation of the researcher within the action of research at a given 
point in the research process. Consumption, by defnition, absolves 
researchers of this kind of intimacy. What are the consequences 
of this for knowledge production? Maybe everything ends up the 

same, just the researcher now has more time. Or perhaps the re-
searcher remains oblivious to a potentially fruitful line of enquiry. 
Considering and speculating about these trade-ofs would seem to 
be an important part of constructing research processes. 

Researchers are not knowledge-generating automata, and my 
goal here is not to moralise about the presence of consumption 
experiences in research. Instead, my goal is to explore the impact 
that commodity-led consumption experiences might have on the 
way that data is collected and how, in some instances, this might 
infuence the capacity of a method to produce new knowledge. 
I hope that by elucidating the role of consumption experiences 
in research, researchers will have something else to watch out 
for when they are being refexive about their practice in addition 
to considering other methodological trade-ofs in their research 
[34]. To aid this elucidation, the next section attempts to identify 
consumption experiences in common practices in human-centred 
computing and related disciplines. 

5 EXAMPLES OF CONSUMPTION 
EXPERIENCES IN HCC RESEARCH 

In this section, I explore aspects of data collection that give the 
feeling of a consumption experience. I will enumerate the potential 
benefts and side efects of data collection being a consumption 
experience. 

5.1 Fast data 
Speed, being able to collect data quickly, is something that is often 
referenced in relation to data collection. In Table 1 I report quotes 
from the websites of popular recruitment tools obtained over sum-
mer 2020. Speed is often marketed to prospective users of these 
services for recruitment (e.g., researchers). Using these services, 
researchers can get data “within minutes”. Researchers can use these 
platforms to “increase the speed [of their] research”. 

Why is the speed of these services something that is advertised? 
For crowdsourcing platforms like Amazon Mechanical Turk, there 
are a number of use cases. There may be business cases where fast 
turnaround is important, although human computation does not 
normally rely on real-time crowdsourcing for providing real-time 
functionality because that is normally provided by the machine 
component that is trained by crowdworkers. Beyond live demon-
strations, at, for example, conferences or in classrooms, researchers 
generally have little reason to need ‘instant’ data. 

In the literature on online data collection, there are many ref-
erences to the speed at which data can be collected, along with 
comments about the reliability of the data collected. Mason and 
Watts [82, p. 108] noted that “the fast and economical nature of AMT 
[Amazon Mechanical Turk] may make it of interest to behavioral 
scientists”. Welinder and Perona [133, p. 25] note that “ [l]abeling 
large datasets has become faster, cheaper, and easier with the advent 
of crowdsourcing services like Amazon Mechanical Turk.” One of 
the criteria that Peer et al. [97, p. 160] use to rate a number of 
crowdsourcing platforms for social psychology data collection is 
the speed at which responses can be obtained. Liu et al. [75, p. 7 ] 
comment that crowdsourcing “appears to live up to its reputation 
of being faster, cheaper” and note some services producing results 
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Platform Sold as. . . 

Amazon Mechanical Turk 
“MTurk enables businesses and organisations to get work done easily and quickly when they need it[.]”, 
“Using MTurk to outsource microtasks ensures that work gets done quickly”, 
“It is easy to collect and annotate the massive amounts of data” 

Prolifc 

“Collect high quality responses from people around the world within minutes.”, 
“Our participant pool is profled, high quality and fast. The average study is completed in under 2 hours.”, 
“Use Prolifc’s unparalleled prescreening system to quickly fnd niche or nationally representative samples 
at the click of a button.”, 
“Use Prolifc’s self-service platform to get insights in hours, not weeks.” 

Qualtrics 
“Your next breakthrough needs a market research panel designed for faster, more consistent, and higher 
quality insights.”, 
“Increased speed and quality of research.” 

Testable 
“Testable helps you create a wide range of behavioral experiments and surveys in the simplest and fastest 
way.”, 
“Testable ofers a unique combination of power, fexibility, and speed.” 

Gorilla 

“Seamlessly integrated with popular recruitment services, you can source a wide and diverse range of 
participants to complete your study fast.”, 
“With access to a planetful of online participants ready to take part, you can collect your data in a fraction 
of the time it would take in the lab.”, 
“Find out how other researchers are using Gorilla to collect quality data, fast!” 

Table 1: Selected quotes from the websites of popular online recruitment platforms that refer to the speed with which data 
can be collected. Quotes obtained over summer 2020. 

more quickly than others. Other papers [14, 27, 95, 105] mention 
speed of data collection in a way that implies it is advantageous. 

When the speed of data collection is reported, it is implicitly as 
a benefcial characteristic of these platforms. There is no refection 
on why ‘fast’ is a good thing in the context of data collection. None 
of the papers I have cited provide an explanation for mentioning, 
measuring or valuing speed of responses. It is interesting that being 
able to collect data quickly is seen as such an obviously good thing 
that its inclusion passes without qualifcation. Aroyo and Welty 
[4] describe seven ‘myths’ of human annotation, which often takes 
place through crowdsourcing platforms. These myths take the form 
of perceived wisdom about the collection of annotations that do not 
hold up to scrutiny. The existence of these assumptions could be 
taken as evidence of researchers again acting as consumers, where 
a given commodity (i.e., annotations) is assumed to hold a set of 
properties that do not require interrogation. 

Do we need speed? Lisa Koeman’s [61] analyses indicate that 
in HCC we are usually accepting of studies run over very short 
periods of time. Eight-fve per-cent of CHI 2020 papers that involved 
empirical data collection had their data collected over the course of 
a day (or less). Given that data collection takes such a short amount 
of time for researchers anyway, it seems worth thinking about why 
there is a perceived need for data collection to happen more quickly. 

It is difcult to establish the timelines for a paper from incep-
tion to publication, but to help contextualise the idea of ‘fast’ data 
collection, I looked at the last ffty publications from the ACM 
ToCHI journal. Submissions were made between July 2017 and Sep-
tember 2019. These papers were accepted between January 2019 

and May 2020. On average, there are around 11 months between 
a paper being submitted and accepted (SD is approximately four 
months). Publishing, in journals at least, is a slow process. It is not 
obvious from these fgures that, say, taking a week to collect data 
that might otherwise have been collected in a single day would 
make very much diference to a publication’s timeline. Publishing 
at conferences is, of course, very much quicker, but given Koeman’s 
data there is reason to think that, for most publications in HCC, 
data collection does not take up a substantial amount of time as a 
proportion of the whole research process. 

The ‘fle-drawer’ efect [112] is the idea that lots of data is col-
lected and is then either discarded entirely or never fully analysed, 
often because the results are not considered publishable. This per-
haps points to the perceived imperative to collect data quickly — if 
null results are not considered publishable then there is pressure to 
collect more data, more quickly, in the hope that it will yield inter-
esting results. The desire to publish quickly is rooted in ‘publish 
or perish’, the idea that academics need to publish often in order 
to maintain (or improve) their career prospects [28, 86]. In HCC 
research, the desire for fast data might also be one manifestation of 
a publishing model in which conference papers are highly valued 
and decisions are turned around quickly. There is an imperative to 
collect data quickly and get it written up before the next conference 
deadline. 

There are some factors that would seem to give researchers a 
reason to want data more quickly, but is this speed something that is 
desirable for our research? If it isn’t, then it is part of the consump-
tion experience of data collection, not the transaction itself. It is 
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hard to make the argument to the contrary. Data is rarely collected 
over a long period of time in HCC and the time spent collecting data 
makes up a small fraction of the time between inception and publi-
cation. If we think of data collection as a consumption experience, 
the ‘fast’ being advertised by platforms as a positive characteristic 
and perceived by researchers as a positive characteristic becomes 
easier to hypothesise about: it feels good to get data quickly, it feels 
like progress in a context where, as we have seen, everything else 
can move slowly. I can speculate on where these positive feelings 
come from (an empirical exploration is beyond the scope of this 
article). It could be the feeling that data arriving feels like the frst 
manifestation of research ‘producing’. It could be that when data 
arrive quickly, we feel very productive (even if it is actually oth-
ers doing the work). It may reduce the feeling of threat from the 
external pressures on our work. 

There are exceptions to this, naturally. During large ephemeral 
events like concerts, or during an event like the coronavirus crisis, 
there is a clear rationale for rapid data collection – data needs to be 
collected quickly to capture the essence of and event in the moment 
or it’s not worth collecting at all. In studies of real-time collabo-
rative online interaction, ‘fast’ might be interpreted as meaning 
research are able to get a critical mass of participants for studies to 
function. (Although this would be better described as ‘liquidity’ of 
a participant pool.) It’s not clear that most empirical work needs 
data to arrive so quickly, though. 

The consumption of data collection and the experience we get 
from it is not without ‘upstream’ cost on other people. The sub-
sumption [81] of individuals in this kind of commoditised system 
often means that the costs of making a commodity appear are in-
visible to the consumer of the commodity. Time pressures created 
on workers, who often act as the producers of data [71]. The ability 
of platforms to ofer fast turnarounds and the desire of researchers 
to have them heavily constrains workers’ ability to work efciently 
[69]. 

Researchers should keep in mind the efects of their consump-
tion, because ultimately it can afect the commodity that they are 
consuming. We know that workers on online platforms are often 
distracted [42] and that attention checks [2, 124] are required to 
maintain data quality. Studying the same sample over and over 
is a problem too; we know that non-naivety [17] of participants 
on Amazon Mechanical Turk signifcantly diminishes the internal 
validity of certain kinds of studies. These challenges have many 
causes, but the desire for ‘fast’ data undoubtedly contributes. 

5.2 Of-the-shelf tools 
We have seen that data collection can be a commodity that can 
be consumed, and there is an experience associated with this con-
sumption. The tools we use to collect empirical data can also exhibit 
these characteristics. Standard questionnaire tools come with pre-
set question types, for instance. Standard inventories are used as 
‘of-the-shelf’ tools for measuring, say, personality type (e.g., [40]). 
Experiment generators have been used in psychology to generate 
computer-based paradigmatic experiments for years [117]. Some of 
these generators are ofered gratis (e.g., PsyToolkit6), while others 

6https://www.psytoolkit.org/ 

are ofered on a commercial basis (e.g., Gorilla7). These tools focus 
on removing the technical challenges of implementing computer-
based experiments. Drag-and-drop interfaces allow studies to be 
quickly and easily created with very little training. Some8 ofer 
ready-made templates for popular experimental paradigms. The 
logos of many prestigious institutions appear prominently in the 
webpages. This is research using of-the-shelf, oven-ready tools. 
Collecting data with them is a consumption experience. 

Of-the-shelf tools are helpful for teaching because they provide 
a good sandbox to get students working quickly on important as-
pects of experimental design [106]. They are also widely used for 
conducting ‘real’ research too, but I have been unable to fnd any 
critical refections on the role such generators play in the research 
process. These tools work well for certain kinds of explorations, 
especially highly constrained studies where there is a strongly 
established experimental paradigm. In such cases, parametric9 in-
vestigations – those where small parameters are adjusted for each 
experiment to map the full extent and nature of causal relationships 
– are very much easier to conduct using generators. Of-the-shelf 
studies can improve internal validity by providing tools that have 
been heavily tested and known to be reliable. Using standard tools 
improves replicability of work, something that the HCC community 
has been concerned about [136, 137]. These are positive aspects of 
commodity data collection tools, things that make the consumption 
experience a good one. 

Using experiment generators constrains the kinds of studies 
that can be run and the kinds of things that can be measured. The 
research questions we ask should obviously be constrained by the 
methods we have at our disposal – there is no point asking questions 
that we have no way to answer, at least not in an empirically-driven 
discipline. But there is a risk that the use of of-the-shelf commodity 
tools means that we constrain our research questions to match these 
quick and easy tools, when it might be that a bespoke solution would 
let us ask more interesting questions and obtain more insightful 
answers. The is particularly the case in HCC, where context is often 
a critical infuence [31] on our empirical data collection. Ecological 
validity is highly valued [16] in HCC because of these contextual 
constraints. Of-the-shelf tools may not be entirely appropriate for 
developing a deep understanding of such contexts, either. There is a 
balance to be struck between the potential for wasted efort building 
things from scratch and the need to push the limits of knowledge 
in terms of the questions that we ask. Advances in knowledge can 
come from overwhelming evidence obtained through iterations 
of the same paradigms, but it can also come from new ways of 
measuring a phenomenon. As Hornbæk has noted [56], we can 
learn a lot from being wrong. But to do that, we have to notice that 
we have got something wrong. That is less obvious when we use 
commodity tools. 

5.3 Commodifed data analysis 
My focus in this paper is largely on the collection of data, but it 
also makes sense to consider commodifcation of the analysis of 
data as part of the wider research process. The collection of huge 

7https://gorilla.sc/
8https://www.labvanced.com/expLibrary.html?type=features 
9I owe knowledge of this term to Stephen Payne. 

https://www.psytoolkit.org/
https://gorilla.sc/
https://www.labvanced.com/expLibrary.html?type=features
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amounts of digital telemetry is increasingly common in contexts 
where research craft skills may be lacking. Commodity analytics 
are needed to make analyses digestible, removing the skill barrier 
from their use. [122]. Students are taught [53] to use these kinds 
of analytic-consumption tools. ‘Prescriptive analytics’ [72] means 
that analyses are selected automatically by expert systems. The 
consumer of these analyses does not even have to make a choice 
about which analyses are consumed. Automated AI tools have also 
been developed to ‘pre-prepare’ datasets for data scientists [129]. 

Commodity data analysis is essential where analytics are being 
deployed for, say, employers to surveil employees [91]. There may 
be no craft expertise on hand to aggregate or interpret data. But in 
research, we make use of commodity tools, too. Inferential statistics 
are often not the application of a craft, but are instead consumed, 
packaged up in a way that abstracts-away what is really happening 
[26]. This packaging allows for a consumption experience that 
permits consumers to avoid undesirable aspects, like ‘statistics 
anxiety’, that would come with a craftwork approach to analysis 
[93]. The consumption of analytic tools in this way, the subsumption 
of the craft, often means that professional researchers often do 
not understand how these tools work, or the situations in which 
they are appropriate [50]. Cairns [15] reviewed eighty HCC papers. 
Forty-one used inferential statistics. All but one contained errors 
in the application of these methods. 

Commodity analyses in research might have the same roots as 
commodity data collection. Standardisation increases the ability 
of scientists to utilise the work of others. Of-the-shelf tools are 
more robust and reliable than from-scratch analyses. Commodity 
analyses allow researchers to publish more quickly. Just as with data 
collection, refection on what analytic choices researchers make 
and why they make them is critical to ensure the right balance is 
struck between the helpful and limiting aspects of commoditisation 
of aspects of the research process. 

5.4 Summarising data collection as a 
consumption experience 

In this section, I have argued that some of the data collection that 
HCC (and other behavioural sciences) researchers are engaged in 
could be framed as a consumption experience. The focus on getting 
data quickly and easily looks similar to the way fast food or tax cal-
culators are often marketed to consumers. The external pressures 
on researchers might provide some explanation, but as I have sug-
gested, data collection generally takes up a small proportion of time 
in the research process. The ‘gap’ between what can be explained 
by external incentives and the way research is conducted can partly 
be explained by thinking of data as a consumption experience. 

6 WHY DOES THIS MATTER? 
I have made the case for viewing aspects of data collection as a 
consumption experience. Why does it matter if data collection is a 
consumption experience? Why is this something worth writing or 
reading about? Bluntly: so what? 

Treating data collection as something that can be consumed 
crystallises trade-ofs that we as researchers make, thinkingly or 
unthinkingly, in our data collection. Sometimes we apply craft skill 
to research where we are pushing the boundaries of knowledge. 

Sometimes using commodifed processes saves time and energy 
in parts of our research where we need enabling tools but are not 
trying to create new knowledge. Thinking of data collection as 
a consumption experience reminds us that the trade-ofs that we 
make are not necessarily ‘rational’ but instead refect the fact that 
it is people who conduct research. They have goals and constraints 
beyond what is ‘objectively optimal’ for a given research approach 
(if such a thing could even be said to exist). This refexivity is 
important for developing our research methods as a community. 

6.1 Introspection 
Disciplinary introspection is an important part of research: what 
are we doing, why are we doing it the way we’re doing it, what 
we ought to be doing. There is value to formalising these kinds of 
questions into a distinct area of study so that commonalities can 
be identifed — science and technology studies. But there is also 
beneft to be had from active researchers in a particular community 
asking these kinds of questions themselves. 

The HCC research community does engage in disciplinary in-
trospection. Oulasvirta and Hornbæk [94] have laid out a problem-
solving model of HCI research. Kostakos’s identifcation of a ‘Big 
Hole in HCI research’ [64] and associated empirical work and re-
sponses [8, 76, 108] do a good job of getting us to think about the 
kinds of work that is happening in HCC and how or whether it all 
fts together. 

Disciplinary perspectives are a useful starting point for making 
normative claims about what we ought to be investigating and how 
we ought to investigate it. They have a kind of intentionality to 
them, though: that they are about a thing (our discipline) and not 
the experiential aspects of doing HCC research. There’s not much 
to see in terms of disciplinary takes on the experiential aspects of 
research, we instead have to look at the level of particular research 
methods. Here we do start to see more about refexivity in design 
[98], anthropological methods [110] and ‘frst-person’ research 
methods more generally [30, 77]. 

It is not surprising that positionally and refexivity are high-
lighted in interpretivist methods. Considering them holistically, 
they are generally less proscriptively described and require more 
craft that necessarily entails a degree of refection to be success-
ful. I write holistically, because they are in no sense immune to 
the efects of commodifcation. See Braun and Clarke’s complaint 
that the “[. . . ] most plausible (and perhaps generous) explanation 
for claims that we advocate for procedures that we do not in fact 
advocate for, is that the authors have not read our paper.” [12, p. 336]. 
These more methodologically-bound kinds of introspection get us 
thinking about what we are bringing to our research as individual 
human researchers, but, being method bound, might they sharpen 
refection at a particular point of the research process where the 
method is instantiated? It seems possible that in executing a refex-
ive research method, a researcher might consider themselves to 
have ‘done’ refexivity. Which would seem to be on the road to a 
packaged and labeled consumption experience, with the power and 
pitfalls that can come with them. (Braun and Clarke seemed to be 
implicitly pointing this out.) It is for this reason that I think that 
we need to refect specifcally on consumption experiences in the 
research process. 
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6.2 Consumption experiences for framing 
introspection 

Consumption experiences in the research process have the poten-
tial to cause trouble because consumption necessarily means not 
having to think too hard about what is going on inside the statistical 
test, dataset or research method. That’s why commodity research 
artefacts are useful. But it means we lose built-in refexivity. It 
means that we may not fully understand the implications of their 
use. And it opens us up to the consumption experiences that come 
with commodities, of being subject to market activities like product 
marketing. 

There is something to be said for the standardisation that comes 
with commoditisation. Using of-the-shelf tools for constructing 
studies saves researchers from having to learn skills that are not 
directly relevant to their research goals. They save time that can 
be better put to use on, for instance, the study materials. Likewise, 
recruitment platforms reduce the time and efort associated with 
recruiting. It is clearly desirable for expanding knowledge that we 
do not have to start from scratch with data collection for each and 
every study. Paradigmatic study is essential for incrementally and 
systematically increasing our knowledge. Parametric work, where 
small changes are made to the set-up of experiments, has been 
important for developing a reliable knowledge base in psychology, 
for instance. Standardisation, a critical component of commodifca-
tion, has benefts for performing certain kinds of research. There 
are many studies which show that, for a given paradigm, some of 
these more commodifed approaches to data collection (e.g., crowd-
sourcing) produce data that is just as good as we’d get from the 
lab [14, 37, 63, 104]. It can also be true, though, that these modes 
of data collection also shape the kinds of studies that we run and 
consequently the kinds of scientifc questions that we can ask, in 
the same way that researchers’ politics [99] or nomenclatures [11] 
can. 

There are internal and external infuences on the trade-ofs we 
make in the research methods we use; it is critical that we actively 
examine these trade-ofs, resisting as best we can external infuences 
that compromise our ability to generate new knowledge. I have 
sketched some of the challenges associated with commodifcation 
and commoditisation in this paper. I think the next step should 
be an honest interrogation of the HCC literature to understand 
the extent and trajectories of commodifcation in our discipline. 
As part of this exercise, it might also be possible to identify areas 
where commodities could help improve our research. What standard 
techniques has our discipline not yet caught up with? What are 
we unnecessarily re-inventing over and over? There are lower 
and higher risk aspects to the research process when it comes to 
commoditisation and future work should attempt to fesh this out. 

We should keep consumption experiences in mind not only when 
we’re producing work, but when we’re evaluating work too. When 
we consider our colleagues’ submissions at peer review, we should 
be asking ourselves what trade-ofs have been made in the way 
that data has been collected. Have authors used commodity as-
pects of their process in a reasonable way? Does commoditised 
data collection threaten the validity of the studies? Has it unneces-
sarily constrained the research approach in a way that limits the 
contribution to knowledge that has been made? Have they spent 

signifcant time crafting something that would have been better 
replaced with a well-used of-the-shelf tool? If we are sensitive to 
both the capacity-expanding power of commodity data collection 
but also seeking and rewarding craftwork where it improves re-
search, then we can improve the quality of our research methods 
and outputs. Consumption and craft are not fundamentally ‘better’ 
or ‘worse’ than the other, but there might be better or worse reasons 
for deciding one way or another at various points in the research 
process. We should also try to avoid falling unknowingly into con-
sumption experiences when we’re reviewing, too. Perhaps there 
is a hedonic windfall to replaying of-the-shelf criticisms (“your 
ethnography isn’t generalisable!”, “you didn’t examine gender dif-
ferences!”, “your sample is too small!”), but in trying to ft work 
into the containerised structure of a commodity review there’s a 
risk we miss out on esoteric but valuable work. 

6.3 Feedback loops 
HCC researchers recognise that knowledge our discipline generates 
has the potential to be negatively projected outside the community 
[115]. Dark patterns are a good example of this projection and have 
been studied in depth the last few years [46, 47, 78, 83, 84, 87, 92, 
116]. HCC has generated knowledge about making interactions less 
efortful by being respectful of the functioning of human attention 
and perception. Dark patterns commandeer this knowledge in order 
to channel people’s behaviour in a particular direction that may 
not be in their interests. As a discipline, we are good at thinking of 
ways of escaping from these negative projections by, for instance, 
thinking carefully about ethical implications [132] or using design 
fctions to try and anticipate outcomes of our work [74]. 

There’s a feedback loop that runs in the other direction, though, 
one that acts on the research we do. This feedback loop does not 
receive so much attention. It is the way that external incentives, 
cultures and zeitgeists infuence our work. The priorities of national 
and international funding councils are of course salient, the kinds 
of things that we might rant to one another about over a pastry 
and drink in the corridor of a conference centre. What about more 
nebulous infuences on our research practice? Does the fact we can 
hail a cab or order dinner with an app (which HCC principles will 
have informed the design of) implicitly infuence our expectations 
when we come to recruit participants for our research studies? 
The best practices HCC researchers (in industry and academia) 
have developed over the last ffty years have helped to build the 
commoditized experiences of technology we have every day. As 
part of understanding the decisions we make about whether to 
use commodity research artefacts at certain points in our research 
processes, it seems worth investigating the extent to which this 
loop is returning to infuence the way we think about our research. 

6.4 Taking our own medicine 
When thinking about the consumption experience of data collection, 
speed seems to be something that is desirable to researchers and that 
is used to market tools to them. HCC researchers have been critical 
of the idea that it’s always good to design interactions that are as 
quick and painless as possible. Such interactions are often designed 
to get us to act without thinking. Hallnäs and Redström [51] write 
about the role that slow technology can play in providing moments 
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for refection and rest. Tools like ‘GoSlow’ [18] and others [48] 
have been designed by HCC researchers to slow interactions down. 
Designed frictions [23] ofer a way of getting people to pause during 
interactions to engage their deliberative ‘System 2‘ [58] faculties. Is 
there something to be learnt from these critical accounts of the way 
that technology gives us the capability to speed everything up? Do 
the benefts of being able to collect data quickly outweigh what 
we have to give up in order to do so? That’s not clear to me, but 
perhaps further work is required to try and articulate the benefts. 

6.5 Ethics 
From an ethical perspective, researchers should only be collecting 
data when there is a strong justifcation to do so. Data protection 
regulations usually have a ‘data minimisation’ imperative, where 
only data that is actually needed is collected [35]. There is a risk that 
commodity data collection tools and platforms make it very easy to 
collect data for the sake of it, just in case it becomes useful down the 
line. Speculative collection of data in this way, either by collecting 
extra measures (or by collecting data from more participants than 
necessary) seems ethically troubling, but is made very easy by 
platforms and experiment builders. 

Especially when participants are not being remunerated (e.g., in 
citizen science projects), it is critical that there is some meaningful 
prospect of getting data that has beneft (either directly or indirectly) 
to participants. The web forums where platform workers discuss 
tasks are full of stories of broken, untested tasks on which they 
waste their valuable time. Perhaps the ability to collect data quickly 
has inoculated researchers against concern over faulty tasks. It also 
speaks to the abstraction of data as a commodity. Consumption 
experiences involve minimising consideration of the complexity 
involved in delivering a commodity. As long as the data arrives, 
you don’t have to worry too much about what had to happen to 
bring it into existence. 

Commodifcation of data collection has implications for the re-
sources we use when conducting research. Many HCC researchers’ 
salaries are funded by public money. Data collection costs are also 
often publicly funded. Commodity data collection can reduce the 
amount of time staf spend on ‘low value’ aspects of data collec-
tion. This is seems like a good thing. What are the costs of data 
collection being a consumption experience, though? The platform 
charges, the agency fees. What do we pay (notwithstanding the 
externality costs incurred by others) to have ultra-fast access to 
participants which, as I have explained, may not be all that valuable 
in the context of the whole research process? 

Academic researchers should be (and normally are) subject to 
relatively robust ethical review procedures. Commodifcation en-
tails being exposed to the operation of market mechanisms, like 
advertising, from entities that are not regulated by the same ethical 
procedures as academic researchers. It is important to remember 
this when evaluating the role of commodities in a given research 
process because it could not only result in researchers inadver-
tently subjecting others to unethical behaviour, but researchers 
themselves being subject to behaviour they would consider unethi-
cal in a research context. 

6.6 Empirical programme 
The arguments I have made in this paper are almost entirely based 
on an argumentative synthesis of prior work. I have made a number 
of assertions about why researchers might behave in certain ways. 
These assertions are untested. Perhaps, for example, researchers 
have compelling scientifc reasons for collecting data very quickly. 
I have claimed that research processes wend a path between craft 
and consumption at diference stages, but I do not have evidence 
(primary or secondary) that helps us understand what decisions 
researchers are making and how they are making them. 

It would seem that the logical next step for this work would be 
to test whether the ideas presented in this paper hold up in practice 
and, if they do, how they manifest. The frst stream of this empirical 
work could take place through case studies of research practices in 
HCC. The work that Ribes [109] has done on AIDS research infras-
tructures would be a good template: a detailed, situated account of 
data production work. 

This paper has advanced the importance of experiences in re-
search. Empirical work should also investigate researchers’ moti-
vations and experiences, and the extent to which consumption is 
a useful lens for refection. The work Muller et al. and Zhang et 
al. have done to understand how professional data scientists work 
[89, 141] would be a good template to start this work, though I think 
it would be important not just to understand the sociotechnical 
context but also the psychological context of data production work. 

An empirical basis would allow us to start development of disci-
plinary meta-methodological tools that would allow for structured 
refection on and critique of research practices. A common ques-
tion in research “why did you do it like that, and not some other 
way?” Usually there are good technical or logistical answers to 
that question. If the reality is that “because it was fun and made 
me feel good” could also be an accurate answer to this question, 
perhaps it is time we think about how we can express such realities 
without feeling that we are fundamentally compromising our (self-
)respectability as researchers. Collins and Evans wanted to “shift the 
focus of the epistemology-like discussion from truth to expertise and 
experience” [21, p. 236] in the context of scientifc knowledge and 
technical decision-making, but it could equally apply to the things 
we have looked at so far in this paper; the totality of experience in 
the research process. 

For me, the most important empirical questions raised in the 
course of this paper are: 

• Do researchers understand their experiences of research as 
being consumption experiences? 

• Can we develop structures for refection on consumption 
experiences that encourage honest critique without stigma-
tising?10 

• How do researchers dynamically navigate the trade-ofs of 
craft and consumption in their research processes? 

• Have (and how have) consumption experiences manifested 
in HCC research traditions? 

• What are (or might be) the ‘downstream’ efects of consump-
tion and craft in our research? 

10How do we ‘do’ #OverlyHonestMethods without our reviewers thinking we’re a 
bunch of incompetents? 

https://twitter.com/search?q=%23OverlyHonestMethods
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7 A PERSONAL REFLECTION 
Throughout this paper, I have exhorted readers to refect on their 
research practices, interrogating them for consumption experiences. 
It seems appropriate to consume my own smoke, so to speak, and 
refect on consumption experiences in my own research. I have 
thought over the symbolic, hedonic and aesthetic elements of my 
work with regard to consumption. 

I became interested in crowdsourcing about a decade ago as a 
PhD student. I was getting bored of spending long periods of time 
sitting in a windowless laboratory conducting human performance 
studies. I read Chi et al.’s [60] work on crowdsourcing user studies 
and wondered if it might help me escape from the lab. In this sense, I 
was keen for the experiential aspects of data collection to disappear, 
to instead be able to get data from a structured platform. To be 
able to enjoy getting data without the boredom (i.e., a hedonic 
motivation). Some of my initial research focused on whether data 
collected from crowds is reliable [44, 45], and I have since published 
on how to ensure reliability [43]. My eforts and the eforts of 
other researchers to demonstrate (e.g., [14, 37, 63, 104]) reliability 
have, in a sense, been about proving of the fungibility of diferent 
data collection techniques. In other words, demonstrating that data 
collection could efectively be commoditised, rendering any craft 
associated with sitting in rooms with participants moot. 

I was prompted to start working on this paper after attending a 
conference at which crowdsourcing and data-collection industry 
representatives were presenting. Sitting and listening to presen-
tations, it was obvious that I was being advertised to. I wondered 
what efect this might be having on our research. I will not pre-
tend that I wasn’t also stimulated by the lure of being able to work 
on something where I got to feel contrarian along the way (i.e., a 
symbolic experience). 

One of the reviewers for this paper gently pointed out that data 
reported in Table 1 might itself represent an act of consumption 
over a craft-led empirical exploration. It is certainly the case that 
these platforms advertise in similar ways, such that their advertising 
has undergone a kind of commoditisation. Working through their 
commoditised websites did feel perhaps like a form of consumption, 
with a buzz (hedonic) from fnding they all had very similar things 
to say about their oferings. 

I have also asked myself whether this entire paper represents 
the expression of a consumption experience. In the course of pro-
ducing this paper, I have beneftted greatly from commoditisation 
of academic research through publishers’ portals. This has made 
it quick and easy to discover relevant publications. Reading and 
synthesising this work with my own ideas is, or has felt like, a craft 
efort. I have enjoyed this work, and it is certainly the case that 
craft can be a hedonic experience, too. Having fun doing doesn’t 
mean you are ‘doing’ consumption. At the same time, I have drawn 
on disciplines and concepts that are new to me. Perhaps rather than 
a new compound synthesised from constituent parts, this paper is 
just a mixture resulting from consuming of-the-shelf conceptual 
parts. . . 

8 CONCLUSION 
In this critical essay, I have asked whether aspects of professional 
research could be framed as a consumption experience. I have 

described data as a commodity, explored what it means to be a 
consumer, and explained what it means to have a consumption 
experience. I apply these ideas to the research process, with a par-
ticular focus on data collection, and fnd that the way we collect 
data could have the characteristics of a consumption experience. I 
argue that these characteristics are a result of new data collection 
methods and extrinsic incentives, such as ‘publish or perish’. Data 
collection as a consumption experience is worrying in some re-
spects and liberating in others. My hope is that the needling of our 
community’s research practice in this paper will encourage struc-
tured refection on research processes and consideration of what 
is gained and what might be lost when data collection becomes a 
consumption experience. 
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