
MNRAS 510, 3734–3757 (2022) https://doi.org/10.1093/mnras/stab3569 
Advance Access publication 2021 December 9 

A high-resolution investigation of the multiphase ISM in a galaxy during 

the first two billion years 

S. Dye , 1 ‹ S. A. Eales, 2 H. L. Gomez, 2 G. C. Jones, 3 , 4 M. W. L. Smith , 2 E. Borsato, 5 A. Moss, 1 

L. Dunne, 2 J. Maresca , 1 A. Amvrosiadis, 6 M. Negrello, 2 L. Marchetti , 7 , 8 E. M. Corsini , 5 , 9 

R. J. Ivison , 10 G. J. Bendo , 11 T. Bakx , 12 , 13 A. Cooray, 14 P. Cox, 15 H. Dannerbauer, 16 , 17 

S. Serjeant , 18 D. Riechers, 19 P. Temi 20 and C. Vlahakis 21 

Affiliations are listed at the end of the paper 

Accepted 2021 No v ember 30. Received 2021 October 27; in original form 2021 July 20 

A B S T R A C T 

We have carried out the first spatially resolv ed inv estigation of the multiphase interstellar medium (ISM) at high redshift, using 

the z = 4.24 strongly lensed submillimetre galaxy H-ATLASJ142413.9 + 022303 (ID141). We present high-resolution (down to 

∼350 pc) ALMA observations in dust continuum emission and in the CO(7–6), H 2 O(2 1 , 1 − 2 0 , 2 ), [C I ] (1–0), and [C I ] (2–1) lines, 
the latter two allowing us to spatially resolve the cool phase of the ISM for the first time. Our modelling of the kinematics reveals 
that the system appears to be dominated by a rotationally-supported gas disc with evidence of a nearby perturber. We find that the 
[C I ] (1–0) line has a very different distribution to the other lines, showing the existence of a reservoir of cool gas that might have 
been missed in studies of other galaxies. We have estimated the mass of the ISM using four different tracers, al w ays obtaining 

an estimate in the range of 3 . 2 –3 . 8 × 10 

11 M �, significantly higher than our dynamical mass estimate of 0 . 8 –1 . 3 × 10 

11 M �. 
We suggest that this conflict and other similar conflicts reported in the literature is because the gas-to-tracer ratios are � 4 times 
lower than the Galactic values used to calibrate the ISM in high-redshift galaxies. We demonstrate that this could result from a 
top-heavy initial mass function and strong chemical evolution. Using a variety of quantitative indicators, we show that, extreme 
though it is at z = 4.24, ID141 will likely join the population of quiescent galaxies that appears in the Universe at z ∼ 3. 

Key words: gravitational lensing: strong – galaxies: ISM – galaxies: kinematics and dynamics – galaxies: star formation –
submillimetre: galaxies. 
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 I N T RO D U C T I O N  

ub-millimetre galaxies (SMGs) are among the brightest objects
bserved at far-infrared (far-IR) and sub-millimetre (submm) wave-
engths in the early Universe. SMGs are typically highly optically
bscured by dust that originates from low/intermediate mass stars
nd supernovae (e.g. Rowlands et al. 2014 ) in regions undergoing
xtreme rates of star formation. These stellar nurseries are most
bundant at redshifts around z = 2 −4 when the Universe was most
apidly forming the galaxies and clusters we see around us today.
MGs have therefore become a valuable probe of the physics of the
rowth of these structures, particularly at the more massive end of
he galaxy mass function (e.g. Casey, Narayanan & Cooray 2014 ;
odge & da Cunha 2020 ). 
The most extreme SMGs are those discovered in the wide-area

urv e ys carried out with Herschel (Negrello et al. 2017 ; Bakx et al.
018 ), the South Pole Telescope (Vieira et al. 2013 ; Reuter et al.
020 ) and Planck (Ca ̃ nameras et al. 2015 ), including ones that have
tar formation rates (SFRs) many thousands of solar masses per year,
hich have been found out to a redshift of ∼6 (e.g. Fudamoto et al.
017 ). An obvious question is, what do these extreme objects evolve
nto at more recent epochs? In particular, do these galaxies evolve
 E-mail: simon.dye@nottingham.ac.uk 
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nto the population of quiescent galaxies that appear in the Universe
t z ∼ 3? (e.g. Glazebrook et al. 2017 ; Girelli, Bolzonella & Cimatti
019 ; Merlin et al. 2019 ; Forrest et al. 2020a , b ; Valentino et al. 2020 ).
These huge SFRs must be fueled by large amounts of gas and
an y studies hav e found that SMGs house substantial molecular

as reservoirs of masses generally in the range of 10 10 –10 11 M �
e.g. Ivison et al. 2011 ; Bothwell et al. 2013 ; Huynh et al. 2017 ;
ye et al. 2018 ; Kaasinen et al. 2019 ). The bulk constituent of

his gas, molecular hydrogen, is not rotationally excited at the
ypical temperatures in the molecular phase in galaxies. As such,
nv estigations hav e been forced to use tracers, either dust or a variety
f molecular and atomic species, thus requiring knowledge of the
as-to-tracer ratio. There is a complex hierarchy of calibrations but
ost of the values assumed for these ratios are ultimately based on

bservations in the Milky Way, the only place where it is possible
o measure both the luminosity in the tracer and the mass of the
nderlying gas (Dunne et al. 2021 ). 
As for galaxies in the nearby Universe, the most frequently

sed tracer of the molecular phase of the ISM, because it has
o many bright spectral lines in atmospheric windows, is the CO
olecule (Tacconi et al. 2018 ; Birkin et al. 2021 ). As a tracer

f the underlying gas, CO has some well-known disadvantages
Bolatto, Wolfire & Leroy 2013 ), in particular the fact that the J
 1–0 line, the best for tracing the coldest gas, is optically thick.

n addition, observations with Fermi (Abdo et al. 2010 ), Planck
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Planck Collaboration XIX 2011 ), and Herschel (Pineda et al. 2013 )
ll suggest that approximately one third of the molecular gas in the
alaxy does not emit CO, probably because of photodissociation 
f the CO molecule (Planck Collaboration XIX 2011 ). For high- 
esolution studies of the ISM in high-redshift galaxies, there is 
he additional problem that the Atacama Large Millimetre Array 
ALMA) is only able to observe the higher-excitation CO lines, 
aking it possible that these studies have missed much of the gas

although lower-frequency ALMA bands will become available in 
he near future). 

The other bright molecular lines in high-redshift galaxies are those 
f the water molecule, which have been used to observe both SMGs
Omont et al. 2013 ; Spilker et al. 2014 ; Yang et al. 2016 ; Jarugula
t al. 2019 ) and AGN (e.g. van der Werf et al. 2011 ). The water lines
re excited by far-IR photons (compared to collisional excitations of 
O by H 2 ), explaining the correlation between line luminosity and 

ar-infrared luminosity o v er three orders of magnitude (Yang et al.
013 ). The water lines are therefore probably more useful as a tracer
f star formation than the ISM (Jarugula et al. 2019 ). 
Arguably the best tracers of the molecular phase of the ISM in

igh-redshift galaxies are the fine-structure lines of atomic carbon, 
espite being generally fainter. The [C I ] ( 3 P 1 − 3 P 0 ) and [C I ] ( 3 P 2 −
 P 1 ) lines have similar excitation temperatures and critical densities 
o the low-J CO lines, but they are optically thin and they are emitted
n all molecular regions including CO-dark regions (Papadopoulos 
 Greve 2004 ; Papadopoulos, Thi & Viti 2004 ; Dunne et al. 2021 ). 
The high-resolution configurations of ALMA, plus the magnifi- 

ation (often greater than a factor of 10) provided by gravitational 
ensing, have huge potential for investigating the physical conditions 
n the ISM in galaxies in the early Universe. This potential has
een demonstrated quite dramatically using observations of the 
ravitationally lensed SMG SDP81 that were carried out in the 
cience Verification Phase of the ALMA long baselines (ALMA 

artnership et al. 2015 ). After being corrected for gravitational lens 
istortion, the reconstructed spectral-line and continuum images had 
 resolution of ∼50 pc (Dye et al. 2015 ; Rybak et al. 2015a , b ). The
mages revealed a smoothly rotating but clumpy disc, with a Toomre 
-parameter suggesting that the disc is in a state of collapse. The

esolution, approximately the size of a giant molecular cloud, made 
t possible to compare the Larson relations for the clumps with those
n the Milky Way (Swinbank et al. 2015 ). 

The drawback of the observations of SDP81, ho we ver, is that
hey were in high–J CO lines, making it uncertain whether a cool
olecular phase had been missed; it is possible that these high–

 CO clumps simply trace regions in the disc where the gas is
articularly warm rather than genuine agglomerations of gas. In 
ddition, at the redshift of SDP81, several spectral lines do not fall
ithin atmospherically transparent windows. To circumvent these 

hortfalls, we have therefore embarked on a second high-resolution 
tudy of the ISM using a galaxy at a redshift such that all of the key
pectral lines are visible to ALMA. 

One of the brightest strongly lensed SMGs, H-ATLAS 

142413.9 + 022303, hereafter referred to as ‘ID141’ following its 
abel assigned by Cox et al. ( 2011 ) was disco v ered in the Herschel
strophysical Terrahertz Large-Area Surv e y (Eales et al. 2010 ; Cox

t al. 2011 ; Negrello et al. 2017 ). ID141 is not only bright because it
s strongly lensed but also because it is intrinsically very luminous. 
fter correction for the lens magnification factor of ∼6, the SFR in

D141, estimated from the bolometric luminosity of the dust (and 
ssuming the initial mass function of Kroupa & Weidner 2003 ), is
 2400 M � yr −1 , five times higher than SDP81. With a redshift of
 = 4.24 (Cox et al. 2011 ), ID141 is also one of the most distant
trongly lensed SMGs. At this redshift, both [C I ] lines, the bright
 C II ] line at 158 μm, multiple CO lines (including the CO(1–0) line
n the near future) and water lines, and many other lines are visible
o ALMA. 

As a result of its interest, ID141 has been observed many times in
he submillimetre/millimetre wavebands (Cox et al. 2011 ; Bussmann 
t al. 2012 , 2013 ; Omont et al. 2013 ; Dye et al. 2018 ; Cheng et al.
020 ). Lens modelling by Dye et al. ( 2018 , D18 hereafter) and Enia
t al. ( 2018 ) revealed evidence of a disturbed morphology in the
econstructed continuum emission of the source (see also Bussmann 
t al. 2012 who showed that significant image residuals remain after
ubtracting the best-fitting lensed image of a single smooth source). 
 relati vely high le vel of ionization in the source was inferred from a
igh far-IR luminosity to gas mass ratio measured by Cox et al.
 2011 ). This, along with very large line widths of ∼800 km s −1 

bserved in CO emission led the authors to suggest the SMG is
 merger, like most other SMGs (e.g. Engel et al. 2010 ). 

In this paper, we present high-resolution ( ∼0.1 arcsec) ALMA 

bservations of ID141 in bands 3 and 4, complementing the ALMA
and 7 observations presented in D18 . The new observations co v er
he emission lines CO(7–6), H 2 O(2 1 , 1 − 2 0 , 2 ), [C I ] ( 3 P 2 −3 P 1 ), and
C I ] ( 3 P 1 −3 P 0 ), which have for the first time made it possible to
arry out a high-resolution investigation of the ISM in a high-redshift
alaxy that includes both the warm and the cool gas. The spectral-
ine observations have also allowed us to make a detailed kinematic
nalysis of this system, in particular addressing the question of 
hether ID141 is a merger. 
One of the key findings of this paper is that the dynamical mass of

D141 is approximately four times lower than the gas mass inferred
rom Galactic gas-to-tracer ratios. SMGs with inferred gas masses 
hat are equal to or larger than their dynamical mass have been
eported in the literature for o v er a decade (e.g. Tacconi et al. 2008 ;
odge et al. 2012 ; Bothwell et al. 2013 ). More recently, there has
een an acceleration in the pre v alence of such conflicting systems
e.g. Dye et al. 2015 ; Yang et al. 2017 ; Calistro Rivera et al. 2018 ;
eeleman et al. 2020 ; Mizukoshi et al. 2021 ). A common approach

o reconcile these anomalies is to reduce the conversion factor (based
n local Universe observations) that scales CO line intensity to total
as mass. In this work, we find that four different tracers yield the
ame e xcessiv e gas mass. It is unlikely that all four tracer conversion
 actors w ould need to be scaled by the same amount and so we
ave sought a more natural explanation in the form of a chemical
volution model which solves the discrepancy between the gas mass 
nd dynamical mass in ID141. 

The layout of this paper is as follows. In Section 2, we describe the
cquisition and the reduction of the ALMA data. Section 3 presents
ur lens modelling and source reconstruction. Section 4 describes 
ur investigation of the basic properties of the source, including 
he kinematic modelling and estimates of the mass of the ISM in the
alaxy made five different ways. We discuss our findings in Section 5
nd introduce a chemical evolution model of ID141. Section 6 is
 summary of both our basic observational results and inferences 
rom these results. Throughout this work, we have adopted the flat
osmological model with parameters h = 0.678, �m 

= 0.308, and 
� 

= 0 . 692 (Planck Collaboration XIII 2016 ). 

 DATA  AC QU ISITION  A N D  PROCESSING  

he ALMA data analysed in this paper were acquired under two
eparate ALMA programmes. The first, 2016.1.00450.S, obtained 
and 4 spectral imaging on 2017 August 20 in four spectral
indows (SPWs) centred on the frequencies 141.2, 143.1, 153.3, 
MNRAS 510, 3734–3757 (2022) 
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Table 1. Configuration of ALMA used for spectral imaging of ID141. The 
table lists the central frequency, νcent , the band width, BW, and the number 
of channels, N chan , for each spectral window. 

Band νcent (GHz) BW (MHz) N chan 

3 93 .9 1875 3840 
3 95 .8 2000 128 
3 105 .8 1875 3840 
3 107 .7 2000 128 
4 141 .2 2000 128 
4 143 .1 2000 128 
4 153 .3 1875 3840 
4 154 .9 1875 3840 
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nd 154.9 GHz, each with bandwidths of approximately 2 GHz. The
otal on-source integration time was 2360s, using 44 12m antennas
iving a spatial resolution of 0.15 arcsec, a maximum reco v erable
cale of 2.1 arcsec and a sensitivity of 0.34 mJy beam 

−1 , assuming
0 km s −1 channels. 
The second programme, 2017.1.00029.S, obtained band 4 spectral

maging on the 14th and 16th of No v ember 2017 when 46 and 44
2m antennas were used, respectively. Combining the measurement
ets from both dates, the resulting images have a spatial resolution
f 0.11 arcsec, a maximum reco v erable scale of 2.0 arcsec and a
ensitivity of 0.56 mJy beam 

−1 assuming 10 km s −1 channels. These
bservations were again carried out in four SPWs with central
requencies of 93.9, 95.8, 105.8, and 107.7 GHz with bandwidths
f ∼2 GHz and with a total on-source integration time of 3560s. This
onfiguration of SPWs was chosen specifically to target the emission
ines of CO, H 2 O, and [C I ] (see below). Table 1 gives more specific
etails on the spectral set-up. 
Calibration of both the band 3 and band 4 data was carried out using

he scripts provided by the ALMA science archive using version
.1.1 for band 3 and version 4.7.2 for band 4 of the Common As-
ronomy Software Applications ( CASA ) software package (McMullin
t al. 2007 ). Bandpass and phase calibration was provided via the
alibrators J1337 −1257 and J1410 + 0203, respectiv ely. F or band
, the two measurement sets (MSs) were independently calibrated
nd then combined into one MS using CASA . We manually verified
hat no erroneous visibilities remained after calibration using CASA ’s
lotms tool. All observed images of ID141 displayed in this paper
ere produced by cleaning these MSs, using CASA with natural
eighting and a pixel scale of 0.024 arcsec. To isolate emission lines

see Section 2.1), we used the uvcontsub tool within CASA for
ach SPW to fit a linear spectrum to channels not containing line
mission and then subtract this fit from the full visibility data. A
eparate set of visibilities was created for analysis of the continuum
mission by excluding channels containing line emission. 

In addition to the band 3 and 4 ALMA data detailed abo v e, we
ave also used the ALMA band 7 data acquired under the ALMA
rogramme 2013.1.00358.S and analysed by D18 (see Fig. 1 ).
he observations in this programme amount to a total on-source

ntegration time of 151s within four spectral windows spanning
36–352 GHz. The spectral windows contain no detectable emission
ines and so we use the resulting 0.12 arcsec resolution continuum
mage solely for the purposes of morphological comparison of
he reconstructed lensed SMG. We refer the reader to D18 for
urther details regarding these observations. Upon re-cleaning this
ata set, we identified an error made in D18 such that the flux
as o v erestimated by approximately 30 per cent. The updated flux
easured from the lensed image is 91 ± 5 mJy. 
NRAS 510, 3734–3757 (2022) 
.1 Emission lines 

e identified four emission lines: H 2 O(2 1,1 − 2 0,2 ) ( νrest =
52.033 GHz), CO(7–6) ( νrest = 806.652 GHz), [C I ] ( 3 P 2 − 3 P 1 )
 νrest = 809.342 GHz, referred to as [C I ] (2–1) hereafter), and
C I ] ( 3 P 1 − 3 P 0 ) ( νrest = 492.161 GHz, referred to as [C I ] (1–0)
ereafter). Observed images of these lines are shown in Fig. 2 and
he corresponding observed lensed line profiles (measured within a

ask determined by selecting significant pixels) are shown in Fig. 3 .
Table 2 lists the four line fluxes measured in the observed (i.e.

ensed) images. The CO(7–6), [C I ] (1–0), and [C I ] (2–1) lines were
lso detected by Cox et al. ( 2011 ). The line flux measured for the
C I ] (1–0) line measured by Cox et al. ( 2011 ) is consistent with our
easurement, but the Cox et al. fluxes of the other two lines are nearly
 factor of 2 lower than those measured by ALMA. Although the
iscrepancies are larger than expected, the errors quoted in Cox et al.
 2011 ) do not include any uncertainty due to continuum subtraction
hich are large enough to eliminate any significant disagreement (R.
eri, pri v ate communication). 
Fig. 3 also shows the emission lines determined from the re-

onstructed source plane emission (see Section 3.2). In this case,
e extracted the line emission from the source plane region that,

ccording to the lens model, maps to the image plane mask used to
etermine the image plane emission. It is clear from the three lines
ith the highest signal-to-noise ratio (SNR), i.e. H 2 O, CO(7–6), and

C I ] (2–1), that emission lines extracted from the image have slightly
tronger flux at ne gativ e v elocities whereas the rev erse is true in the
ines extracted from the source plane. Our lensing model confirms
hat this is due to differential magnification; the region of the source
esponsible for the emission of the ne gativ e side of the lines lies
loser to the lens caustic where the magnification is higher. 

Taking the median observed frequency of each of the H 2 O, CO(7–
), and [C I ] (2–1) lines measured from the reconstructed source and
alculating the mean of these weighted by their SNR results in an
nferred source redshift of z = 4.24417 ± 0.00003 (see Table 2 – note
hat we did not include the [C I ] (1–0) line in this measurement due
o its significantly lower SNR). This measurement is consistent with
he redshift of z = 4.243 ± 0.001 determined by Cox et al. ( 2011 ). 

 LENS  M O D E L L I N G  

o reco v er an undistorted image of the lensed SMG, we applied the
odelling process of D18 . Using a given model for the distribution

f mass in the foreground lensing galaxy, this process reconstructs a
ixelized map of the source surface brightness (see Warren & Dye
003 ). In this paper, we modelled solely the interferometric visibil-
ties. The process works by computing a set of model visibilities
rom the lensed image of each source pixel. We computed these
isibilities, using uvmodel contained within the MIRIAD software
uite (Sault, Teuben & Wright 2011 ). The linear combination of the
ets of model visibilities that best fits the observed visibilities then
eco v ers the source surface brightness distribution for a given lens
odel. The lens model is optimized iteratively, repeating the linear

nversion with every iteration of the lens model. In this work, lens
odel optimization was performed with NeuralNest (Moss 2020 )
hich uses a neural network to generate highly efficient proposals

or Markov Chain Monte Carlo sampling. 

.1 Lens model 

ollowing the lens modelling in D18 , we used an elliptical power-
aw density profile for the foreground lens, using the form given by
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Figure 1. From left to right, columns show observed cleaned images, model lensed images of the reconstructed source emission, residuals (observed minus model) 
and reconstructed source (from the visibilities – the caustic is shown in white) of the continuum emission in bands 3, 4, and 7. Observed images have been cleaned 
with a natural weighting with a pixel scale of 0.024 arcsec. The white ellipse shown in the lower left corners of the plots indicates the FWHM of the beam. (For 
the source plane, the ef fecti ve central beam is plotted; see Section 3.2.) The colour wedge at the far right indicates the surface brightness in units of mJy arcsec −2 . 
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assiola & Kovner ( 1993 ) which has a surface mass density 

= κ0 ( ̃ r / 1kpc ) 1 −α . (1) 

here κ0 is the normalization surface mass density and α is the 
ower-la w inde x of the volume mass density profile. The elliptical ra-
ial co-ordinate, ̃  r , is defined in terms of the Euclidean co-ordinates, 
 x . y ) relative to the ellipse centre, and the elongation, ε (i.e. the ratio
f semimajor to semiminor axis length), by ˜ r 2 = x 2 + y 2 /ε2 . The
rientation of the semimajor axis, θ is measured east of north and 
he co-ordinates of the centre of the lens in the image plane are ( x c ,
 c ). Initial lens modelling tests with a model including external shear
ere attempted, but it was found that negligible shear was required 

n the best-fitting model. This agrees with the findings of D18 and
ence a parametrization of external shear was not included in the 
nal lens model which comprised six parameters in total. We also 

ried a lens model comprising two separate mass components as used 
y Bussmann et al. ( 2012 ) and as in D18 , we found no significant
mpro v ement in the fit compared to a single ellipsoidal power law.
lthough the two models give rise to a difference in the total source
lane magnification of approximately 5 per cent, this is negligible in 
omparison to the errors on the intrinsic source properties we derive 
see Section 5.2 for further discussion). Additionally, the two models 
ield almost identical source morphology and kinematical properties. 
To determine our optimal lens model, we simultaneously fitted the 
isibilities from all four SPWs in the band 4 continuum data from
his paper and the band 7 visibilities from D18 . Combining bands
nd including the continuum in this way maximizes the signal-to- 
oise ratio (SNR) to give the best possible lens model. We used
he band 7 visibilities as presented in D18 but we time-averaged 
he more numerous band 4 visibilities into bins of 20 s to impro v e
omputational efficiency. We found that the size of this temporal bin
an be changed by a factor of several without making any noticeable
ifference to the reconstructed lens model or source. We obtained a
odel that impro v es upon the model presented in D18 when applied

olely to the band 7 visibilities. We attribute this to a combination of
he new optimization strategy (i.e. NeuralNest ) used in this work
nd the complicated parameter space that results from randomizing 
he source plane pixelization (see Section 3.2). 

The parameters of our best-fitting lens model are κ0 = (0 . 60 ±
 . 01) × 10 10 M � kpc −2 , ε = 1.14 ± 0.02, θ = (96 ± 2) ◦, α =
.01 ± 0.03. Comparing against the model in D18 , there are two
ignificant changes; the elongation has increased from 1.07 to 1.14 
nd the lens orientation has increased from 85 ◦ to 96 ◦ east of north.
he source structure qualitatively looks very similar (see Fig. 1 ), but

he total magnification of the source continuum has fallen from 6.4
o 6.1 in band 7. The Einstein radius of 0.97 ± 0.04 arcsec remains
MNRAS 510, 3734–3757 (2022) 
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Figure 2. From left to right, columns show observed cleaned images, model-lensed images of the reconstructed source emission, residuals (observed minus 
model) and reconstructed source (from the visibilities – the caustic is shown in white) of the four emission lines, CO(7–6), H 2 O, [C I ] (2–1), and [C I ] (1–0) 
identified in our observations. Observed images have been cleaned with a natural weighting with a pixel scale of 0.024 arcsec. The white ellipse shown in the 
lower left corners of the plots indicates the FWHM of the beam. (For the source plane, the ef fecti ve central beam is plotted; see Section 3.2.) The black cross 
in the panel showing the reconstructed [C I ] (1–0) line emission (bottom-right) shows the location of the peak reconstructed [C I ] (2–1) emission. The white 
contours in the observed [C I ] (1–0) line map (bottom-left) which follow the band 3 the continuum flux illustrate that the [C I ] (1–0) is spatially offset. The colour 
wedge at the far right indicates the line surface brightness in units of Jy km s −1 arcsec −2 . 
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.2 Sour ce r econstruction 

e reconstructed the lensed source on a 0.8 × 0.8 arcsec source
lane consisting of 400 Voronoi pixels formed using the method
escribed in D18 . The Voronoi tessellation is formed within the
ource plane region traced by mapping the region enclosed within
n annular mask applied to the ring images as can be seen in
igs 1 and 2 . When optimizing the lens model, we computed seven
andomizations of the source plane pixelization for each trial set
f lens model parameters and returned the median likelihood of
hese seven randomizations to NeuralNest . This alleviates the
ffect reported in Nightingale, Dye & Massey ( 2018 ) whereby lens
e  

NRAS 510, 3734–3757 (2022) 
odel optimization can occasionally stagnate when exceptionally
ood pixelizations occur by chance. 
When reconstructing source cubes, we extracted the set of visibil-

ties for each channel and applied the best-fitting lens model deter-
ined in Section 3.1. We reconstructed the visibilities corresponding

o each slice of each cube 50 times, randomizing o v er source plane
ix elizations ev ery time. All 50 random Voronoi pixelizations were
hen individually binned on to a fine grid of 100 × 100 square pixels
cross the source plane and their mean computed to arrive at the final
ource reconstruction for a given cube slice. 

The reconstruction scheme applied to cube slices results in an
f fecti ve point spread function (PSF) that varies with lens magnifica-
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Figure 3. Emission lines, H 2 O(2 1,1 − 2 0,2 ), CO(7–6), [C I ] (2–1), and [C I ] (1–0), measured within a masked area determined by selecting significant pixels 
in their cleaned observed images (grey) and the corresponding line profile in their reconstructed source plane cubes (black). Image plane line profiles have 
been corrected for total lens magnification. Differential magnification causes the lensed image profiles to contain more flux at ne gativ e v elocities ev en though 
intrinsically the source emits more flux at positive velocities. 

Table 2. Emission lines detected in the band 3 and band 4 ALMA data. The 
rest-frame frequencies, νrest , are measured from the reconstructed source 
cubes and therefore eliminate differential magnification of the emission 
lines. The SNR-weighted mean of the redshifts implied by the H 2 O, CO(7–
6), and [C I ] (2–1) lines is z = 4.24417 ± 0.00003. The final column gives 
the line flux in the observed (i.e. lensed) image. 

Line νrest (GHz) νobs (GHz) z inferred Flux (Jy km s −1 ) 

H 2 O 752.033 143.403 4.24419 4.1 ± 0.4 
CO(7–6) 806.652 153.820 4.24413 11.4 ± 1.1 
[C I ] (2–1) 809.342 154.332 4.24416 6.2 ± 0.8 
[C I ] (1–0) 492.161 93.8479 (4.24424) 3.1 ± 0.4 

t  

r
o  

v  

fi
u  

o
c
a  

r  

(  

s  

T  

v  

0
o
w
t  

6  

a
p
5

b
l
r  

F  

c  

t
T  

c
i  

d

Figure 4. Variation of PSF across reconstructed source plane for band 4 data. 
The figure is a superposition of the reconstruction of nine individual point 
sources placed at one of nine positions in a 3 × 3 grid in the source plane. 
For each point source, we made a model set of visibilities and reconstructed 
the set with the same source pixelization scheme used for reconstructing the 
lensed SMG (see the main text for more details). The beam at the centre of 
the grid has an FWHM of 0.12 and 0.08 arcsec along its major and minor 
axis, respectiv ely. F or the band 3 data, the PSF shows the same qualitative 
variation across the source plane but has a linear scale that is approximately 
15 per larger than the band 4 PSF. 
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ion and therefore with position in the source plane. To quantify the
esolution of our reconstructions, we computed the spatial variation 
f this PSF in the following way. First, we generated a set of model
isibilities of a lensed image of a point source created using the best-
tting lens model. These visibilities were obtained using MIRIAD ’s 
vmodel task that e v aluates them at the same uv co-ordinates as the
bserved visibilities. We then applied our reconstruction method, in- 
luding averaging the 50 random Voronoi source planes as described 
bo v e to arriv e at a reconstructed point source. This procedure was
epeated for a grid of 3 × 3 point source positions in the source plane
arranged to co v er the actual observed source light) and the resulting
uperposition of these reco v ered point sources is shown in Fig. 4 .
he dimensions of the PSFs obtained in this way for band 3 and 4 are
ery similar and these are 0.17 × 0.10 arcsec, 0.08 × 0.05 arcsec, and
.12 × 0.08 arcsec, in the south-eastern, north-western, and middle 
f the source, respectively, where the dimensions quoted are full 
idth at half-maximum (FWHM) along the major and minor axes. At 

he source redshift (where 1 arcsec corresponds to a physical scale of
.90 kpc), the smallest physical scale we are able to probe is therefore
pproximately 350 pc. The median resolution across the source, com- 
uted as the geometric mean of the PSF FWHMs, is approximately 
50 pc. 
To determine the unlensed continuum flux of ID141, for each 

and, we applied the source reconstruction method to the emission 
ine-subtracted visibilities obtained as outlined in Section 2. The 
econstructed source continuum in bands 3, 4 and 7 is shown in
ig. 1 . Note that the same morphological features seen in the band 7
ontinuum source shown in this figure are also seen in D18 , despite
he different lens model and the different source pixelization scheme. 
he quantitati ve dif ference is a 5 per cent reduction in magnification
ompared to D18 which results in a visually imperceptible increase 
n the linear scale of the source shown in Fig. 1 of 2–3 per cent. To
etermine the unlensed fluxes of the four identified emission lines, 
e reconstructed the source using the visibilities containing line 
mission, for each line. These are shown in Fig. 2 . 

With the source reconstructed in this way, the flux was then
easured in the source plane aperture that maps to the image plane

nnulus for both the continua and emission lines. Line fluxes are
iven in Table 4 and the continuum fluxes measured in this way
re 0.26 ± 0.04 mJy, 1.16 ± 0.14 mJy, and 14.9 ± 0.8 mJy in band
, 4, and 7, respectively. The continuum and line magnifications 
ere computed in more restricted apertures. We formed an image- 
lane mask by selecting all pixels with a significance of at least 3 σ
nd then mapped this to the source plane. Magnifications were then
etermined as the ratio of the image flux to source flux in these
pertures. Table 3 lists the magnifications obtained in this way for
he emission lines and band 3, 4, and 7 continua. 
MNRAS 510, 3734–3757 (2022) 
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Table 3. Total lens magnifications, μtot of the continuum in bands 3, 4, and 
7 and the emission lines identified in the ALMA data. 

Band 3 4 7 
μtot 5.5 5.9 6.1 

Line CO(7–6) H 2 O [C I ] (2–1) [C I ] (1–0) 
μtot 6.2 5.8 6.3 5.6 
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Figur e 5. Spectral ener gy distribution of ID141. Data points with filled 
circles are from D18 (but adjusted for the new lens model) and Cheng et al. 
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this work. The solid grey and black lines show an optically thin SED with 
two temperature components and an optically thick single-temperature SED 

fit, respectively (see the text for more details). The dashed lines are the two 
separate components that comprise the optically thin SED. 
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 T H E  PROPERTIES  O F  T H E  LENSED  S O U R C E  

n this section, we give consideration to the reconstructed morphol-
gy of ID141, its spectral energy distribution (SED) including the
nferred quantities of dust mass, dust temperature and SFR and the
as mass of the ISM. Section 4.6 presents our kinematical analysis.
e discuss the implications of these results in Section 5. 

.1 Source morphology 

he reconstructed emission-line images of ID141 in Fig. 2 show clear
orphological differences to the reconstructed continuum emission

n Fig. 1 . Qualitatively, the line emission is more irregular than the
ontinuum emission. This is partly an effect of the lower SNR of
he reconstructed line flux but not entirely; the lensed emission-line
mages in the leftmost column of Fig. 2 clearly have higher noise
han the lensed continuum images in Fig. 1 but many of the clumpy
eatures seen in the reconstructed line images in the rightmost column
f Fig. 2 are multiply-imaged in the observed ring and can be seen
t different wavelengths. 

One particularly striking feature is an offset in the peak emission
een in the [C I ] (1–0) line relative to the other lines and relative to the
ontinuum emission. This is apparent in both the reconstructed source
nd the lensed image. The bottom left-hand panel of Fig. 2 illustrates
his offset by o v erplotting contours of the band 3 continuum flux
n the line emission map. Since [C I ] (1–0) has a lower excitation
emperature than the other lines, this suggests the presence of cooler
as in the southern parts of the galaxy. We return to this point in
ection 4.3. 

.2 Far-IR spectral energy distribution 

ig. 5 plots measurements of the continuum flux of ID141 at different
est-frame wavelengths. The filled points are taken from D18 but
educed by 5 per cent to account for the updated lens magnification
nd from Cheng et al. ( 2020 ). We also updated the 850 μm flux
riginally taken from Bakx et al. ( 2018 ) with the flux of 90 mJy
ollowing Bakx et al. ( 2020 ). The new band 3 and 4 continuum
uxes are shown in this figure with empty circles. 
Following D18 , we fitted the rest-frame photometry with a mod-

fied black-body SED (referred to hereafter as the ‘optically thick
ED’) comprising a single dust temperature component as well as
n optically thin SED with two dust temperature components. This
s an o v ersimplistic treatment of the expected continuous range of
ust temperatures which we incorporate in later SED fitting (see
ection 4.5). Nevertheless, these two simple SED models provide a
ood estimate of the range of possible dust masses. We measured
he dust mass predicted by each SED using the method described in
unne et al. ( 2011 ). For this, we took the observed ALMA 880 μm
ux density of 91 ± 5 mJy from the band 7 data and a dust mass
bsorption coefficient at the corresponding rest-frame wavelength,
68 μm, of 1.7 m 

2 kg −1 from James et al. ( 2002 ). Both SEDs were
tted with a fixed emissivity index of 2.0 (Smith et al. 2013 ). 
NRAS 510, 3734–3757 (2022) 
We allowed the temperature and normalization of both components
o vary in the fit for the optically thin SED giving four degrees of
reedom. For the optically thick SED, temperature, normalization,
nd the 100 μm opacity, τ 100 , were varied in the fit, giving three
egrees of freedom. The best-fitting parameters are T warm 

= 60 ± 6 K
nd T cold = 34 ± 3 K with a ratio of cold-to-warm dust mass of
4 ± 13 for the optically thin SED. For the optically thick SED, we
ound T = 57 ± 1 K and τ 100 = 4.8. The predicted dust masses are
1.4 ± 0.3) × 10 9 M � and (7.4 ± 0.8) × 10 8 M � for the optically
hin and optically thick SEDs, respectively. 

Integrating these SEDs from 8 to 1000 μm gives a far-IR luminos-
ty, L FIR , of 1.6 × 10 13 L � and 1.5 × 10 13 L � for the optically thin and
hick SEDs, respectively. These values are consistent with Cox et al.
 2011 ) once corrected for lens magnification and places ID141 in
he category of hyper-luminous infra-red galaxies (Rowan-Robinson
000 ). Taking the mean of these luminosities and converting it to
 SFR according to the prescription given by Kennicutt & Evans
 2012 ), which uses the initial mass function given by Kroupa &

eidner ( 2003 ), gives a value of 2400 ± 500 M �yr −1 . 
This is consistent with the SFR calculated in D18 but is 5 per cent

igher due to the 5 per cent reduction in magnification of the new
ens model. As discussed in D18 , given its dust mass, this places
D141 significantly abo v e the range of SFRs for z < 0.5 H-ATLAS
alaxies and in the upper envelop of high redshift SMGs (Rowlands
t al. 2014 ). 

.3 The temperature distribution in the ISM 

here is a significant offset of the peak emission seen in the [C I ] (1–
) line compared to the peak of emission seen in the other three lines.
nitially concerned that this may simply be the result of an offset in the
orld co-ordinate system between the band 3 data (where the [C I ] (1–
) line is located) and band 4 data, we confirmed that the continuum
mages between both bands align perfectly. Indeed, the [C I ] (1–0)
mission is offset significantly from the band 3 continuum (see Fig. 2 )
nd this is clearly apparent in both the reconstructed source and
he lensed image. The offset between the [C I ] (1–0) emission and

art/stab3569_f5.eps
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Figure 6. Gas temperature as a function of distance moving northwards 
across ID141. The temperature has been estimated from the ratio of the 
luminosity of the [C I ] (2–1) and [C I ] (1–0) lines in east-west slices of length 
0.2 arcsec and width 0.08 arcsec, on the assumption of local thermodynamic 
equilibrium. The vertical dashed line on the left shows where the [C I ] (1–0) 
emission peaks (see also Fig. 2 ) and the vertical dashed line on the right 
shows where the [C I ] (2–1) emission peaks. 
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he [C I ] (2–1) immediately suggests the temperature of the ISM is
arying across the galaxy. 

The advantages of the [C I ] lines for tracing the cool ISM o v er the
raditional CO method has become increasingly recognized in the last 
ew years (Papadopoulos et al. 2004 ; Dunne et al. 2021 ; Dunne et al.,
n preparation). The [C I ] lines have similar excitation temperatures 
nd critical densities to the low-J CO lines, but their advantages 
 v er the CO lines are that the [C I ] lines are mostly optically thin
nd atomic carbon is present everywhere in the molecular phase 
Papadopoulos et al. 2004 ). In contrast, a significant and variable 
raction of the molecular phase in galaxies appears to contain no CO,
resumably because of photodissociation (Abdo et al. 2010 ; Pineda 
t al. 2013 ; Planck Collaboration et al. 2011 ; Bigiel et al. 2020 ;
unne et al. 2021 ). 
Since the [C I ] lines are optically thin, it is reasonably straight-

orward to use the ratio of the [C I ] (2–1) and [C I ] (1–0) lines to
nvestigate the variation of the temperature in the ISM. Therefore, 
e divided the [C I ] (2–1) and [C I ] (1–0) source images in Fig. 2

nto a stack of five slices running east-west, each 0.2 arcsec long
nd 0.08 arcsec wide, with the stack positioned to co v er the main
C I ] emission. We calculated the ratio of the luminosity (measured
n K km s −1 pc 2 , Solomon & Vanden Bout 2005 ) of the two lines,
 = L 

′ 
(2 − 1)/ L 

′ 
(1 − 0), in each of these slices. Assuming local

hermodynamic equilibrium, we then converted the line ratio into an 
xcitation temperature using T ex = 38.8K/ln (2.11/ R CI ) (Stutzki et al.
997 ). 
Fig. 6 shows the variation of temperature in the stacked slices
oving northwards across ID141. A � 2.5 σ increase in temperature 

s seen rising from � 40 K in the three southern bins to � 100 K in
he two northern bins. This trend is in accord with the other images
n Fig. 2 because the water line and the CO(7–6) line also peak
n the north, and both lines are likely to be from high-temperature
as (Liu et al. 2017 ; Papadopoulos et al. 2012a ). The excitation
emperature of the galaxy as a whole, estimated from the global 
uxes for the [C I ] lines (Table 4 ) and the equation abo v e, is 33 K. To
ut this into context, in the sample of 49 galaxies of Dunne et al. (in
reparation), ID141 would rank as the fifth highest [C I ] excitation
emperature. 
The mass of the molecular phase of the ISM is proportional to
 

′ ( [C I ] (1 − 0)) /Q 10 , where Q 10 is the partition function for the
C I ] (1–0) line (Solomon & Vanden Bout 2005 ), which depends on
he excitation temperature. Fig. 7 shows the fraction of the molecular

ass in each of our five slices calculated from the [C I ] (1–0) flux and
ur estimate of the excitation temperature in each slice, based on the
ssumption of local thermodynamic equilibrium. This demonstrates 
hat although the gas is much hotter in the north, most of the mass of
he molecular phase is in the colder gas to the south. 

.4 First estimates of the mass of the ISM 

ny estimate of the mass of the molecular ISM in a galaxy other
han our own requires the use of an ISM tracer such as CO molecules
r dust. This in turn requires an estimate of the constant of propor-
ionality (the calibration factor) between the luminosity of the tracer 
nd the mass of the ISM. In this section, we estimate the mass of the
SM in ID141 using four different tracers and five different methods.
he uncertainties quoted on the ISM mass estimates include the flux
ncertainty and the uncertainty of the conversion factors used. 

.4.1 The gas mass from CO 

e have two measurements of CO lines, a CO(7–6) line luminosity
hat has been corrected by the lensing model derived in this paper,
nd a CO(1–0) line luminosity that has not been corrected for lensing
ecause the observations did not have high enough resolution (Dunne 
t al. in preparation). Since most of the work on calibrating the CO
ethod has used the CO(1–0) line and since the ratio of high-J to

ow-J line flux has a large dispersion (Ca ̃ nameras et al. 2018 ), we
ave estimated the gas mass from the CO(1–0) measurement. 
The total CO(1–0) line flux is 0.61 ± 0.09 Jy km s −1 (Dunne et al.

n preparation). We have corrected this using the magnification factor 
f 5.5 derived for band 3. Dunne et al. ( 2021 ) hav e deriv ed the CO(1–
) calibration factor from a sample of H-ATLAS galaxies with z ∼
.35 with ALMA measurements of CO(1–0), [C I ] (1–0), and the
ontinuum dust emission. By combining the measurements, they 
erive calibration factors for three methods of estimating the mass of
olecular hydrogen. All three of these methods scale linearly with 

he mean gas-to-dust ratio (GDR) in the Univ erse, which the y assume
s 135, similar to the estimates of the value in the Milky Way. They
erive a calibration factor αCO = 3 . 0 ± 0 . 5 M � (K km s −1 pc 2 ) −1 .
sing this value and including a factor of 1.36 to allow for the

lements other than hydrogen gives an estimate of the mass of the
SM of (3.3 ± 0.7) × 10 11 M � (Table 5 ). This mass is also consistent
ith Cox et al. ( 2011 ) after correcting for lens magnification and
sing the value of αCO adopted abo v e. 

.4.2 The gas mass from [CI] 

 major problem with using the CO molecule as a tracer of the ISM
s the mounting evidence that a significant fraction of the molecular
hase of the ISM does not contain any CO molecules, probably
s the result of photodissociation. F or e xample, there is evidence
rom Fermi (Abdo et al. 2010 ), Planck (Planck Collaboration XIX
011 ), and Herschel (Pineda et al. 2013 ) that roughly one third of the
olecular gas in the Milky Way does not contain any CO. There is

lso increasing evidence that the fraction of CO-dark molecular gas 
aries from galaxy to galaxy (Bigiel et al. 2020 ; Dunne et al. 2021 ).
he [C I ] (1–0) line is an attracti ve alternati ve to CO because it does
ot suffer from the problem of photodissociation, is optically thin, 
MNRAS 510, 3734–3757 (2022) 
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Table 4. Emission-line fluxes used in the estimation of the gas mass of ID141. The CO(7–6), H 2 O, and two [C I ] lines are from the present 
work and have been determined in the source plane. Errors quoted for these lines include uncertainty due to the lens model and continuum 

subtraction. The CO(1–0) and [ C II ] lines were taken from Dunne et al. (in preparation) and Cox et al. ( 2011 ), respectively, and have been 
corrected for lens magnification using the band 3 and 4 magnification factors, respectively. 

Line νobs Line Flux L L 

′ 
Reference 

(GHz) (Jy km s −1 ) (10 9 L �) (10 10 K km s −1 pc 2 ) 

CO(1–0) 21 .991 0.111 ± 0.016 0.0040 ± 0.0007 8.0 ± 1.6 Dunne et al. (in preparation) 
CO(7–6) 153 .876 1.84 ± 0.31 0.45 ± 0.07 2.7 ± 0.5 This paper 
[C I ] ( 3 P 2 −3 P 1 ) 154 .339 0.98 ± 0.19 0.224 ± 0.045 1.3 ± 0.2 This paper 
[C I ] ( 3 P 1 −3 P 0 ) 93 .870 0.55 ± 0.10 0.076 ± 0.014 2.0 ± 0.4 This paper 
[C II ] ( 3 P 3 / 2 −2 P 1 / 2 ) 362 .45 18.1 ± 2.9 10.4 ± 1.7 4.8 ± 0.8 Cox et al. ( 2011 ) 
H 2 O 143 .436 0.70 ± 0.14 0.16 ± 0.03 1.14 ± 0.23 This paper 

Figure 7. Fraction of the total ISM mass in the molecular phase as a function 
of distance moving northwards across ID141. Each data point has been 
determined from the [C I ] (1–0) flux in a series of east-west slices of length 
0.2 arcsec and width 0.08 arcsec arranged across ID141 and the excitation 
temperature estimated from the ratio of the luminosity in the [C I ] (1–0) and 
[C I ] (2–1) lines (Fig. 6 ). The vertical dashed line on the left shows where the 
[C I ] (1–0) emission peaks (see also Fig. 2 ) and the vertical dashed line on the 
right shows where the [C I ] (2–1) emission peaks. 

Table 5. Gas mass estimates determined from five different methods (see 
the main text for details). 

Method ISM mass (10 11 M �) Calibration reference 

CO(1–0) 3 . 3 ± 0 . 7 Dunne et al. ( 2021 ) 
[C I ] (1–0) 3 . 8 ± 0 . 8 Dunne et al. ( 2021 ) 
[ C II ] 158 μm 3 . 2 ± 0 . 7 Zanella et al. ( 2018 ) 
Dust 3 . 6 ± 0 . 7 Scoville et al. ( 2016 ) 
CO/[C I ] /dust 3 . 6 ± 0 . 7 Dunne et al. ( 2021 ) 

a  

(  

e  

t  

l  

D  

f  

f  

2  

t  

f  

t  

×

4

T  

s  

i  

H  

r  

l  

g  

o  

t  

c  

(

4

M  

o  

S  

t  

t  

c  

2  

a  

e

α

 

a  

m  

u  

e  

f  

i  

W  

o  

f
(

4

D  

t  

(  

e  

c  

a

M

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/510/3/3734/6458362 by C
ardiff U

niversity user on 11 February 2022
nd has a similar critical density and excitation temperature to CO
Papadopoulos et al. 2004 ; Geach & Papadopoulos 2012 ; Tomassetti
t al. 2014 ; Bourne et al. 2019 ). We have estimated the gas mass from
he line flux of the [C I ] ( 3 P 1 −3 P 0 ) transition, corrected with our
ensing model (Table 4 ). Using their calibration sample (see abo v e),
unne et al. ( 2021 ) hav e deriv ed a value for the [C I ] calibration

actor of α[CI] = 18 . 8 M �(K km s −1 pc 2 ) −1 . The excitation function
or the line ( Q 10 ) varies only weakly with temperature (Dunne et al.
021 ) and so we have used this calibration factor rather than trying
o make any correction to it using our estimate of the temperature
rom the ratio of the two [CI] lines (Section 4.3). We estimate that
he mass of the ISM in ID141, including all elements, is (3.8 ± 0.8)

10 11 M � (Table 5 ). 
NRAS 510, 3734–3757 (2022) 
.4.3 The gas mass from [C II ] 

here is a strong correlation between the luminosity of the fine-
tructure line of [ C II ] at 158 μm and the mass of molecular gas
n the ISM (Zanella et al. 2018 ). Zanella et al. derive a [ C II ] to
 2 conversion ratio of αC II � 30 M �/L �. We do not have a high-

esolution map of the [ C II ] line and therefore no specifically derived
ensing model for it. Instead, we simply used the global line flux
iven by Cox et al. ( 2011 ), corrected it for the magnification factor
f 5.9 we measured for the dust continuum emission in band 4,
he closest in wavelength to the [ C II ] line, and then applied the
alibration factor of Zanella et al. We obtained a total gas mass of
3.2 ± 0.6) × 10 11 M � (Table 5 ). 

.4.4 The gas mass from dust emission 

any studies have made the case that dust grains are a better way
f tracing the ISM than the CO molecule (e.g. Eales et al. 2012 ;
coville et al. 2014 , 2016 , 2017 ). Some of the advantages are that

he dust grains do not suffer photodissociation like CO molecules,
he dust emission is optically thin, and the relationship between the
alibration factor and metallicity appears to be simpler (Eales et al.
012 , 2018 ). We used the calibration factor between dust luminosity
t 850 μm and ISM mass derived by Scoville et al. ( 2016 , their
quation A11): 

850 μm 

= < L ν/ M ISM 

> 6 . 7 ± 1 . 7 × 10 19 erg s −1 Hz −1 M 

−1 
� . (2) 

We used the global flux density measured by Cox et al. ( 2011 )
t 3290 μm of 1.2 ± 0.1 mJy, which makes it the closest flux
easurement in rest-frame wavelength (628 μm) to the wavelength

sed in the calibration factor abo v e, minimizing the uncertainty in
 xtrapolating o v er wav elength. We estimated the luminosity at rest-
rame 850 μm, using a dust temperature of 25K and an emissivity
ndex of ( β = 1.8), the same values used by Scoville et al. ( 2016 ).

e then calculated the ISM mass using the magnification factor
f 5.5 derived from our band 3 lensing model and the calibration
actor abo v e, obtaining a total ISM mass of (3.6 ± 0.7) × 10 11 M �
Table 5 ). 

.4.5 Combining three methods 

unne et al. ( 2021 ) hav e used sev eral samples of calibration galaxies
o derive an optimal technique for estimating the calibration factors
 αCO , α[ CI ] , αdust ) for an individual galaxy and for producing a best
stimate of the ISM mass in the galaxy that uses all three. After
orrecting for lens magnification, using this technique on ID141 gives
n estimate of the ISM mass of (3.6 ± 0.7) × 10 11 M � (Table 5 ). 
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.4.6 Results 

able 5 lists the ISM mass estimates from the five different methods.
e note a few important points. One caveat is that we could have

sed the lower value of αCO that has been claimed for ultraluminous 
nfrared galaxies. This would lower the ISM mass estimated from 

O by a factor of a few, although there are now some compelling
rguments that the claim that ultra-luminous infrared galaxies have 
 different αCO than other galaxies is incorrect (Scoville et al. 
016 , Dunne et al. in preparation). A second caveat is that the only
stimate in which the observations of the tracer have been corrected 
or gravitational lensing from the observations themselves is the 
stimate from the [C I ] (1–0) line. For every other estimate, we have
orrected the tracer using a total magnification value derived at some 
ther wavelength. There is therefore the possibility of differential 
agnification (see e.g. Serjeant 2012 ; Omont et al. 2013 ). Ho we ver,

he similarity between the line profiles measured in the image plane 
nd those in the source plane, together with the similarity of the seven
agnification values presented in Table 3 (from four line images and 

hree continuum images), indicate that this is only a minor effect. 
e have quantified a typical size of the effect by computing the
agnification factor of a source that has twice the diameter of the

and 3 source shown in Fig. 1 , finding this to be only 3 per cent lower
han the original magnification. Another important point is that all 
SM estimates are only for the molecular phase of the ISM because
f the way the methods are calibrated. Finally, da Cunha et al. ( 2013 )
nd Zhang et al. ( 2016 ) have shown that the effect of the cosmic
icrowave background radiation will make it more difficult to detect 

he full extent of the ISM in high-redshift galaxies, with this effect
epending on the frequency of the observations. 
The mass estimates lie between 3.2 × 10 11 M � and 3.8 × 10 11 

 �, which are very large values and suggest we are unlikely to
e missing much of the ISM. The agreement between the values 
s also quite remarkable considering that four of the methods use 
ifferent tracers of the ISM and we are observing the galaxy only 1.5
illion years after the big bang. Ho we ver, none of the methods are
ruly independent of each other because they are all calibrated from
bservations of the Milky W ay. W e discuss this further in Section 5.2.

.5 The stellar mass 

n additional means of establishing the evolutionary stage of a 
alaxy is by measuring its mass in stars. We return to the theme of
tellar mass in Section 5.3 where we consider a chemical evolution 
odel for ID141, but in this section, we outline our estimation of

tellar mass of ID141 from photometry following the procedure 
utlined in Hopwood et al. ( 2011 ). The key ingredient is the mid-IR
ource flux density which we have determined using Spitzer Space 
elescope observations (proposal ID. 80156) acquired with the Infra 
ed Array Camera (IRAC) as described below. 
To begin, we measured the surface brightness profiles of the 

ensing mass from the K s -band data presented in Bussmann et al.
 2012 ), using GALFIT (Peng et al. 2002 ). As Bussmann et al. ( 2012 )
ound, subtracting the GALFIT model light profiles from the observed 
 s -band image showed negligible residual lens light and no evidence 
f the lensed source image. We then used these profiles to construct
odel IRAC 3.6 μm and 4.5 μm surface brightness profiles and 

ubtracted these from the IRAC images to leave residuals resembling 
he ALMA image (see Fig. A1 ). We repeated this removal procedure
or three other galaxies selected to have similar morphology and 
ux in the IRAC data and found only negligible residuals. This
emonstrates that an accurate IRAC PSF was obtained and that the 
ear-IR traces the mid-IR well in these three systems, although we
re unable to rule out the possibility of there being a mis-match in
he specific case of the lensing mass in ID141. A final measure of
he lensed source IRAC flux was then extracted from an annulus
urrounding the observed residual flux (see Fig. A1 ) resulting in
uxes of 8 . 7 ± 2 . 2 and 8 . 1 ± 1 . 8 μJy at 3.6 and 4.5 μm, respectively.
he errors here do not include any uncertainty arising from lens light

emoval. 
In the final part of the process, following Hopwood et al. ( 2011 ),

e used version 2 of the SED-fitting code MAGPHYS (Battisti et al.
020 ; da Cunha, Charlot & Elbaz 2008 ) and supplied this with the
wo IRAC fluxes as described above, a limiting K s -band flux, the far-
R fluxes as described in Section 4.2 and Wide-field Infrared Survey
xplorer fluxes at 12 and 22 μm (WISE; Lang, Hogg & Schlegel
016 ). We refer the reader to Section A for further details. 
To de-magnify the quantities output by MAGPHYS , we assumed 

 magnification of 5.8, equal to the mean of the continuum
agnifications given in Table 3 . In addition, since MAGPHYS 

ssumes a Chabrier initial mass function (Chabrier 2003 ), we 
caled the stellar mass, dust mass and SFR output by MAGPHYS

y a factor of 1.41 for comparison with the values determined in
ection 4.2. This factor of 1.41 was determined from the scalings
erived in Madau & Dickinson ( 2014 ). The resulting stellar mass
s M � = 4 . 8 + 2 . 5 

−2 . 3 × 10 11 M �. In addition to stellar mass, MAGPHYS

lso gives a dust mass of 1.8 ± 0.3 × 10 9 M � and a SFR of
100 ± 500 M � yr −1 . The 1 σ errors quoted are taken from the
istributions output by MAGPHYS (see Appendix A for more details). 
hese results are consistent with those obtained in Section 4.2 based
n our own SED derived from solely the far-IR photometry. 

.6 The kinematics of the source 

he double-peaked nature of our highest SNR emission line profile, 
he H 2 O line, shown in Fig. 3 suggests that either the source is
 rotating disc-like system with a prominent outer ring (see e.g.
tewart, Blyth & de Blok 2014 ), or that it is composed of two or
ore individual merging components. 
To better understand the dynamical characteristics of the source, 

e investigated the spatial extent of the kinematics using the 
inematic modelling code 3D Barolo (Di Teodoro & Fraternali 
015 ). Instead of fitting a kinematical model to the 2D velocity
eld, this code fits directly to the full datacube. This a v oids the effect
f artificial flattening of velocity fields due to inadequate spatial 
esolution and allows for the fitting of additional galaxy properties 
i.e. velocity dispersion, disc scale height, and brightness profile). 

.6.1 The kinematical model 

irst, we identified the signal in the data cube by using the ‘SEARCH’
outine of 3D Barolo , which is based on the DUCHAMP source finder
Whiting 2012 ). In short, this routine automatically identifies the 
oise level of the data cube, searches each channel for spaxels
hat are abo v e a user-pro vided SNR (here 3.5 σ ), creates a mask
y extrapolating outwards to a second user-provided S/N threshold 
here 2.0 σ ), and combines o v erlapping masks in different channels
nto discrete ‘sources’. All sources that are too spectrally thin (i.e.
ossessing only one channel) or spatially compact (i.e. smaller than 
he synthesized beam of the data cube) are rejected. This final three-
imensional mask contains all significant emission, while excluding 
oise peaks that would be included using a flat S/N threshold. 
With the signal identified, we next performed a preliminary 

nalysis of the masked data cube in order to produce physically
MNRAS 510, 3734–3757 (2022) 
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oti v ated estimates for further dynamical fitting. The CASA toolkit
ask image.moments was applied to the masked cubes to create
aps of integrated intensity (zeroth-moment), line-of-sight veloc-

ty (first-moment), and velocity dispersion (second-moment). The
eroth-moment map was fitted with a two-dimensional Gaussian
sing the CASA toolkit task image.fitcomponents , resulting in
 central position, morphological position angle, and FWHM of the
inor and major axes. The initial estimate of the rotational velocity

t this central position was then extracted from the first-moment map.
Before performing the fitting, it is crucial to determine the size of

ach ring, as well as the maximum radius of the model. In order to
 v oid o v er-resolving the data, we adopted a minimum ring width of
 factor of 0.4 times the FWHM of the minor axis of the restoring
eam. The factor of 0.4 here is comparable to factors used in other
imilar works (e.g. Talia et al. 2018 ; Fan et al. 2019 ). Similarly, we
dopted a maximum model radius of a factor of 0.8 times the FWHM
f the major axis of the 2D Gaussian fitted to the zeroth-moment map.
he factor of 0.8 is the largest value that does not return non-physical

esults at large radii. 
With these initial parameters and estimates in hand, we engaged

he 3DFIT routine of 3D Barolo to fit the masked data cube with
 tilted ring model comprising a series of concentric rings which
ach rotate with an independent velocity. The number of rings and
ing width were determined as detailed in the previous paragraph,
hile the model center was fixed to the central position based on

he 2D Gaussian fitted to the zeroth-moment map. We assumed a
hin disc (i.e. z o = 0.01 arcsec). This routine begins by populating
 model physical space (i.e. X, Y, and Z) with gas clumps, so
hat these initial estimates of galaxy properties are replicated. This
hysical space is then translated into an observed-space data cube
i.e. RA, Dec, velocity), and the variable galaxy properties (i.e.
otational v elocity, v elocity dispersion, inclination, position angle,
nd systemic velocity) are perturbed until a minimum residual is met.
his process is repeated for each ring, after which most variables are
veraged, and the fitting process is repeated with a smaller number
f variables (i.e. rotational velocity and velocity dispersion). This
rocess results in best-fitting values of each parameter and a model
ata cube that may be compared to the original data cube on a pixel-
y-pixel basis. 
The normalization of the flux density within each ring can be

ither ‘local’, meaning that the integral along the spectral axis of a
iv en model pix el in the ring must match that of the corresponding
atacube pixel or, ‘azimuthal’, whereby the model is normalized
o the azimuthally averaged flux in each ring. Local normalization
llows for non-axially symmetric distributions of emission across the
isc that can bias fitting of azimuthally averaged fits. In this work,
e have used both normalization types for comparison. 
We applied 3D Barolo to the two emission lines with the highest

NR, namely the CO(7–6) and H 2 O lines. 

.6.2 The results of the kinematic model 

y applying this tilted ring fitting procedure to the CO(7–6) and
 2 O data cubes, we found good fits (as seen in the comparisons of
ig. 8 ). This implies that ID141 is a strongly rotation-dominated disc,
 fact that is also apparent from the rotation curves shown in Fig. 9 .
he resulting dynamical masses and galaxy properties are listed in
able 6 and show close agreement with each other, regardless of

he line or normalization employed (local or azimuthal). Comparing
hese dynamical mass estimates with our ISM mass estimates in the
receding section, we find a very significant discrepancy to the extent
hat the ISM masses are a factor of approximately four times those
NRAS 510, 3734–3757 (2022) 
f the dynamical mass estimates. We discuss possible remedies for
his disparity in Section 5. 

One of the strengths of three-dimensional dynamical characteriza-
ion is the ability to compare the data and best-fitting model on a pixel-
y-pixel basis. Inspecting Fig. 8 , it is clear that both CO and H 2 O
re poorly fit by models using azimuthal averaging (note the strong
esiduals in zeroth-moment maps and spectra). Ho we v er, the v elocity
elds, velocity dispersion maps, and general shape of each position–
elocity diagram are well reproduced. This raises an interesting issue:
he kinematics of the galaxy are well-fit by a rotating disc, but the
istribution of emission (i.e. morphology) is not. This feature will be
iscussed in Section 5.1, where we consider the possibility of ID141
eing a merger of two or more galaxies. 

 DI SCUSSI ON  

.1 One galaxy or several? 

hile the strong emission lines in this paper (i.e. CO and H 2 O)
re well-fit by 3D Barolo (see Section 4.6.2) and return similar
ynamical masses, the source morphologies are complex, resulting
n imperfect fits. One key piece of information in interpreting this
ssue is the lack of symmetry between the velocity field structure
o the north and south. While the velocity field to the north is a
ontinuation of the central gradient, it extends to the east, and lacks
 strong southern counterpart. When combined with the strong line
mission and the H 2 O dispersion peak in the northern region, this
aises the possibility that the northern emission is not an extension
f ID141, but a separate galaxy. 
To investigate this possibility, we masked the northern section of

he CO and H 2 O data cubes, and fitted this ‘main’ galaxy using
D Barolo . In each case, we assumed azimuthal normalization and
he same model central position as in the unmasked data cubes. The
t to these masked data significantly impro v e upon the azimuthal fit

o the unmasked data with a disc-like model, as shown in Fig. 10 . 
Next, we took the best-fitting models of these masked CO and
 2 O data cubes and subtracted them from the unmasked data cube

 CASA task immath ) to isolate the signal to the north (hereafter
eferred to as the ‘secondary’). As seen in the lower row of Fig. 10 ,
he secondary signal shows a continuous velocity gradient. The
orresponding dynamical mass of this secondary is (3.9 ± 0.9)

10 10 M � and when added to the dynamical mass of the main
alaxy, increases the total dynamical mass by approximately 50 per
ent compared to the single-galaxy model. The secondary exhibits
n offset velocity dispersion peak and two separate components in
ach zeroth-moment map. Because of these properties, 3D Barolo
eturns a poor fit using azimuthal normalization, and a better but
till unsatisfactory fit using local normalization (which we also show
n Fig. 10 ). While 3D Barolo is able to reproduce the brightness
istribution and o v erall v elocity gradient of each data cube, the
ignificant residuals in each moment map and position–velocity
iagram suggest that this secondary source is not a single, well-
rdered rotating galaxy. 
Taking these findings into account, there are three obvious possi-

ilities for the nature of ID141: 

(i) The system may simply be a single rotating disc. In this case,
he asymmetry to the north would be a minor disturbance. 

(ii) The source to the north may be a separate, rotating galaxy that
s closely associated to ID141. This is supported by the continuous
elocity gradients shown in the unmasked data cube (see Fig. 8 ) and
easonable fits to the H 2 O emission from the ‘main’ and ‘secondary’
ources (see right column of Fig. 10 ). 
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Figure 8. Comparison of observed emission lines and best-fitting 3D Barolo models for local normalization (top row) and azimuthal normalization (bottom row), 
as well as both CO (left column) and H 2 O (right column). In each set of panels, we show the zeroth-moment (i.e. integrated intensity) maps (top row), first-moment 
(i.e. line-of-sight velocity) maps (second row; solid and dashed line indicates major and minor kinematical axis, respectively), and second-moment (i.e. velocity 
dispersion) maps (third row) for the data (left column), model (middle column), and the residual between the two (right row). We also show the position–velocity 
diagrams taken along the major axis (bottom row, left column) and minor axis (bottom row, middle column) of the data cube (colour) and model cube (contours). 
Finally, we compare the spectra of the data (blue), model (red), and residual (green) in the lower right panel, showing the 1 σ noise level by the shaded grey region. 
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1 The strong water emission may also be indicative of an Eddington-limited 
starburst in which case the complex morphology may, in part, be an outflow. 
See van der Werf et al. ( 2011 ) for example. 
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(iii) Because the ‘secondary’ source shows two kinematically- 
eparated clumps in both CO and H 2 O emission, it is concei v able
hat the ID141 system is composed of three significant clumps: the 

ain galaxy, a source to the north that is strong in CO emission, and
 third source to the northeast that is strong in H 2 O emission. 

Due to the diversity in observed continuum (Fig. 1 ) and line (Fig. 2 )
orphologies, we are unable to ascertain which of these scenarios, 
f any, 1 is the most likely without further observations although most
right SMGs are known to comprise mergers (e.g. Engel et al. 2010 ).
MNRAS 510, 3734–3757 (2022) 
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Figure 9. Comparison of best-fitting rotation curves (red) and velocity dispersion profiles (blue) for local normalization (top row) and azimuthal normalization 
(bottom row), as well as both CO (left column) and H 2 O (right column). 

Table 6. Best-fitting morphological (from a 2D Gaussian fit to each zeroth-moment map) and kinematic (from 

3D Barolo fitting) parameters. 

Line Normalization Size i M 

i K PA M 

PA K M dyn (10 10 M �) 
(arcsec × arcsec) ( ◦) ( ◦) ( ◦) ( ◦) 

H 2 O Local (0.36 ± 0.06) × (0.23 ± 0.05) 50 ± 12 61 ± 11 66 ± 17 96 ± 10 6.9 ± 1.8 
H 2 O Azimuthal − − 57 ± 12 − 103 ± 5 8.1 ± 2.4 

CO Local (0.39 ± 0.05) × (0.33 ± 0.04) 33 ± 16 54 ± 10 80 ± 31 95 ± 6 7.7 ± 1.7 
CO Azimuthal − − 65 ± 9 0 96 ± 7 8.6 ± 2.0 
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.2 Why do the ISM mass estimates agree so well and why are 
hey greater than the total mass? 

he five gas masses derived in Section 4.4 (see Table 5 ) have a
emarkably small range of (3.2 −3.8) × 10 11 M �, especially since
our of the methods use different tracers. They are also remarkably
arger than the total mass estimated from the kinematics of the
alaxy; both application of 3D Barolo and a simple estimate from
 

2 r / G with velocity v = 430 km s −1 and radius r = 2 kpc give a
ynamical mass of ∼0.8 × 10 11 M �. We first consider possible
bservational explanations of the mass discrepancy and then suggest
n astrophysical explanation of both points. 

One possible explanation for the mass discrepancy is that the
ens model and therefore the lens magnification is incorrect. In this
ase, the derived intrinsic source properties will be systematically
iased. We can estimate the extent to which such an error will
ropagate into the ratio of gas mass to dynamical mass. Regarding
he gas mass, since M g ∝ L int ∝ L obs / μ, where L int and L obs are
he intrinsic and observed (i.e. lensed) line luminosities, the gas
m  

NRAS 510, 3734–3757 (2022) 
ass scales inversely proportionally with magnification. Under the
ssumption of circular orbits used by 3D Barolo , the dynamical
ass scales as M dyn ∝ v 2 c r int , where v c is the circular velocity and

 int is some intrinsic physical length scale. Since the observed v c 
s invariant under lensing and the intrinsic physical length scales
s r int ∝ r obs / 

√ 

μ, the dynamical mass scales with magnification as
 dyn ∝ μ−1/2 and so M g / M dyn ∝ μ−1/2 . Therefore, the magnification
e have obtained from our lens modelling would have to be
nderestimated by a factor of 16 to obtain a gas mass that is equal to
he dynamical mass. 

Although the statistical uncertainties we quote are orders of
agnitude beneath this, larger errors can arise if the lens model
e have adopted is not a faithful representation of the true lensing
ass. As previously stated, changing our lens model by adding an

dditional mass profile to match a possible second lensing galaxy
nly modifies the magnification by approximately 5 per cent. An
lternative is to use a mass profile that does not follow a power law.
chneider & Sluse ( 2013 ) present an example of a composite lens
odel comprising two significantly different density profiles with

art/stab3569_f9.eps
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Figure 10. Comparison of observed emission lines and best-fitting 3D Barolo models for masked CO (left column) and H 2 O (right column) data cubes. In 
each set of panels, we present the zeroth-moment (i.e. integrated intensity) maps (top row), first-moment (i.e. line-of-sight velocity) maps (second row), and 
second-moment (i.e. velocity dispersion) maps (third row) for the data (left column), model (middle column), and the residual between the two (right row). We 
also present the position–velocity diagrams taken along the major axis (bottom row, left column) and minor axis (bottom row, middle column) of the data cube 
(colour) and model cube (contours). Finally, we compare the spectra of the data (blue), model (red), and residual (green) in the lower right-hand panel, showing 
the 1 σ noise level by the shaded grey region. 
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 resulting magnification that differs from the power-law model by 
0 per cent but still broadly reproduces the observed lensed images. 
ven this rather extreme example is over an order of magnitude 
eneath the size of shift required to reconcile our dynamical and gas
ass estimates. 
Another possible explanation for the discrepancy is that the total 

dynamical) mass has been estimated from the CO (7-6) and water 
ines while the ISM estimates have been obtained from observations 
f the continuum and different spectral lines. The [C I ] (1-0) line,
hich is probably the best tracer of the cool ISM but which is

oo weak for us to perform a full kinematic analysis, does have a
ifferent spatial distribution from the lines used to investigate the 
inematics (Fig. 2 ). Ho we v er, the v elocity e xtent of all three lines
s very similar (Fig. 3 ) and since the kinematic analysis extends
MNRAS 510, 3734–3757 (2022) 
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2 The duration of high- z starbursts are thought to range from 50 to 250 Myr, 
e.g. Danielson et al. ( 2017 ); typical duty cycles of high-redshift SMGs are 
thought to range from 40 to 100 Myr (Coppin et al. 2008 ; Toft et al. 2014 ; 
Narayanan et al. 2015 ). 
3 Note that the so-called top heavy IMF in this work is different to the top 
hea vy IMF ev oked by Baugh et al. ( 2005 ) to explain number counts of bursty 
submillimetre galaxies (Appendix B). 
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ut to a similar radius to the [C I ] (1-0) emission (Fig. 3 ), it is
nlikely that our estimate of the total mass is too low. A related
ssue that has been argued in the literature (e.g. da Cunha et al.
013 ; Zhang et al. 2016 ) is that the mass estimates of high-redshift
alaxies may be too low because the increasing energy density in the
osmic microwave background with redshift makes it increasingly
ard to detect extended gas. This is unlikely to remedy such a large
iscrepancy because, to first order, this effect simultaneously reduces
ur measurements of the total mass (by causing an under-estimation
f dynamical radius) and the ISM mass. 
An additional concern to consider is in the kinematic analysis

rom Section 5.1. We were ultimately unable to confirm that ID141
s a single rotating disc rather than several galaxies. The strongly
ensed SMG SMM J02399-0136, initially identified as a large disc
alaxy (Genzel et al. 2003 ) and subsequently resolved into a complex
ystem of several components (Ivison et al. 2010 ) is an example of
hy caution must be taken. Nevertheless, in the case of ID141, this

s unlikely to explain the large discrepancy. If we consider option (ii)
n Section 5.1, that ID141 consists of two rotating discs, this gives
he largest of our dynamical mass estimates of 1.3 × 10 11 M � which
s still significantly short of explaining the discrepancy. 

Finally, we note that the discrepancy becomes even worse if we
nclude stellar mass. Our estimate is that the stellar mass in this
ystem is M � = 4 . 8 + 2 . 5 

−2 . 3 × 10 11 M �, which in itself is greater than the
ynamical mass. Ho we ver, the uncertainty on this measurement is
igh and furthermore, does not include any uncertainty arising from
emoval of the lens light. 

We now consider a possible astrophysical solution, which might
lso partly explain the surprising agreement between the mass
stimates made with four different tracers, a solution which arises
ecause none of the methods is really independent. The dust method
f Scoville et al. ( 2016 ) is calibrated using CO(1-0) measurements
f galaxies and is based on the CO(1-0) calibration factor derived
or giant molecular clouds in the Milky Way; the calibration factor
or [ C II ] (Zanella et al. 2018 ) is based on dust measurements, which
re again ultimately based on the CO(1-0) calibration factor from
alactic giant molecular clouds; and all of the calibration factors
iscussed in Dunne et al. ( 2021 ) are based on the assumption that
he GDR is the same as in the Milky Way. All the methods are
ltimately benchmarked to the same astrophysical source, for the
bvious reason that it is only in the Milky Way (and to a much lesser
xtent in galaxies in the Local Group) where it is possible to make the
irect measurements of the ISM masses that are needed to calibrate
he tracer methods. 

A possible solution is if the calibration factors for ID141 are very
ifferent to the Galactic ones. To explain the agreement observed
etween the different mass estimates, all of the gas-to-tracer ratios
ould have to be � 4 times lower than in the Milky Way. Since all
f the tracers are composed of heavy elements, the most direct way
o bring some insight to the problem is with a chemical evolution
odel. 

.3 Chemical evolution in the epoch of galaxy formation 

n this section, we describe the results of a chemical evolution
odel we have constructed to investigate the likely evolution of

he interstellar dust, gas and stellar mass of ID141. The details of
his model can be found in Appendix B. We have used this model to
nvestigate the evolution of the GDR. Although we have not modelled
he evolution of the other tracers (gas-to-CO etc.), it is likely that the
esults will be very similar since all of the tracers must depend on
he abundances of the metals in the galaxy. The similarity of the ISM
NRAS 510, 3734–3757 (2022) 
stimates for four different tracers provides strong circumstantial
vidence in support of this. 

In the model, which is an extension of the model in De Vis et al.
 2017 ), the galaxy starts as a cloud of gas with no heavy elements that
s gradually converted into stars. The model incorporates gas flowing
n to the galaxy via accretion from the cosmic web and out from it via
tellar feedback and active galactic nuclei. Dust is produced by stars,
oth asymptotic giant branch stars and supernovae, and grain growth
nd it is destroyed by astration, supernova shocks and outflows. 

We considered two star formation histories, one with continuous
tar formation starting at some formation redshift, z f , and a second
here we are currently observing 40 per cent of the way through a
urst lasting 200 Myr. 2 Hereafter, we refer to these as the ‘conSF’
nd the ‘SB’ model. 

To account for possible variations in the IMF (Appendix B), we
sed three functions that span most of the range of IMFs considered in
he literature, namely a Salpeter IMF (Salpeter 1955 ), the Chabrier
MF (Chabrier 2003 ) and the more top-heavy IMF proposed by
hang et al. ( 2018 ), required to explain isotope ratios at high

edshifts. 3 In Section 4.2, we estimated an SFR for ID141 from
ts far-infrared luminosity of 2400 ± 500 M � yr −1 , based on the
ssumption of an IMF from Kroupa & Weidner ( 2003 ). If we instead
se the IMFs considered here, we obtain an SFR of 2800, 1800, and
300 M � yr −1 for the Salpeter, Chabrier and top-heavy IMF. In our
odel, we set z f = 4.8, 5.5, and 7, respectively (the higher observed

urrent-day SFRs for the Salpeter and Chabrier IMFs leads to a more
apid conversion of gas into stars, and so their star formation needs
o begin later). The parameters of each model have been chosen so
hat at the redshift of ID141 ( z = 4.24) the SFR predicted by the

odel is similar to the SFR estimated for ID141 from its far-infrared
uminosity. 

For the conSF star formation model, we assume a SFR that follows
he Kennicutt–Schmidt law (Kennicutt 1998 ), i.e. ψ ( t ) = εM 

k 
g ( t)

here ε is the star formation efficiency, M g is the total gas mass,
nd k is set to unity. ε is estimated using ψ = εM g / t dyn where t dyn is
he dynamical (free-fall) time-scale t dyn = 

√ 

r 3 / 2 GM (Walter et al.
009 ; Swinbank et al. 2010 ) and ψ is the observed SFR (see also
ppendix B). Given an effective galaxy radius of 1.4 kpc (measured

rom the reconstructed source continuum) and an observed ISM mass
f 3.5 × 10 11 M �, the maximum SFE is 1 per cent for the Salpeter
MF. If we instead assume that the true ISM mass must be less
han this (because of the limit from the dynamical mass) and set
he ISM mass equal to the dynamical mass of the one-disc model
 M dyn � 0.8 × 10 11 M �), the range of maximum SFE obtained is
 and 2 per cent for the Salpeter and top-heavy IMFs, respectively.
lthough ID141 is one of the most extreme objects in the Universe in

erms of its SFR, both estimates of SFE suggest that it is not forming
tars at a significantly more efficient rate than normal systems. The
FE is similar to other high-redshift SMGs (Swinbank et al. 2010 ;
iechers et al. 2013 ) but an order of magnitude lower than the z = 6.4
yper -starb urst from Walter et al. ( 2009 ). Using the current observed
evel of SFR and assuming that M g ≈ M dyn when the galaxy started
orming stars, the gas reservoir would be exhausted within 40 Myr
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Table 7. The values predicted by our chemical evolution models for the properties of our ID141-like galaxy at the 
redshift at which we observe ID141: z = 4.24. We give results for two different star-formation histories – starburst 
(‘SB’) and continuous (‘conSF’) – and for the Salpeter , Chabrier , and top heavy initial mass functions. f g is the gas 
fraction. GDR denotes the gas-to-dust ratio and M tot is the total (gas mass + stellar mass) returned by the model. The 
metallicity, Z , is defined as the ratio of the metal mass and gas mass. By design, the SFR predicted by each model is 
similar to the SFR estimated for ID141 from its far-infrared luminosity. 

Model f g SFR M g M � M tot Z M d GDR 

(M � yr −1 ) (10 11 M �) (10 11 M �) (10 11 M �) (10 9 M �) 

Continuous (conSF) 
Top Heavy 0.24 1336 1.16 3.66 4.83 0.06 4.10 28 
Chabrier 0.20 1754 1.14 4.61 5.91 0.03 1.65 69 
Salpeter 0.23 2790 1.30 4.39 5.69 0.02 1.30 100 

Starburst (SB) 
Top Heavy 0.50 1300 0.79 0.80 1.60 0.04 1.84 43 
Chabrier 0.25 1800 0.48 1.41 2.71 0.03 0.71 68 
Salpeter 0.15 2800 0.41 2.39 2.80 0.02 0.51 80 
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Figure 11. The gas-to-dust ratio (solid lines), as a fraction of the Milky 
Way value, predicted by standard dust-evolution models plotted against f g , 
the fraction of baryon mass in the form of gas for top: the continuous star- 
forming (conSF) model and bottom : the starburst (SB) model. The pink and 
blue colours denote the top-heavy and Salpeter IMFs, respectively, and the 
circles (filled and solid) show the values at z = 4.24. The dashed lines show 

the ‘true’ total mass ( M true,tot ) derived from the GDRs from the models and 
the observed gas mass, assuming an MW-like GDR (equation 4) as the galaxy 
evolves. The black horizontal line indicates a GDR equal to the Milky Way. 
The shaded grey region indicates M g + M � � M dyn , where we use the maximal 
value ( M dyn = 1 . 3 × 10 11 M �) with a 3 σ uncertainty. 
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or a Salpeter IMF if there is no additional replenishment of gas via
ergers or inflows. 
In Table 7 , we compare the model outputs predicted at the redshift

f ID141 of z = 4.24. The Salpeter IMF models produce lower dust
asses (since there are fewer high-mass stars producing metals and 

ust and there is more gas being locked up in stellar remnants) and
igher stellar masses than the Chabrier and top heavy IMF models. 
he resulting gas fractions are also lower, indicative of a much later
v olutionary stage. Da v ́e, Finlator & Oppenheimer ( 2011 ) predict
as fractions of ∼0.4 at z = 4 for a current day halo mass of M h ( z =
) = 10 14 M �. This is larger than the Salpeter IMF results but more
n line with the results from the starburst, top heavy IMF model. The
otal baryonic mass ( M g + M ∗) predicted by the conSF models is

5 times larger than the observed dynamical mass of ID141, though 
he starburst models predict a more comparable mass ( ∼1 −3 ×). 

.3.1 Evolution of the gas-to-dust ratio 

n Fig. 11 , we show the evolution of the model GDR as a ratio of the
ilky Way GDR, ( M g / M d ) model /( M g / M d ) MW 

, for each model plotted
gainst f g = M g /( M g + M � ), the fraction of baryonic mass that is gas.
or clarity, we only show and discuss the results for the Salpeter and

op heavy IMFs as the results assuming a Chabrier IMF sits mid-way
etween the two. The shaded area around each line shows the effect
f changing the parameter go v erning the rate of dust grain growth
n the dense clouds (Appendix B) from 700 to 15 000, where the
ormer value is appropriate for the Milky Way today and the latter
ndicates extremely rapid grain growth (Mattsson & Andersen 2012 ; 
sano et al. 2013 ; De Vis et al. 2017 ). The GDR is high at high
as fractions because the abundance of metals (and therefore dust) is
till low. The GDR decreases as the gas is converted into stars and as
ust is formed in stellar winds, supernovae and, after reaching some 
ritical metallicity, via grain growth. 

We have assumed a value for the GDR ratio of the Milky Way
hat is appropriate for the Scoville et al. ( 2016 ) calibration used in
ection 4.4.4 to convert dust mass and submm continuum luminosity- 

o-gas mass. We have estimated this by assuming β = 1.8, T d =
5 K, κ850 = 0 . 077 m 

2 kg −1 (James et al. 2002 ), and κISM 

= 4 . 8 ×
0 −4 m 

2 kg −1 (Scoville et al. 2014 ). Since the models account for the
otal gas, whereas the calibration of dust to gas ( α850 ) provided by
coville et al. is for the molecular component only, we follow Scoville 
t al. ( 2014 ) and assume that there are roughly equal amounts of H I

nd H 2 . We also account for helium. This gives a GDR for the Milky
ay of 160, given the assumed κ850 (a factor of ∼1.2 higher than that
ssumed in Dunne et al. 2021 ). Table 7 shows that, for all models,
he GDR reached by redshift 4.24 is < 160 (i.e. the ratio of the model
DR to the Milky Way GDR is less than unity), suggesting it is not

ppropriate to assume a Milky Way calibration when estimating gas 
MNRAS 510, 3734–3757 (2022) 
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Figure 12. The gas-to-dust ratio (solid lines), as a fraction of the Milky Way value, predicted by the dust-evolution models as a function of metallicity. Left: the 
continuous star forming (conSF) model and right : the starburst (SB) model. The pink and blue colours denote the top-heavy and Salpeter IMFs, respectively, 
and the coloured circles show the values at z = 4.24. The black lines show the predictions from (i) R ́emy–Ruyer et al. ( 2014 ) (their empirical fits to GDR and 
metallicity for local galaxies, note that their broken power laws calibrated to MW X CO,MW 

or assuming X CO, Z are the same in this regime) and (ii) Santini et al. 
( 2014 ). The grey scatter points show the observed values for 454 local galaxies with metallicity measurements from DustPedia (De Vis et al. 2019 ) (assuming 
metallicities calibrated using the O3N2 method, and gas masses derived using their equations 7–9). 
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asses from the dust emission in SMGs like ID141 . Such low GDRs
ave been measured in other high redshift SMGs (see e.g. Yang et al.
017 ; Berta et al. 2021 ; and references therein). 
Fig. 11 also shows that the GDR can vary by o v er an order of
agnitude during the SMG phase of a galaxy. Therefore, it is also

angerous to assume a constant value for the GDR when estimating
he ISM mass from the submm continuum emission. Ho we ver, we
an use the model to our advantage: the results in Fig. 11 provide a
ay to use the model itself to estimate the true GDR, and thus the
ass of the ISM. We can also use it to probe how far through ID141 is

n its conversion of gas into stars i.e. its evolutionary phase. Defining
 g (obs) to be the ISM mass, we have estimated on the assumption

f the Galactic GDR, the true ISM mass, including the contribution
f the atomic gas, is given by 

 g ( true ) = M g ( obs ) 
( M g /M d ) model 

( M g /M d ) MW 

. (3) 

he total mass of the model galaxy is then given by 

 true , tot = 

M g ( true ) 

f g 
. (4) 

e have made the assumption that there is no contribution from dark
atter (see Genzel et al. 2017 ), but if there is a contribution from

ark matter it will strengthen the conclusions below. 
We show the evolution of M true,tot in Fig. 11 as dashed lines. The

haded horizontal region indicates where the total baryonic mass (gas
lus stars) is consistent with the dynamical mass ( M g + M � ≤ M dyn )
ithin the uncertainty, defined as 3 σ . 
We can immediately draw the following conclusions: 

(i) It is only possible to make the masses consistent if the IMF is
op-heavy, adding to the evidence from isotopic abundances (Zhang
t al. 2018 ) that the IMF is different in high-redshift star-forming
alaxies. 

(ii) It is possible to make the masses consistent when the galaxy is
oughly halfway through its evolution ( f g ∼ 0.5). Although it is often
ssumed that galaxies like ID141 must have very high gas fractions,
he discrepancy between the mass estimates gets rapidly worse above
 g ∼ 0.6. 
NRAS 510, 3734–3757 (2022) 
We also notice that the true total mass calculated using equation (4)
 v erestimates M dyn in comparison to the model M tot when assuming a
alpeter IMF. This is due to a combination of the faster consumption
f gas due to the higher SFR and the lower dust masses formed per
tellar population with a Salpeter IMF. F or e xample, to reach a total
ass � 1 × 10 11 M � using equation (4), the conSF Salpeter model
ould require a GDR/ f g � 50, or alternatively, for a galaxy with f g 
 0.5, a GDR of � 25 is needed. Such low GDRs are not reached in

he Salpeter IMF models. 
Although the conSF top heavy IMF appears to result in equation (4)

roducing a total mass within the shaded region, this is misleading.
he variation of the GDR ratio with f g from this model is low enough

hat scaling the observed gas mass produces a true total mass from
quation (4) that lies below the dynamical mass limit (in the shaded
egion). Ho we ver, with the continuous SF model, such low GDRs
an only be produced in a model that has already consumed a lot
f its gas and built up a large reservoir of stars, hence violating
he mass criteria we are trying to satisfy ( M tot (conSF, top heavy)
 4 × 10 11 M � in Table 7 ). 
Finally, we note that if we increase the amount of gas accreted in

he model, although this would increase the gas fraction, it would
lso increase both the GDR and the stellar mass, hence would not
olve this issue. 

.3.2 Metallicity evolution 

he low GDRs we predict for ID141 imply these galaxies will reach
upersolar metallicities by z = 4.24 (where Z = M metals /M g = 1 . 5 −
 . 4 Z �, 4 Table 7 ), depending on the assumed IMF and SFH. To
heck if such high metallicities are expected in these galaxies, we
ext compare the evolution of the gas-to-dust ratios (Fig. 11 ) with
etallicity in Fig. 12 . We convert the model oxygen abundance

sing 12 + log(O / H) = 12 + log(X O / X g ) where X O = M O /16 and
 g = M g /1.32. In these units, the metallicity reached by the model
ssuming a top-heavy IMF is 12 + log(O/H) = 9.33 and 9.16 for the
onstant SF and starburst, respectively. 
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Local GDR- Z scaling relations from Herschel surveys, e.g. R ́emy-
uyer et al. ( 2014 ) and De Vis et al. ( 2019 ), are shown in Fig. 12 .
hese relationships imply values of 12 + log(O/H) that are consistent 
ith the predicted model GDRs of 25–50 for ID141. At the same
etallicity as the SB model with a top heavy IMF, the R ́emy-Ruyer

t al. ( 2014 ) relationships predict GDRs ranging from 28 to 55. The
roperties of local galaxies from the DustPedia sample of De Vis et al. 
 2019 ) also reach low gas-to-dust ratios, but at lower metallicities
han those predicted for ID141 (Fig. 12 ). This sample is made up

ostly of late-type galaxies, with stellar masses > 10 8 M � making 
p only 4 per cent. 
We also show the relationship from Santini et al. ( 2014 ) derived

y combining observed dust masses of galaxies out to z = 2.5
ith metallicities derived from the stellar mass–SFR–metallicity 

elationship of Mannucci et al. ( 2010 ). Although a number of mass–
etallicity relations exist in the literature (e.g. Bothwell et al. 2013 ;
eng, Maiolino & Cochrane 2015 ; Maiolino & Mannucci 2019 ; and
eferences therein), we caution here that there are very few studies
arried out at high enough stellar mass, at redshifts > 3, and with
FRs > 100 M � yr −1 , making it difficult to apply these relationships

o ID141. 
What we can say, is that if we assume that ID141 will shortly

urn into a massive quiescent early-type galaxy with very little 
uture evolution, then our models predict high-mass galaxies with 
uper solar metallicities ∼ 1 . 3 − 3 Z � at present day. This is in
greement with observations of massive ellipticals in the local 
niverse (Gallazzi et al. 2005 ; Peng et al. 2015 ; see also Maiolino
 Mannucci 2019 ; their fig. 12). 

.4 Broader implications of low gas-to-dust ratios 

he conflict between dynamical mass and ISM mass when estimating 
he latter using CO has been previously reported in the literature 
e.g. Tacconi et al. 2008 ; Hodge et al. 2012 ; Bothwell et al. 2013 ;
alistro Rivera et al. 2018 ). A common conclusion is to reduce the
O con version factor , αCO � 1 (but, in contrast, see Boogaard et al.
021 ). Ho we ver, e ven with this low value, the tension between the
ynamical mass and the ISM mass is sometimes still seen, requiring 
n additional explanation (e.g. in changing the structure of the galaxy; 
othwell et al. 2013 ). Lo w v alues of αCO seemed plausible given

he evidence for a low value in low-redshift Ultraluminous Infrared 
alalaxies (ULIRGs; Downes & Solomon 1998 ). More recently, 

his evidence has weakened (Papadopoulos et al. 2012a , b , also see
unne et al. in preparation), which makes the low αCO explanation 
f the mass tension given in these previous studies less likely. The
dvantage of this work is that we have used four different tracers
f the ISM: [C I ], [ C II ], dust, and CO. Therefore, although we
ight resolve the tension in our ISM estimate from the CO tracer by

educing αCO by a factor of ∼4, we would also have to reduce the
hree other calibration factors by the same amount. 

Given the quite startling agreement between the ISM mass esti- 
ates for ID141, which has been noticed for other galaxies (e.g. Dye

t al. 2015 ), it seems more natural to assume that the true explanation
f the mass discrepancy is due to chemical evolution rather than the
ssumption that the physical conditions in the ISM are producing a 
o w v alue of αCO . The former naturally explains why the calibration
actors for all four gas tracers are lower in ID141. 

This may seem counter-intuitive at first since galaxies in the first
ew billion years might be expected to have higher GDRs than in low-
edshift galaxies because there has been less time for heavy elements 
o form (e.g. see P ́eroux & Howk 2020 ). There is one strong argument
hy, in this situation, common sense is probably wrong. All the high-
edshift galaxies observed have been found because they contain a 
ot of dust or because they already contain a large mass of stars
Scoville et al. 2014 , 2017 ; Tacconi et al. 2018 ; Millard et al. 2020 ),
nd so there is a strong selection effect that will mean that samples
f high-redshift galaxies are likely to contain galaxies in which the
tellar mass or dust mass is already high. The simplest closed-box
odels for the formation of dust (Eales & Edmunds 1996 ; Dunne,
ales & Edmunds 2003 ), for example, predict that the dust mass in a
alaxy is at a peak when f g ∼ 0.5, and thus the galaxies in a sample
ompiled from a submm continuum surv e y are likely to have high
ust masses and to have already turned much of their gas into stars. 
If our conclusion that the gas-to-tracer ratio is � 4 times lower

han in the Milky Way is true for high redshift galaxies in general, it
ould have a dramatic effect on our assessment of their evolutionary

tates, reducing all ISM mass estimates by a factor of 4. Ho we ver, the
ariation in the GDR seen in our chemical-evolution model (Fig. 11 )
hows that calibrating all the tracers using ID141 would be just as
isky as using the Galactic calibrations. The indication from Fig. 11 is
hat there is no perfect calibration, and it is better to think of a gas-to-
racer ratio as being a new useful tool for assessing the evolutionary
tate of a galaxy. 

.5 How quickly will ID141 become a quiescent galaxy? 

n this section, we consider the evolution of ID141 itself. In particular, 
e examine whether the evolution might be fast enough for it to join

he population of quiescent galaxies that is seen at z ∼ 3 (Glazebrook
t al. 2017 ; Girelli et al. 2019 ; Merlin et al. 2019 ; Valentino et al.
020 ; Forrest et al. 2020a , b ). For reference, the time interval between
he two redshifts is 7 . 2 × 10 8 yr. 

To begin addressing this question, we turn to our kinematic 
nalysis (Section 4.6) that shows evidence for a large rotating disc,
ith possibly one or two additional merging systems. Since high- 

edshift galaxies are often separated into two classes – discs or 
ergers – the kinematics of ID141 suggest that both are often going

n at the same time. The escape velocity of the system is given by 

 esc = 

√ 

2 GM 

R 

. (5) 

iven a dynamical mass of 1 . 3 × 10 11 M � and a radius of 1.4 kpc,
he escape velocity is ∼910 km s −1 . This is similar to the velocity
ange of the system (Fig. 3 ), which suggests that most of the material
e see is destined to end up in a single galaxy. 
There are two other observational results that are rele v ant to

he dynamical evolution of the system. First, the [C I ] (1–0) image
Fig. 1 ), which likely gives us the most unbiased view of the gas,
hows that the gas is divided into a number of clumps. The existence
f clumps in cleaned interferometric data needs to be treated with
are (e.g. see Ivison et al. 2020 ) since there are observational effects
hat can lead to them being falsely identified. Ho we ver, when clumps
re multiply-imaged in a strong lensing system such as ID141, these
bserv ational ef fects are mitigated. A particularly striking example 
f this is in the system SDP81 which unequivocally shows multiply-
maged clumps in high resolution, high signal-to-noise ALMA data 
Dye et al. 2015 ). 

Clumps are expected to migrate into the centre of the galaxy
hrough dynamical friction on a timescale given by (Genzel et al.
011 ): 

 inspiral � 

(
v c 

σ0 

)2 

t dyn , (6) 
MNRAS 510, 3734–3757 (2022) 
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here σ 0 is the velocity dispersion and v c is the circular velocity.
he ratio of v c and σ 0 is � 10, giving a migration time-scale of t inspiral 

 100 t dyn � 2.3 × 10 8 yr. 
Alternatively, we can consider the dynamical evolution of the

ystem by calculating the Toomre Q-parameter (Toomre 1964 ),
hich quantifies the stability of rotating, thin symmetric discs against
ravitational collapse (Toomre 1964 ). For a flat rotation curve, the
-parameter is given by Genzel et al. ( 2011 ): 

 gas = 

√ 

2 
σ0 

v c 

M tot 

M gas 
. (7) 

sing the results of our chemical evolution model, we assume
 gas / M tot � 0.5. With this value of the mass ratio, the results from

he kinematical modelling of the CO line (Fig. 9 , left-hand panels)
mply that Q � 0.6 in the central few hundred parsecs of the galaxy,
alling to a lo wer v alue beyond a radius of 1 kpc. The results from
he kinematical modelling of the H 2 O line (Fig. 9 , right-hand panels)
mply much lower values of Q gas . Our results therefore show that
he gas disc is unstable. We reached the same conclusion for the
isc of the other gravitationally lensed Herschel source that has been
bserved at high resolution with ALMA, SDP81. 
All of these results show that the dynamic evolution of ID141 is

ery fast and suggest that it could easily turn into a single fairly
ndisturbed galaxy by z ∼ 3. 
Turning now to the evolution of ID141’s gas, the only chemical

volution models that produce galaxies consistent with the tight mass
imits are those with a top-heavy IMF and a starburst (Table 7 ).
he conSF model has a gas mass and star formation rate at z =
.24 of 1.16 × 10 11 M � and 1336 M � yr −1 , respectively, but the
odel predicts a stellar mass greater than the dynamical mass limit.
o we ver, if we assume that the galaxy continues to form stars at the

ame rate, and that the galaxy accretes no fresh gas, the gas will be
onsumed in � 9 × 10 7 yr. If we perform the same calculation with
he SB model, we obtain a time-scale of � 6 × 10 7 yr. 

In conclusion, both the dynamics and the other properties of ID141
re consistent with the idea that, although it is an extreme system at
 = 4.24, by a redshift of z ∼ 3 it will have evolved into a single,
airly undisturbed galaxy, containing little gas. 

 C O N C L U S I O N S  

D141 is a gravitationally lensed hyper-luminous SMG at a redshift
f 4.24 with a star formation rate of 2400 M � yr −1 , making it an
 xtreme e xample of an already e xtreme class. The system was chosen
s a target for a comprehensive high-resolution investigation of the
hases of the ISM in high-redshift galaxies because at its redshift,
he key ISM spectral lines fall in the ALMA bands. In this paper,
e have presented high-resolution observations in the [C I ] (1–0)

ine, the [C I ] (2–1) line, the CO(7–6) line, and the H 2 O(2 1 , 1 − 2 0 , 2 )
ines. After the lensing reconstruction, the images in the source plane
each down to a resolution of � 350 pc. In this section, we outline
he observational results and our inferences from these results. 

Our observational results are as follows: 

(i) The gas is distributed o v er a re gion of � 3 kpc. The [C I ] (1–
) emission is offset by � 1 kpc from the other lines, including the
C I ] (2–1) line. This shows that the galaxy contains a large reservoir
f cool gas that is missed by the other spectral lines that we have
bserved with ALMA, although the estimates of the ISM mass from
he [C I ] (1–0) and CO(1–0) lines are remarkably similar (see below).

(ii) We have used the ratio of the [C I ] (2–1) and [C I ] (1–0) lines
o measure the variation in excitation temperature o v er the galaxy.
NRAS 510, 3734–3757 (2022) 
e find that the temperature increases from T ex ∼ 40K, where the
C I ] (1–0) emission peaks to T ex � 100K where the CO and water
ines are at a peak. 

(iii) The gas disc appears to be broken into clumps. 
(iv) We have used the CO and water lines to carry out a kinematic

nalysis of the galaxy. We find strong evidence of a rotating system
ut cannot distinguish between there being a single rotating galaxy
r there also being one or two additional galaxies. Our estimate of
he dynamical mass depends on which of these scenarios we choose,
ut our estimates lie in the range 0.8 − 1.3 × 10 11 M �. 

(v) We have estimated the ISM mass in the galaxy five ways: (1)
rom the [C I ] (1-0); (2) from the dust continuum emission: (3) from
 measurement of the global CO(1-0) flux; (4) from a measurement
f the global flux in the [ C II ] 158- μm line; (5) from a method that
ombines (1), (2) and (3). Our mass estimates lie in the range 3 . 2 −
 . 8 × 10 11 M �. 
(vi) After subtracting the lens from a Spitzer image, we estimate

hat the stellar mass of ID141 is M � = 4 . 8 + 2 . 5 
−2 . 3 × 10 11 M �. 

From these basic observational results, we make the following
nferences: 

(i) All five of our ISM estimates are very similar and are substan-
ially larger than the dynamical mass of the system (without even
onsidering the stellar mass and any dark matter). Inconsistencies
ike this have been observed before and have al w ays been attributed
o a low value of αCO , which is then attributed to physical conditions
n the ISM of an SMG probably being different from the Milky

ay. This cannot be the explanation in ID141 because we are using
our different tracers, each of which will be affected by different
hysical conditions in the ISM in different ways. The similarity of
he ISM mass estimates using the four different tracers suggests that
hemical evolution could explain the mass discrepancy because the
bundances of all the tracers will depend on the abundances of heavy
lements in the galaxy. 

(ii) We have used a chemical evolution model to show that the
DR does change substantially during the evolution of an SMG. It

an reach values much lower than the Milky Way value as long as
he IMF is top heavy in SMGs for which there is now good evidence
rom spectroscopy of molecules containing rare isotopes (Zhang et al.
018 ). 
(iii) Although there is a complex web of calibrations, all estimates

f the ISM masses in high-redshift galaxies are ultimately calibrated
n the Milky Way. Our conclusion that the gas-to-tracer ratio for
our different tracers is four times lower than in the Milky Way puts
ll these estimates into doubt. On a positive note, we suggest that
he gas-to-tracer ratio may be a useful new tool for assessing the
volutionary state of a galaxy. 

(iv) We have used ID141 to test whether extreme SMGs like this
ight evolve into the population of quiescent galaxies that is seen at
 ∼ 3. Several indicators (the Toomre Q-parameter, the inspiral time
or the clumps, and the escape velocity system of the system) suggest
hat ID141 should be a single, fairly undisturbed galaxy by z ∼ 3.
he depletion time for the gas also implies that, on the assumption
f no gas infall, the galaxy will be devoid of gas by this redshift.
herefore, extreme though it is at z = 4.2, it seems plausible that

D141 will evolve into an unexceptional galaxy by z ∼ 3. 
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PPENDI X  A :  STELLAR  MASS  ESTI MATIO N  

ur estimate of the stellar mass of ID141 follows the procedure
sed by Hopwood et al. ( 2011 ) who used MAGPHYS to fit an SED to
bserved optical, mid-IR, and far-IR photometry. In this paper, we
ave used version 2 of MAGPHYS (see Battisti et al. 2020 ). 
The dominant constraints on the SED in the mid-IR region are

rovided by Spitzer Space Telescope data that were obtained under
roposal ID 80156 using the Infra Red Array Camera (IRAC)
perating at 3.6 and 4.5 μm. To obtain a measure of the source
mission, it was first necessary to remo v e the lens emission since
he two are blended due to the relatively large IRAC PSF. This
as done by first determining the surface brightness profiles of

he two foreground galaxies using the K s -band data presented in
ussmann et al. ( 2012 ), using GALFIT (Peng et al. 2002 ). Subtracting

he model profiles of these two well-resolved foreground galaxies
hat lie well within the lensed source light observed by ALMA left
nly negligible residuals and no evidence of any source emission.
e then used these profiles to construct model surface brightness

rofiles of the lens galaxies as they would be observed by IRAC
t 3.6 μm and 4.5 μm. To achieve this, we extracted the PSF at
oth wavelengths using five stars in the field of view of the IRAC
bservations and convolved these with the K s -band profiles. Subtract-
ng these model light profiles from the observed IRAC profiles left
esiduals that resemble the lensed source image as seen by ALMA 

see Fig. A1 ). 
To test whether these residuals were the result of a poorly estimated

SF or because the mid-IR does not closely follow the near-IR light,
e repeated the procedure for three galaxies of similar flux and
orphology selected at random within the field of view common to

oth the K s -band and IRAC observations. Removing the model IRAC
rofiles left no significant residuals in any of the three galaxies we
ested. We therefore assumed that the residuals left from removing
he lens profiles were indeed the source image although we cannot
ule out the possibility that the light profile of the lens in the near-IR
s different to that in the mid-IR in the ID141 system. To obtain a final
easure of the lensed source IRAC flux, we summed the residuals
ithin an annulus surrounding the observed residual flux as shown in
ig. A1 . This resulted in fluxes of 8 . 7 ± 2 . 2 and 8 . 1 ± 1 . 8 μJy at 3.6
nd 4.5 μm, respectively. The errors quoted here are estimated from
he image noise and do not include any uncertainty arising from lens
ight removal. 

To constrain the far-IR part of the SED fitted by MAGPHYS , we
sed the photometry as discussed in Section 4.2. The optical/near-IR
art of the SED was constrained using the Keck K s -band data. Since
he lensed source was not detected in the lens-subtracted K s -band
mage, we set the flux in this band to be three times the standard
eviation of the background flux and assumed a generous 1 σ error
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Figure A1. Residual flux remaining at 3.6 and 4.5 μm after subtraction of the model lens light profiles generated using GALFIT (see the main text). The white 
contours show the ALMA band 4 continuum flux, and the green dashed lines denote the annulus within which the mid-IR flux was extracted. 

Figure A2. MAGPHYS SED (black line) fitted to Keck K s band, Spitzer-IRAC (3.6 μm and 4.5 μm), WISE and far-IR photometry as described in main text. 
The unattenuated spectrum is shown as the blue line. Red points and black circles show observed and predicted flux es respectiv ely. The bottom plot shows the 
residuals calculated as observed minus predicted flux. Note that all photometry in this plot is as observed, i.e. not lens de-magnified. 
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qual to this value. In this way, the K s flux acts like an upper limit in
he SED fitting. Finally, we also included Wide-field Infrared Surv e y
xplorer fluxes at 12 and 22 μm (WISE; Lang et al. 2016 ). Since

he WISE fluxes are an unknown combination of the lens and source
ight, we attributed 50 per cent of the flux in each passband to the
ource and took a 1 σ error equal to this value so that again, the

ISE data act like upper limits. To convert the quantities derived 
y MAGPHYS from observed (i.e. lensed) to intrinsic quantities of 
he unlensed source, we assumed a magnification of 5.8, equal 
o the mean of the continuum magnifications given in Table 3 .
he resulting stellar mass we obtained is 3 . 4 + 1 . 8 

−1 . 7 × 10 11 M � where
he quoted 1 σ errors are taken from the distribution of masses
utput by MAGPHYS . Fig. A2 shows the corresponding MAGPHYS 

ED. 
MNRAS 510, 3734–3757 (2022) 
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PPENDIX  B:  C H E M I C A L  E VO L U T I O N  

O D E L L I N G  

n this Section, we describe a one-zone chemical evolution model
hat we developed to compare the evolution of the interstellar dust,
as and stellar mass of a ID141-like system. The model is based on
e Vis et al. ( 2017 ): the galaxy starts as a cloud of gas, which is

onverted into stars via the initial mass function and ongoing star
ormation. It includes a realistic description of the amount of gas
owing in (accretion from cosmic web) and out (supernovae and
GN) from the galaxy. 
The dust prescription accounts for dust formation by stars (both

ow-intermediate mass stars in their asymptotic giant branch phase
nd massiv e-star superno vae). It also includes dust grain growth in
he diffuse and dense environments of the galaxy, thought to be a
ominant production route of dust in galaxies abo v e a metallicity
hreshold (Asano et al. 2013 ; Dunne et al. 2011 ; Zhukovska 2014 ;
e Vis et al. 2017 ). Dust is remo v ed from the ISM via astration

locked up in stellar remnants), dust destruction by SN shocks and
utflows. 
As detailed in the main text, we used two star formation histories,

ne with a fixed continuous SFR and one with a starburst. For
he latter, we assumed that we are currently observing a starburst
t 40 per cent of the way through a burst lasting 200 Myr. This is
oti v ated by the fact that the duration of high- z starbursts are thought

o range from 50 to 250 Myr (e.g. Danielson et al. 2017 ); typical duty
ycles of high-redshift SMGs range from 40 to 100 Myr (Coppin et al.
008 ; Toft et al. 2014 ; Narayanan et al. 2015 ). 
The three chosen IMFs adhere to the form d N /dlog m ∝ m 

−α ,
here m is stellar mass. The Salpeter IMF is described by α = 1.7.
oth the Chabrier and top-heavy IMF of Zhang et al. ( 2018 ) are
roken power laws with exponents αChab = [0.4, 1.35] and αTH =
0.3, 1.1] (see Table B1 ). Both IMFs are normalized to unity between
tellar masses of 0.1 M � and 100 M �. 

F ollowing Zhuko vska ( 2014 ), we set the gas inflow rate to I ( t ) ∝
 

−t / τ where τ is the infall time-scale. We normalize this such that the
alaxy accretes a total mass of gas M acc o v er its lifetime (see below).
o check that this is a realistic level of inflow, we compared with the
alo baryonic mass accretion rate expected for a massive star-forming

Table B1. The IMFs used in the model to show extremes of the gas and dust 
evolution. The IMF slopes α are in terms of mass, and m 0 and m 2 are the 
upper and lower limits of stellar masses for which the IMF is normalized to 
unity. m 1 indicates the mass at which the slope may change. The top-heavy 
IMF used here is from Zhang et al. ( 2018 ), see also Romano et al. ( 2017 ) 
and Cai, De Zotti & Bonato ( 2020 ). This is a less extreme form than the 
Baugh et al. ( 2005 ) top-heavy IMF, where α = 0 across the mass range. 

IMF α0 α1 m 0 m 1 m 2 

Salpeter 1.7 1 .7 0 .1 0.5 100 
Chabrier 0.4 1 .35 0 .4 1.0 100 
Top heavy (this work) 0.3 1 .1 0 .1 0.5 100 
NRAS 510, 3734–3757 (2022) 
alaxy such as ID141 in the following way. Extreme star forming
alaxies with SFRs > 1000 M � yr −1 at z ∼ 4 exist in dark matter halo
asses of a few × 10 12 M � (Behroozi, Wechsler & Conroy 2013 ).
he mass of the halo with redshift M h ( z) can be estimated using the
rescriptions in McBride, Fakhouri & Ma ( 2009 ) and Fakhouri, Ma
 Boylan-Kolchin ( 2010 ), where M h ( z) = M h ( z = 0) × (1 + z) βe −γ z .
 h ( z = 0) is the halo mass the galaxy resides in at z = 0, β, and γ are

et to 0.1 and 0.69 following McBride et al. ( 2009 ). The accretion
ate for a given halo mass and redshift can be estimated using the
elationships from Forbes et al. ( 2014 ) (their equations 15 and 22)
nd Neistein & Dekel ( 2008 ) where Ṁ ext (M � yr −1 ) = εin f b ˙M h ( z) .
 b is the baryonic fraction (0.17) and εin denotes an efficiency. As
n example, a galaxy with M h ( z = 0) = 1 × 10 14 M � (Narayanan
t al. 2015 ) would have a mass accretion rate of Ṁ ext ∼ 700 M � yr −1 

t z = 4.2, and ∼400 M � yr −1 at z = 7. A current day halo mass
f 10 13 M � would have a mass accretion rate of roughly eight times
ower at these redshifts. 5 For the top heavy IMF with conSF SFR
rescription, accretion of a total mass of 5 × 10 11 M � of gas o v er the
ifetime of the galaxy in our model produces very similar inflow rates
o those predicted from the halo mass growth described abo v e. F or
he Salpeter IMF, the mass accretion rates need to be approximately
wice as high to sustain the higher SFRs. 

For the star formation histories, we also account for the different
edshifts at which different mass haloes undergo their peak SFE.
enerally, this is at higher redshifts for higher mass haloes. We scale

he star formation efficiency by redshift such that the peak efficiency
ccurs at z = 3 −5 but decreases at higher and lower redshifts. For
he halo described abo v e, Behroozi et al. ( 2013 ) (their Fig. 8 ) show
hat this varies from (0.4 − 1) × ε( z = 4). We fit a polynomial to
heir function. 

We set the dimensionless parameter controlling the rate of dust
rain growth in the dense interstellar medium to 7000. Recent work
y De Vis et al. ( 2017 ) and De Vis et al. (in preparation ) suggests an
ppropriate range of values for the rate of grain growth is 4000–7000.
s discussed in the main text, this was allowed to vary from 700 to
5 000 in our analysis of ID141. In addition, we allow 60 per cent
f the metals in the cloud to be ‘available’ for dust formation in
rder to produce a higher dust mass (lower gas-to-dust ratio). This
actor is predicted to be ∼0.5 in nearby spirals (De Vis et al. in
reparation ) . The grain growth parameter depends on the galaxy
etal mass fraction, the current dust-to-metal ratio and the SFE, as
ell as the fraction of the ISM in dense clouds (we set this to 0.6,

noue 2003 ; Yoshida et al. 2002 ). Finally, we let the galaxy evolve
ntil (i) the stellar mass reaches 5 × 10 11 M � where we assume an
utflow clears the galaxy of the ISM (Romano et al. 2017 ), (ii) in the
ase of the starburst model, we stop the model when the burst has
nded or (iii) when the gas fraction f g falls to less than 3 per cent. 

 Similar results are obtained using the halo mass accretion prescriptions in
ehroozi et al. ( 2013 ), Wechsler & Tinker ( 2018 ), and Belfiore et al. ( 2019 ).
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