CHRISTOFFEL-MINKOWSKI FLOWS
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Abstract. We provide a curvature flow approach to the regular Christoffel–Minkowski problem. The speed of our curvature flow is of an entropy preserving type and contains a global term.
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1. Introduction

The regular Christoffel–Minkowski problem asks for sufficient and necessary conditions on a positive function \( \varphi \in C^\infty(\mathbb{S}^n) \) such that there exists a smooth strictly convex body \( K \) with support function \( s \) satisfying

\[
p_k(\nabla^2 s + s\tilde{g}) = \varphi.
\]

Here \( \tilde{g} \) is the round metric on \( \mathbb{S}^n \), \( \nabla \) its Levi-Civita connection and \( p_k \) is the \( k \)-th elementary symmetric polynomial of the eigenvalues of its argument, which in the case of (1.1) are the principal radii of curvature for the boundary of \( K \), \( \partial K \). Below we will introduce this problem in
further detail. In [GM03, Thm. 1.3], this problem was solved with the help of a sophisticated constant rank theorem under the following hypotheses:

(i) \[
\int_{\mathbb{S}^n} u \varphi(u) d\omega = 0,
\]

(ii) \[
\nabla^2 \varphi^{-\frac{1}{k}} + \varphi^{-\frac{1}{k}} \bar{g} \geq 0,
\]

(iii) There is a continuous (with respect to the \( C^\infty \)-norm) homotopy from \( \varphi \) to the constant one function, which respects (ii).

Here \( d\omega \) is the standard volume form of \( \mathbb{S}^n \). The first of these assumptions is necessary due to the translation invariance of the problem. Assumption (ii) is sufficient but not necessary; see below. In [GM03] a flow approach by Andrews and the authors was announced for removing (iii); however, the work has never appeared. A direct verification for the validity of (iii) was presented in [STW04].

Since the elliptic method of [GM03] was introduced, it has remained an intriguing question whether these problems can be solved with a curvature flow as well. To our knowledge, except in case of the Minkowski problem where \( k = n \), (cf., [CW00]), such an approach is missing. The purpose of this paper is to fill this gap and to reprove the results from [GM03, STW04] with the help of a carefully designed curvature flow.

Our proof has two main advantages compared to the existing ones: First, in the case that (ii) holds with strict inequality, we do not make use of the constant rank theorem. Second, a byproduct of our proof is an improvement and a simplification of how (iii) can be removed.

The idea of this paper is inspired by the literature on volume preserving curvature flows. Under the strong convexity assumption, i.e., (ii) holds with the strict sign, we consider a curvature flow whose fixed points are the solutions to the Christoffel–Minkowski problem. The full result then follows from a simple approximation argument. The main result of this paper is as follows:

**Theorem 1.1** (Christoffel–Minkowski flow). Suppose \( 1 \leq k \leq n \) and \( 0 < \varphi \in C^\infty(\mathbb{S}^n) \) satisfies

(a) \[
\int_{\mathbb{S}^n} u \varphi(u) d\omega = 0,
\]

(b) \[
\nabla^2 \varphi^{-\frac{1}{k}} + \varphi^{-\frac{1}{k}} \bar{g} > 0.
\]
Then for an arbitrary strictly convex initial hypersurface $M_0 = x(0, S^n)$, there exists a unique family of embeddings

$$x: [0, \infty) \times S^n \to \mathbb{R}^{n+1},$$

which satisfies the constrained curvature flow

$$(1.4) \quad \dot{x} = \left( \frac{\int_{S^n} \kappa_k^q \, d\omega}{\int_{S^n} \varphi^{-\frac{1}{p}} \, p_k \, d\omega} \varphi^{-\frac{1}{q}}(\nu) - p_k^{-\frac{1}{q}}(\lambda) \right) \nu.$$  

Here $\lambda = (\lambda_i)$ are the principal radii of curvature and $\nu$ is the outward pointing normal. If $C(K_t)$ denotes the centroid of the convex body bounded by

$$M_t = x(t, S^n) = \partial K_t,$$

then the embeddings

$$\tilde{x}(t, \cdot) = x(t, \cdot) - C(K_t)$$

converge smoothly to a solution of the Christoffel–Minkowski problem.

In Section 7 we will weaken the strict convexity assumption on $\varphi$ and, in conjunction with Theorem 1.1, reprove the following result.

**Corollary 1.2 ([GM03, STW04]).** Let $1 \leq k < n$ and $0 < \varphi \in C^\infty(S^n)$ satisfy

$$\nabla^2 \varphi^{-\frac{1}{p}} + \varphi^{-\frac{1}{q}}g \geq 0, \quad \int_{S^n} u \varphi(u) d\omega = 0.$$  

Then there exists a smooth, strictly convex solution to

$$p_k(\nabla^2 s + s \vec{g}) = \varphi.$$  

Before we proceed to the proofs of these results, we review the origin of the Christoffel–Minkowski problem.

**Christoffel–Minkowski problem.** To briefly review the origin of the Christoffel–Minkowski problem in convex geometry, we will recall a few definitions. As always, an excellent reference for this material is [Sch13]. Let us denote the unit sphere and unit ball respectively by $S^n$ and $B$. By a convex body, we mean a compact convex set with non-empty interior. The set of convex bodies is denoted by $\mathcal{K}$. Write $V(K)$ for the volume of $K \in \mathcal{K}$. The support function of $K$ is defined by

$$s_K(u) = \max_{x \in K} \langle x, u \rangle \quad \forall u \in S^n.$$  

The sum of $K, L \in \mathcal{K}$ is defined as

$$K + L = \{a + b : a \in K, \ b \in L\}.$$
For small $\varepsilon > 0$, due to the classical Steiner formula,

$$V(K + \varepsilon B) = \sum_{j=0}^{n+1} \binom{n+1}{j} W_j(K) \varepsilon^j,$$

where $\{W_j(K)\}_j$ are the quermassintegrals of $K$ or the $(n + 1 - j)$-th surface area. Note that

$$W_0(K) = V(K),$$

and surface area of $K$ is

$$(n + 1)W_1(K) = S(K),$$

and also

$$W_{n+1}(K) = W_{n+1}(B)$$

is a dimensional constant.

A remarkable theorem states that given any $K \in \mathcal{K}$, there exists a Borel measure $S_i(K)$ on the unit sphere such that for all $L \in \mathcal{K}$,

$$W_i(K, L) := \frac{1}{n + 1 - i} \lim_{\varepsilon \to 0} \frac{W_i(K + \varepsilon L) - W_i(K)}{\varepsilon}$$

$$= \frac{1}{n + 1} \int_{\mathbb{S}^n} s_L(u) dS_i(K, u).$$

Due to translation invariance of $W_i$,

$$\int_{\mathbb{S}^n} u dS_i(K, u) = 0.$$

Moreover, by the mixed quermassintegrals inequality, we have

$$W_i(K, L)^{n+1-i} \geq W_i(K)^{n-i} W_i(L),$$

and equality holds if and only if $K$ and $L$ are homothetic. In particular, this implies that

$$\min_{L \in \mathcal{K}} \frac{W_i(K, L)}{(W_i(L))^{n+1-i}}$$

is attained only for homothetic transformations of $K$.

Suppose $0 \leq i < n$. The Christoffel–Minkowski problem aims at reconstructing the convex body from its $(n + 1 - i)$-th surface area measure:

Given a Borel measure $\mu$ on the unit sphere with

$$\int_{\mathbb{S}^n} u d\mu(u) = 0,$$

find necessary and sufficient conditions on $\mu$ such that there exists a convex body $K$ with $S_i(K) = \mu$. 
From (1.5), one would expect that solutions might be found by minimizing
\[ E_i(L) := \frac{\int_{S^n} s_L d\mu}{(W_i(L))^{\frac{1}{n+i+1}}} \]
in a suitable class of convex bodies. In particular, the search may be restricted to the set
\[ \mathcal{K}' = \{ L \in \mathcal{K} : W_i(L) = 1, \ St(L) = 0, \ E_i(L) \leq E_i(B) \} \]
where \( St(L) \) denotes the Steiner point of \( L \). In fact, this is the case for \( i = 0 \), corresponding to the prescribed surface area measure, a.k.a the Minkowski problem, provided
\[ \mu(\{ u : \langle u, v \rangle > 0 \}) > 0 \quad \forall v \in S^n. \]
Moreover, (1.6) and (1.7) together are both necessary and sufficient.

However, for \( i > 0 \), this method has not been successful so far. For \( i = n - 1 \), i.e., the Christoffel problem, Firey [Fir67] and Berg [Ber69] used methods based on a Green function and subharmonic functions to solve the problem completely; see also [Fir70] and [LWW19].

If the boundary of \( K, \partial K \), is \( C^2 \) smooth and strictly convex, then
\[ dS_i(K) = p_{n-i} d\omega, \]
where
\[ p_\ell := \sum_{1 \leq i_1 < \cdots < i_\ell \leq n} \lambda_{i_1} \cdots \lambda_{i_\ell} \]
and \( \{ \lambda_i \} \) are the principal radii of curvature (considered as functions on the unit sphere) of \( \partial K \). This brings us to the regular Christoffel–Minkowski problem which asks:

Given a smooth function \( \varphi : S^n \to (0, \infty) \), find necessary and sufficient conditions on \( \varphi \) such that there exists a smooth, strictly convex hypersurface whose \( p_k \) equals \( \varphi \).

Guan and Ma in [GM03] using continuity methods and a sophisticated constant rank theorem found a sufficient condition on \( \varphi \):
\[ \nabla^2 \varphi^{-\frac{1}{k}} + g\varphi^{-\frac{1}{k}} \geq 0, \quad \int_{S^n} u \varphi(u) d\omega = 0. \]

Guan–Ma’s sufficient condition is not necessary. In fact, [Zha94, Thm. 6.8] states the following. Let \( C_\alpha^a(S^n) \) denote the set of \( \alpha \)-Hölder continuous, antipodal symmetric functions on \( S^n \), and \( \mathcal{F}_{\epsilon, a} \) denotes the set of origin-symmetric convex bodies with strictly convex, \( C^{2, \alpha}_\epsilon \)-smooth boundaries. Suppose \( \varphi \) is the \( p_k \) of a convex body in \( \mathcal{F}_{\epsilon, a} \). Then there exists a \( C_\alpha^a(S^n) \) neighborhood \( \mathcal{N} \) of \( \varphi \) such that every function in \( \mathcal{N} \) is the \( p_k \) of a convex body in \( \mathcal{F}_{\epsilon, a} \). See also [Zha94, Cor. 6.9].
Constrained curvature flows. In order to get the estimates required in the proof of Theorem 1.1, it is convenient to reformulate the problem in terms of the principal curvatures instead of the radii:

\[
\partial_t x = (\mu(t)f(\nu) - F(\kappa))\nu.\tag{1.8}
\]

Here the global term \(\mu\) is defined in Theorem 1.1, and

\[
F = \left(\frac{\sigma_n}{\sigma_{n-k}}\right)^{\frac{1}{k}},
\]

where \(\sigma_k\) is the \(k\)-th elementary symmetric polynomial of the principal curvatures \(\kappa = (\kappa_i)\) and

\[
f = \varphi^{-\frac{1}{k}}.
\]

Due to their applications, flows of the form (1.8) have been receiving significant attention. In case \(f = 1\), they appeared in the form of volume-, surface area or quermassintegral preserving flows with global term, e.g., [And01, AW18, BS18, CRS10, Hui87, IS13, McC03, McC05, Sin15] and have been used to deduce geometric inequalities for hypersurfaces. In case \(\mu = 1\), they have been used to prove problems of prescribed curvature, e.g., [CW00, Ger06b]; see also [BIS21] for a much broader overview over this topic. Except for cases where the flow arises as a rescaling of a purely expanding or contracting flow, our flow (1.8) seems to be the first one with a mixed constraining term, where “mixed” means that we have a non-local and a (possibly anisotropic) local term.

Outline. The paper is organized as follows. In Section 2 we collect some basics, notation and evolution equations. Section 3 provides the crucial pinching estimate along (1.8) which holds in a much more general setting, as we will point out. In Section 4, using Andrews’ generalized Hölder inequality, we prove the monotonicity of certain functionals along the flow and prove uniform estimates for the support function of the adjusted flow hypersurfaces. In Section 5 we obtain the curvature estimates. The higher order estimates in Section 6 are somewhat non-standard due to the global term. We take some care here and complete the proof of Theorem 1.1. In Section 7 we complete the argument on how to weaken the strict convexity assumption. This section also provides an alternative to the proof of [STW04] that removes (iii).
2. BASIC CONVENTIONS AND EVOLUTION EQUATIONS

We collect briefly our conventions on hypersurfaces of the (flat) Euclidean space $\mathbb{R}^{n+1}$. For an embedding $x : M \hookrightarrow \mathbb{R}^{n+1}$ of a closed hypersurface with exterior normal vector field $\nu$, the second fundamental form is defined so that it is positive definite on spheres:

$$D_Y X = \nabla_Y X - h(X,Y)\nu.$$  

Here $D$ denotes the connection on $\mathbb{R}^{n+1}$ and $\nabla$ the Levi-Civita connection on $M$ with respect to the induced metric $g = x^* \langle \cdot, \cdot \rangle$.

In a local coordinate frame $(e_i)_{1 \leq i \leq n}$ for $M$ and with the convention $\nabla_i = \nabla_{e_i}$, the Codazzi equation implies that

$$\nabla_i \nabla_j e_k - \nabla_j \nabla_i e_k = h_{jk} h^m_i \partial_m x - h_{ik} h^m_j \partial_m x,$$

where the index was lifted using $g$. Hence the covariant Riemann tensor is given by

$$R_{ijkl} := R_{ijk}^m g_{lm} = (\nabla_i \nabla_j e_k - \nabla_j \nabla_i e_k)^m g_{lm} = h_{il} h_{jk} - h_{ik} h_{jl}.$$  

For brevity, we introduce semi-colons to denote indices of covariant derivatives. For example, if $T$ is a tensor, the components of its second derivative are denoted by

$$T_{;ij} = \nabla_j \nabla_i T - \nabla_i \nabla_j T.$$  

The support function of a convex body $K$ is defined by

$$s_K(u) = \max_{x \in K} \langle x, u \rangle, \quad u \in \mathbb{S}^n.$$  

For a (strictly) convex body $K$, the bilinear form

$$r := \nabla^2 s_K + s_K \bar{g}$$

is (positive) non-negative definite. The eigenvalues of $r$ with respect to $\bar{g}$ are the principal radii of curvature.

We will use common facts about curvature functions, i.e., functions that can either be viewed as symmetric functions of the eigenvalues of the Weingarten map or as depending on the second fundamental form and the metric

$$F = F(\kappa_i) = F(A) = F(g,h).$$

Then we write

$$F^{ij} = \frac{\partial F}{\partial h_{ij}}, \quad F^{ij,kl} = \frac{\partial^2 F}{\partial h_{ij} \partial h_{kl}}.$$  

We refer to [And07] for a detailed account and common properties.
The short time existence for (1.8) follows from standard arguments, see [Mak13] for the detailed procedure. We derive the evolution equations for the flow (1.8) on a time interval \([0, T)\), \(T < \infty\). We use the linearized operator

\[
\mathcal{L} = \partial_t - F^{kl} \nabla_k \nabla_l.
\]

**Lemma 2.1.** The following evolution equations along the flow (1.8).

\[
\partial_t g_{ij} = 2(\mu(t)f - F)h_{ij}.
\]

\[
\mathcal{L} h^j_i = F^{kl} h_{km} h^m_i h^j_i - \mu f h^j_m h^m_i + F^{kl,rs} h_{k;i} h_{r;s,j} - \mu \nabla^2 f(x,k) h^j_i.
\]

\[
\mathcal{L} F = F^{ij} h_{ik} h^k_j F - \mu F^{ij} h_{ik} h^k_j f - \mu F^{ij} h^2(x,k) h^i_l h^j_l - \mu F^{kl} \nabla f(x,k).
\]

(2.1)

For every fixed \(x_0 \in \mathbb{R}^{n+1}\):

\[
\mathcal{L} \langle x - x_0, \nu \rangle = F^{ij} h_{ik} h^k_j \langle x - x_0, \nu \rangle - 2F \langle f - \langle x - x_0, \nabla f \rangle \rangle.
\]

(2.2)

**Proof.** The evolution of the metric is standard. We start by calculating the evolution of the Weingarten operator. It follows from [Ger06a, Lem. 2.3.3] that

\[
\dot{h}^j_i = -(\mu f - F)_{;i} h^j_i - (\mu f - F) h_{ik} h^{k;j}.
\]

(2.3)

First we have to replace the term \(F_{;i}^{;j}\). There holds

\[
F_{;i}^{;j} = F^{kl} h_{k;i} h^{j} + F^{kl,rs} h_{k;i} h_{r;s,j}.
\]

Now we use the Codazzi, Weingarten and Gauss equation to deduce

\[
h_{kl;i;j} = h_{ki;jl} = h_{ki:jl} + R_{ijkm} h_{mi} + R_{ijlm} h_{mk} = h_{ij:kl} + (h_{jk} h_{i;l} h^m_m - h_{ik} h^m_j h^m_l) + (h_{ji} h^m_l h^m_k - h_{il} h^m_j h^m_k).
\]

We use

\[
F^{kl} h^l_m = h^{kl} F^l_m
\]

to get

\[
F^{kl} h_{kl;i;j} = F^{kl} h_{ij;kl} = F^{kl} h_{ik} h^m_j h^m_i + F^{kl} h_{ij} h^m_l h^m_k.
\]

From the 1-homogeneity of \(F\) it follows that

\[
F^{kl} h_{kl;i;j} = F^{kl} h_{ij;kl} = F^{kl} h^m_j h^m_i + F^{kl} h^m_l h^m_k h_{ij}.
\]
Inserting this into (2.3) we obtain

\[
\mathcal{L} h^j_i = -F^{kl} h^j_{i;kl} + F^{kl} h_{kl;i}^j + F^{kl,rs} h_{kl;i} h_{rs;j} - \mu f^j_i - (\mu f - F) h_{ik} h^{kj} \\
= F^{kl} h^m_i h_{mk} h^j_i - \mu f^m_i h^j_i + F^{kl,rs} h_{kl;i} h_{rs;j} - \mu f^j_i.
\]

(2.4)

We calculate the term \( f^j_i \). We may assume that \( f \) is extended as a zero homogeneous function to \( \mathbb{R}^{n+1} \). Due to the Gaussian formula, we obtain

\[
x_{;kj} = -h_{kj} \nu,
\]

we obtain

\[
f^j_i = f_\nu(\nu_i), \quad f_{ij} = f_{\nu\nu}(\nu_i, \nu_j) + f_\nu(\nu_{ij}).
\]

Moreover, by the Weingarten equation we have

\[
\nu_i = h^k_i x_{;k}, \quad \nu_{ij} = h^k_{ij} x_{;k} - h^k_i h_{kj} \nu.
\]

The result follows from inserting the expression for \( f_{ij} \) into (2.4) and using the zero homogeneity in \( \nu \).

For \( F \) we have

\[
\partial_t F = F^i_j \partial_i h^j_i = F^{ij} F_{;ij} - \mu F^{ij} f_{ij} + F^{ij} h_{ik} h^{kj}_i (F - \mu f)
\]

and hence

\[
\mathcal{L} F = F^{ij} h_{ik} h^{kj}_j F - \mu F^{ij} h_{ik} h^{kj}_j f \\
- \mu F^{ij} \nabla^2 f(x_{;k}, x_{;l}) h^k_l h^l_j - \mu F^{kj} \nabla f(x_{;k}).
\]

For the support function we calculate

\[
\partial_t \langle x - x_0, \nu \rangle = \mu f - F - \langle x - x_0, \nabla (\mu f - F) \rangle,
\]

\[
\partial_t \langle x - x_0, \nu \rangle = h^k_i \langle x - x_0, x_{;k} \rangle
\]

and

\[
\langle x - x_0, \nu \rangle_{;ij} = h^k_{ij} \langle x - x_0, x_{;k} \rangle + h_{ij} - h_{ik} h_{kj} \langle x - x_0, \nu \rangle.
\]

Therefore,

\[
\mathcal{L} \langle x - x_0, \nu \rangle = \mu f - 2F - \mu \langle x - x_0, \nabla f \rangle + F^{ij} h_{ik} h^{kj}_j \langle x - x_0, \nu \rangle.
\]

\[\square\]
3. Pinching estimate

**Proposition 3.1.** There exist \( \varepsilon_0 \), depending on \( M_0 \), and \( f \), such that along the flow (1.8) with initial hypersurface \( M_0 \) we have

\[
h_{ij} \geq \varepsilon_0 H g_{ij}.
\]

**Proof.** Define

\[
S_{ij} = h_{ij} - \varepsilon H g_{ij}.
\]

For the moment, we choose \( \varepsilon_0 \) sufficiently small, such that \( (S_{ij}) \) is positive definite at \( t = 0 \), for all \( \varepsilon \leq \varepsilon_0 \). We calculate

\[
\mathcal{L} S_{ij} = \mathcal{L} h_{ij} - \varepsilon \mathcal{L} H g_{ij} - \varepsilon \mathcal{H}_t g_{ij}
= F^{kl} h_{km} h_{l}^{m} S_{ij} - (2 F - \mu f) h_{mj} h_{i}^{m} + F^{pq,rs} h_{pq} h_{rs;j}
- \mu \nabla^2 f(x_{m}, x_{d}) h_{ij}^{m} h_{j}^{l} - \mu \nabla f(x_{m}) S_{ij}^{m} + \varepsilon \mu f |A|^2 g_{ij}
- \varepsilon F^{kl,rs} h_{kl}^{m} h_{rs;i}^{m} g_{ij} + \varepsilon \mu \nabla^2 f(x_{k}, x_{d}) h_{m}^{k} h_{m}^{l} g_{ij}
- 2 \varepsilon H (\mu f - F) h_{ij}
= N_{ij} + \tilde{N}_{ij},
\]

where we define

\[
\tilde{N}_{ij} = F^{pq,rs} h_{pq} h_{rs;i}^{m} g_{ij} - \varepsilon F^{kl,rs} h_{kl}^{m} h_{rs;i}^{m} g_{ij}.
\]

According to Andrews’ tensor maximum principle [And07, Thm. 3.2], in order to prove that \( (S_{ij}) \) remains positive definite if so initially, we have to show

\[
(3.1) \quad N_{ij} v^i v^j + \tilde{N}_{ij} v^i v^j + 2 \sup_{r} F^{kl} (2 \Gamma^p_k S_{ipq} v^i - \Gamma^p_k \Gamma^q_i S_{pq}) \geq 0,
\]

whenever \( (S_{ij}) \) is non-negative definite and \( S_{ij} v^i = 0 \).

The curvature function \( F \) has all the properties which are needed to apply [And07, Thm. 4.1]. This proves that the sum of the second and third term of (3.1) is non-negative. Hence we only have to deal with the zero order terms. Suppose \( v \) has unit length. Using

\[
h_{ij} v^i = \varepsilon H v^i,
\]

we calculate

\[
N_{ij} v^i v^j = - \varepsilon^2 H^2 (2 F - \mu f) + \varepsilon \mu f |A|^2 - 2 \varepsilon^2 H^2 (\mu f - F)
- \mu \varepsilon^2 H^2 \nabla^2 f(x_{m}, x_{d}) v^m v^l + \mu \varepsilon \nabla^2 f(x_{k}, x_{d}) h_{m}^{k} h_{m}^{l}
= \varepsilon f(|A|^2 - \varepsilon H^2) - \mu \varepsilon^2 H^2 \nabla^2 f(x_{m}, x_{d}) v^m v^l
+ \mu \varepsilon \nabla^2 f(x_{k}, x_{d}) h_{m}^{k} h_{m}^{l}.
\]
Due to (1.3) and compactness, there exist constants $\alpha, \beta > 0$, such that for all $w \in T\mathbb{S}^n$,
\[
\beta |w|^2 \geq \nabla^2 f(w, w) \geq (\alpha - 1) f|w|^2.
\]
Hence, using $T_x M = T_{\nu(x)} \mathbb{S}^n$, we get
\[
N_{ij} v^i v^j \geq \varepsilon \mu f(|A|^2 - \varepsilon H^2) - \mu \beta \varepsilon^2 H^2 + \varepsilon \mu (\alpha - 1) f|A|^2
\]
\[
\geq \varepsilon \mu f \left( \alpha |A|^2 - \varepsilon H^2 - \frac{\beta \varepsilon^2 H^2}{\varepsilon} \right)
\]
\[
> 0,
\]
provided $\varepsilon \leq \varepsilon_0$, where $\varepsilon_0$ is a constant solely depending on $f$ and $M_0$, chosen small enough to ensure $S_{ij}|_{M_0} > 0$ and such that
\[
\varepsilon \left( 1 + \frac{\beta}{f} \right) < \frac{\alpha}{n}.
\]
□

Remark 3.2. Note that in the proof of Proposition 3.1 we have not used the special structure of either the global term or the curvature function $F$. Under the strict convexity assumption of $f$ the proposition is valid for every global term and every curvature function $F$ to which Andrews' maximum principle applies. The class of such $F$ is quite large; see [And07]. This observation might be valuable in similar prescribed curvature problems.

Remark 3.3. The pinching estimate, Proposition 3.1, ensures convexity is preserved since $S_{ij}$ remains positive definite if initially so. In fact, for our arguments, it is not a priori necessary to assume convexity is preserved. For if we let $T^* \leq T$ be the maximal time for which the flow is convex, then all our estimates are valid on $[0, T^*)$. In particular, Lemma 5.3 gives a positive lower bound on $F$ and the flow remains strictly convex on $[0, T^*)$ yielding a contradiction if $T \neq T^*$.

4. MONOTONE QUANTITY

In the following we suppress any subscripts of the support function and understand it to depend on time,
\[
s = s_{K_t}.
\]

Lemma 4.1. Along the flow (1.4) we have
\[
\frac{d}{dt} \int_{\mathbb{S}^n} s p_k d\omega = 0
\]
and

\[ \frac{d}{dt} \int_{S^n} s \varphi d\omega \leq 0. \]

Moreover, equality holds if and only if \( p_k \varphi^{-1} \) is constant.

**Proof.** Using \( \dot{s} = \mu \varphi - p_k - 1 \) and \( \nabla_i p_k^j = 0 \) (cf., [And94b, Lem. 2-12]) and integration by parts, we find

\[
\frac{d}{dt} \int_{S^n} s \varphi d\omega = \int_{S^n} p_k \partial_t s d\omega + \int_{S^n} s \partial_t p_k d\omega
\]

\[
= \int_{S^n} p_k \partial_t s d\omega + \int_{S^n} s p_k^j (\nabla_i \nabla_j s + \bar{g}_{ij} \partial_t s) d\omega
\]

\[
= (k + 1) \int_{S^n} p_k \partial_t s d\omega = 0.
\]

Now we calculate

\[ \frac{d}{dt} \int_{S^n} s \varphi d\omega = \int_{S^n} p_k^{\frac{k+1}{k}} d\omega \int_{S^n} \varphi^{\frac{k-1}{k}} d\omega - \int_{S^n} \varphi p_k^{-\frac{1}{k}} d\omega. \]

Define

\[ d\theta = \varphi^{\frac{k-1}{k}} d\omega, \quad G(x) = x^{-k}, \quad \zeta = \varphi^{\frac{1}{k}} p_k^{-\frac{1}{k}}. \]

Due to Andrews’ generalized Hölder inequality [And98, Lem. I3.3],

\[ \frac{d}{dt} \int_{S^n} s \varphi d\omega = \int_{S^n} \zeta G(\zeta) d\theta \int_{S^n} G(\zeta) d\theta - \int_{S^n} \zeta d\theta \leq 0 \]

and equality holds if and only if \( \zeta \) is constant. \( \square \)

We write \( w_- \) and \( w_+ \) respectively for the minimum width and the maximum width of a closed, convex hypersurface (or a convex body) with support function \( s \). They are defined as

\[ w_+ = \max_{u \in S^n}(s(u) + s(-u)), \quad w_- = \min_{u \in S^n}(s(u) + s(-u)). \]

**Lemma 4.2.** Let \( C(K_t) \) denote the centroid of \( K_t \). Then along the flow (1.4) the support functions \( \hat{s} \) of

\[ \hat{M}_t := M_t - C(K_t) \]

are uniformly bounded above and below away from zero. In particular, the in-radii of the \( M_t \) are uniformly bounded below away from zero.
Proof. Note that
\[ \tilde{s}(u) = s(u) - \langle u, C(K) \rangle \quad \forall u \in \mathbb{S}^n. \]
Therefore, due to (4.2) and (1.2), we have
\[ \int_{\mathbb{S}^n} \tilde{s} \varphi d\omega = \int_{\mathbb{S}^n} s \varphi d\omega - \left\langle C(K), \int_{\mathbb{S}^n} u \varphi(u) d\omega \right\rangle = \int_{\mathbb{S}^n} s \varphi d\omega - \int_{\mathbb{S}^n} s_{K_0} \varphi d\omega. \]
Suppose \( \max \tilde{s} \) is attained at the north pole \( e_{n+1} \). By convexity
\[ \tilde{s}(x) \geq \tilde{s}(e_{n+1}) x_{n+1} \quad \text{on} \quad \{x_{n+1} > 0\} \cap \mathbb{S}^n. \]
Therefore,
\[ \tilde{s}(e_{n+1}) \frac{\min \varphi}{2} \int_{\{x_{n+1} > \frac{1}{2}\} \cap \mathbb{S}^n} d\omega \leq \int_{\mathbb{S}^n} s_{K_0} \varphi d\omega. \]
Thus \( 0 < \tilde{s} \leq a \) for some constant \( a \). By (4.1) and that the mixed volume is monotonic in each argument (cf., [Sch13, (5.25)]), we obtain
\[ b^{k+1} := \frac{1}{|\mathbb{S}^n|} \int_{\mathbb{S}^n} sp_k d\omega|_{\tilde{M}_t} = \frac{1}{|\mathbb{S}^n|} \int_{\mathbb{S}^n} sp_k d\omega|_{\tilde{M}_t} \leq \max \tilde{s}^{k+1}. \]
By Proposition 3.1 and [And94a, Thm. 5.1] or [Sch13, Lem. 8.5.8], the ratio between the maximum width \( \tilde{w}_+ \) and the minimum width \( \tilde{w}_- \) of \( \tilde{M}_t \) is uniformly bounded above. Since
\[ \tilde{w}_+ \geq \max \tilde{s} \geq b, \]
we obtain
\[ \tilde{w}_- \geq c \]
for some constant \( c \). Moreover, for any convex body \( K \),
\[ \frac{1}{n+2} w_-(K)B \subset K - C(K) \subset \frac{n+1}{n+2} w_+(K)B, \]
see [Sch13, p. 320]). Thus the support function of \( \tilde{M}_t \) and hence its in-radius is bounded below away from zero independent of time. \( \square \)

Lemma 4.3. \( \mu \) is uniformly bounded above, and below away from zero.

Proof. Due to Proposition 3.1, for a constant depending on \( \varepsilon \), we have
\[ c_\varepsilon \int_{\mathbb{S}^n} p_{k-1} d\omega \leq \int_{\mathbb{S}^n} p_{k-1} d\omega \leq \left( \int_{\mathbb{S}^n} p_k d\omega \right)^{\frac{k-1}{k}} \left( \int_{\mathbb{S}^n} d\omega \right)^{\frac{1}{k}}. \]
Moreover, by [Sch13, (5.25)] we have
\[
\min \bar{s}^k \leq \frac{1}{|S^n|} \int_{S^n} p_k d\omega \leq \max \bar{s}^k,
\]
\[
\min \bar{s}^{k-1} \leq \frac{1}{|S^n|} \int_{S^n} p_{k-1} d\omega.
\]
Now the claim follows from Lemma 4.2. \hfill \Box

5. Curvature estimates

We show that $F$ is uniformly bounded above. In order to eliminate the bad first order term in the evolution of $F$, we will use the first order term in the evolution of the support function. To do this, we need to show that the flow hypersurfaces enclose a ball of small radius for definite amount of time. We adapt [McC05, Lem. 6.1] to our needs.

**Lemma 5.1.** If $B_{4\delta}(x_0) \subset K_{t_0}$ for some $t_0 \in [0,T)$, then there exists $c_{\delta,\varepsilon} > 0$ such that $B_{2\delta}(x_0) \subset K_t$ for all $t \in [t_0, \min(t_0 + c_{\delta,\varepsilon}, T))$.

**Proof.** Due to Proposition 3.1, there exists $\Lambda_\varepsilon := \max_{(0,T)} F_{ij} g_{ij}$.

The solution $r = r(t)$ of
\[
\begin{cases}
\dot{r} = -\frac{\Lambda_\varepsilon}{r}, \\
r(t_0) = 4\delta
\end{cases}
\]
is given by
\[
r(t) = \sqrt{16\delta^2 - 2\Lambda_\varepsilon(t - t_0)}
\]
and we have
\[
r(t_0 + \frac{6\delta^2}{\Lambda_\varepsilon}) = 2\delta.
\]
Define
\[
\psi = |x - x_0|^2 - r^2.
\]
Therefore, we have
\[
\dot{\psi} = 2(\mu f - F) \langle x - x_0, \nu \rangle + 2\Lambda_\varepsilon - 2h_{ij} \langle x - x_0, \nu \rangle.
\]
This implies that
\[
L\psi = 2\mu f \langle x - x_0, \nu \rangle + 2\Lambda_\varepsilon - 2F_{ij} g_{ij} \geq 2\mu f \langle x - x_0, \nu \rangle.
\]
The latter term is non-negative, as long as $x_0 \in K_t$. From a continuity argument we conclude that $\min \psi$ is non-decreasing up to $t_0 + \frac{6\delta^2}{\Lambda_\varepsilon}$. \hfill \Box

**Lemma 5.2.** The function $F$ and the Weingarten map $A$ are uniformly bounded along the flow (1.8).
Proof. Let \( t_0 \in [0, T) \) and define

\[
Z = \frac{F}{\langle x - x_0, \nu \rangle - \delta},
\]

where \( \delta > 0 \) and \( x_0 \in K_{t_0} \) are chosen such that

\[
\langle x - x_0, \nu \rangle \geq 2\delta \quad \forall t \in [t_0, \min(t_0 + c_\delta, \epsilon));
\]

see Lemma 4.2 and Lemma 5.1. We may assume that \( x_0 = 0 \). By (2.1), (2.2) and (1.3), at a maximum point of \( Z \),

\[
\mathcal{L}Z \leq -\frac{\delta}{\langle x, \nu \rangle - \delta} F^{ij} h_{ik} h^j_k Z - \frac{\mu}{\langle x, \nu \rangle - \delta} F^{i}_{;k} \nabla f(x; k) + 2Z^2 + \mu \frac{\langle x, v \rangle}{(\langle x, \nu \rangle - \delta)^2} \nabla f(x; k) h^{ki} F.
\]

Recall that \( \kappa_n \leq c_\delta \kappa_1 \). This in particular yields

\[
F^{ij} h_{ik} h^j_k \geq c_\varepsilon F^2.
\]

In addition, due to

\[
0 = Z_{;k} = \frac{F_{;k}}{\langle x, \nu \rangle - \delta} - \frac{F}{(\langle x, \nu \rangle - \delta)^2} h^i_k \langle x, x; i \rangle,
\]

we have

\[
|\nabla F| \leq c|x|Z^2.
\]

Putting all these together and using Lemma 4.3 we arrive at

\[
\mathcal{L}Z \leq -c Z^3 + 2Z^2 + c|x|Z^2.
\]

Since the origin is in the interior of convex body \( K_t \),

\[
|x| \leq \max |x| = \max s \leq w_+(M_t).
\]

Thus Lemma 4.2 implies that

\[
\max_{t \in [t_0, \min(t_0 + c_\delta, \epsilon), T))} Z(t, \cdot) \leq c(M_0, \max Z(t_0)).
\]

A bootstrapping argument starting at \( t = 0 \) shows \( F \) is uniformly bounded above. Then \( \kappa_n \leq c_\varepsilon F \) yields the bound on \( A \). \( \Box \)

Lemma 5.3. There exists a constant \( c > 0 \), which depends on the data of the flow and on \( T \), such that along (1.8) we have

\[
F \geq c.
\]

In particular, in finite time the principal curvatures range in a compact subset of \( \Gamma_+ \).
Proof. By (2.1), Proposition 3.1, and Lemma 4.3, at any maximum point of $F^{-1}$ we have

$$\mathcal{L} \left( \frac{1}{F} \right) \leq \frac{c}{F^2} F^{ij} h_{ik} h^k_j \leq \frac{\kappa_n}{F} \leq c,$$

where we have used the homogeneity of $F$ and

$$\kappa_n \leq c \kappa_1 \leq c F.$$

Therefore, $F^{-1} - ct$ is bounded by its initial value. \qed

6. Long time existence and convergence

On a finite time interval, we have collected all the required estimates for establishing the higher order regularity estimates and hence the long-time existence. In this regard, one commonly used procedure is to parameterize the flow hypersurface using a graph representation over a fixed Riemannian manifold. For example, convex hypersurfaces $M$ can be written as a graph in polar coordinates around an interior point $x_0$,

$$M = \{(\rho(y), y) : y \in S^n\},$$

where around $x_0$ we identify the flat Euclidean space with

$$(r, y) \in \mathbb{R}^{n+1} \setminus \{x_0\} = (0, \infty) \times S^n, \quad \langle \cdot, \cdot \rangle = dr^2 + r^2 \bar{g}(y).$$

Along our flow, as long as the graph functions of the flow hypersurfaces are well defined, they satisfy the equation

$$(6.1) \quad \partial_t \rho = (\mu f - F)v \equiv \Phi(t, y, \rho, \nabla \rho, \nabla^2 \rho),$$

where $\rho = \rho(t, y)$, cf. [Ger06a, p. 98-99]. In local curvature flow problems, i.e., in absence of a global term, one often uses the regularity theorem of Krylov and Safonov [Kry87, Sec. 5] (see e.g., [And04, Thm. 4] for a clear formulation) to deduce $C^{2,\alpha}$-estimates for $\rho$ from its $C^2$-estimates.

In presence of a global term this practice is unjustified, since the bound one obtains depends on the time derivative of $\Phi$, which is not yet under control in our situation. Note that in [TW13] the authors have provided regularity estimates in similar settings, i.e. in the presence of a global term [TW13, equ. (1.5)], but we can not apply these results, as our global term also depends on the function itself, not only on the gradient and the Hessian.

Hence we will take a different approach, which has been employed in [CRS10, McC05], and also in [Mak13] where it is presented in great detail. We will make some adjustments to fit our needs.
Lemma 6.1. Along the flow (1.1) on \([0,T]\), \( F = F \) and \( \mu f - F \) are Hölder continuous with exponent and Hölder norms independent of \( T \). Here both functions are understood to depend on the variable \((t,y) \in [0,T) \times \mathbb{S}^n\).

Proof. We transform the evolution equation of \( F \) to an equation on the standard round sphere and apply general regularity results. To do this, we will need Lemma 5.1.

Note that the inradius is uniformly bounded from below and hence we find \( \delta > 0 \), such that for every \( t_0 \in [0,T) \) we have a uniform graph representation of \( M_t \) over an interior sphere on the time interval 
\[ I_{t_0} := [t_0, \min(t_0 + c_{\delta, \varepsilon}, T)]. \]
Due to Lemma 5.1, the corresponding radial function
\[ \rho: I_{t_0} \times \mathbb{S}^n \to \mathbb{R} \]
is uniformly bounded above and below and parameterizes the convex hypersurfaces \( M_t \). From [Ger06a, Thm. 2.7.10] we infer that
\[ v^2 = 1 + \rho^{-2} \bar{g}^{ij} \partial_i \rho \partial_j \rho \]
is uniformly bounded on \( I_{t_0} \). Since the Weingarten operator is uniformly bounded by Lemma 5.2, we also have a bound for the second derivatives,
\[ |\bar{\nabla}^2 \rho|_{\bar{g}} \leq c(|\nabla \rho|_{\bar{g}}, |A|). \]
Note that none of these bounds depend on \( T \). On \( I_{t_0} \) and in the above constructed graph coordinates we define:
\[ a^{ij} = F^{ij}, \quad b^m = F^{kl}(\bar{\Gamma}^m_{kl} - \Gamma^m_{kl}) - \mu \bar{\nabla} f(x,k) g^{km} - (\mu f - F) \nu^m, \]
\[ d_1 = F^{ij} h_{ik} h_{jj}^k, \quad d_2 = -\mu F^{ij} h_{ik} h_{jk} f - \mu F^{ij} h_i^k h_j^l \bar{\nabla}^2 f(x,k, x,l), \]
where \( \bar{\Gamma} \) and \( \Gamma \) are the Christoffel symbols of the round and the induced metric respectively. Note that (2.1) is the evolution equation of
\[ F = F(t, \xi) = F(t, y(x(t, \xi))). \]
Since we need the Hölder regularity of \( F \) with respect to the \( y \)-variable as this is the way we deal with \( \rho \), we have to adjust the evolution equation (2.1) with the help of the relation
\[ \partial_t F = \frac{d}{dt} F(t, y(x(t, \xi))) = \frac{\partial F}{\partial t}(t, y) + \nabla_m F(t, y) \partial_t x^m(t, \xi). \]
Hence in the \((t,y)\) coordinates,
\[ F: I_{t_0} \times \mathbb{S}^n \to \mathbb{R} \]
satisfies the equation
\begin{equation}
-\partial_t F + a^{ij} \bar{\nabla}_i^2 F + b^m \bar{\nabla}_m F + d_1 F + d_2 = 0.
\end{equation}
Here
\[ a^{ij} = g^{ik} F_j^k \]
is uniformly elliptic (note that \( g_{ij} \) is equivalent to \( \bar{g}_{ij} \)) due to the pinching, and \( |d_1|, |d_2| \) are bounded. In order to see that \( b^m \) is bounded as well, first we note that \( \nu^m \) is bounded with respect to \( \bar{g} \) due to the convexity, and then we have to convince ourselves that the tensor \( \bar{\Gamma}^m_{kl} - \Gamma^m_{kl} \) is bounded. However, since
\[ g_{ij} = \partial_i \rho \partial_j \rho + \rho^2 \bar{g}_{ij}, \]
we see that \( \Gamma^m_{kl} \) is just an algebraic combination of bounded quantities (a similar argument was used in [Ger15, Lem. 7.6]). Hence (6.2) has bounded coefficients and neither their bounds nor the ellipticity constants depend on \( T \). Hence we can apply the regularity result [Lie98, Cor. 7.41], see also [Sch, Thm. 3.25], to obtain the Hölder regularity of \( F \). A very similar argument applies to \( \mu f - F \). \qed

In the next lemma we prove the \( C^{2,\alpha} \) estimates for \( \rho \) in several steps.

**Lemma 6.2.** For any \( t_0 \in [0,T) \), let \( c_{\delta,\epsilon}, x_0 \) be as in Lemma 5.1 and \( \rho: I_{t_0} \times \mathbb{S}^n \to \mathbb{R} \) be a graph representation of \( M_t \) in polar coordinates around \( x_0 \), where
\[ I_{t_0} := [t_0, \min(t_0 + c_{\delta,\epsilon}, T)]. \]
Then for some uniform \( \alpha > 0 \) we have
\begin{enumerate}
\item[(i)] \( \rho(t, \cdot) \in C^{2,\alpha}(\mathbb{S}^n) \) \quad \forall t \in I_{t_0}, \]
\item[(ii)] \( \nabla \rho(\cdot, y) \in C^{0,1+\alpha}(I_{t_0}) \) \quad uniformly in \( y \in \mathbb{S}^n \),
\item[(iii)] \( \nabla^2 \rho(\cdot, y) \in C^{0,\frac{\alpha}{2}}(I_{t_0}) \) \quad uniformly in \( y \in \mathbb{S}^n \).
\end{enumerate}
The bounds on the \( C^{2,\alpha} \)-norm depend on the data of the problem and are independent of \( T \). In particular we also have
\[ |\rho|_{2+\alpha, \frac{3+\alpha}{2}; I_{t_0}} \leq \text{const}, \]
where the constant only depends on the data of the problem.
Proof. (i) Fix \( t_1 \in I_0 \) and note that due to Lemma 6.1,

\[
\psi_{t_1} := \mu(t_1) f(\nu(t_1, \cdot)) - \frac{\partial_t \rho(t_1, \cdot)}{v(t_1, \cdot)} \in C^{0, \alpha}(\mathbb{S}^n).
\]

Equation (6.1) implies that \( \rho(t_1, \cdot) \) solves the elliptic equation

\[
(6.3) \quad F(\cdot, \rho, \nabla \rho, \nabla^2 \rho) = \psi_{t_1}
\]

with a concave operator \( F \). Since we have uniform spatial \( C^2 \)-estimates for \( \rho \), we can treat \( \rho \) and \( \nabla \rho \) as data of the operator and view (6.3) as the problem

\[
(6.4) \quad G(\cdot, \nabla^2 \rho) = \psi_{t_1}.
\]

After invoking the Bellmann-extension to make \( F \) well-defined on \( \mathbb{S}^n \times \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^n_{\text{sym}} \) as in [Mak13, Lem. 7.2], we can apply a result of Caffarelli–Cabrè [CC95, Thm. 8.1] and the subsequent remarks (see also [Mak13, Thm. 7.3]) to (6.4) to obtain the spatial Hölder regularity at time \( t_1 \). Since none of the constants involved here depend on \( T \) and \( t_1 \) is arbitrary, the result follows.

To prove (ii) and (iii), we apply Andrews’ estimates from [And04, Sec. 3.3, 3.4]. To do this, we need to deduce an equation for the difference quotient in any direction \( e_\ell \), \( 1 \leq \ell \leq n \),

\[
\delta_\tau \rho(t, \xi) = \frac{\rho(t, \xi + \tau e_\ell) - \rho(t, \xi)}{\tau}.
\]

Here we are considering \( \xi \in \mathbb{R}^n \) to be in a fixed coordinate chart of \( \mathbb{S}^n \). A similar calculation appeared in [San17, Lem. 4.1]. Recalling that

\[
\partial_t \rho(t, \cdot) = (\mu(t) f(\cdot, \rho, \nabla \rho) - F(\cdot, \rho, \nabla \rho, \nabla^2 \rho)) v
\]

we calculate the evolution of \( \delta_\tau \rho \) as follows:

\[
\partial_t \delta_\tau \rho = \tau^{-1}((\mu f - F(A))[|_{t,\xi+\tau e_\ell}]) - (\mu f - F(A))v.
\]

The crucial term arises from \( F \). Hence, using that the domain of \( F \) is convex, we continue with

\[
\tau^{-1}(vF(A)[|_{t,\xi+\tau e_\ell}) - vF(A)[|_{t,\xi})
\]

\[
= \tau^{-1} \int_0^1 \frac{d}{ds}(v(t, \xi + s \tau e_\ell) F(s A[|_{t,\xi+\tau e_\ell} + (1 - s) A[|_{t,\xi}]) ds
\]

\[
= \int_0^1 \frac{\partial v}{\partial \xi}(s) F(s A[|_{t,\xi+\tau e_\ell} + (1 - s) A[|_{t,\xi}]) ds
\]

\[
+ \tau^{-1} \int_0^1 v(s) F^j_i(s)(h_j^i(t, \xi + \tau e_\ell) - h_j^i(t, \xi) ds
\]
We can use [Ger06a, (1.5.10), Lem. 2.7.6] write \( h \) in terms of \( \nabla^2 \rho \),

\[
h_{ij} = \frac{1}{v \rho} \delta_{ij} + \frac{1}{v^2 \rho^3} \nabla^i \rho \nabla_j \rho - \frac{\hat{g}^{ik}}{v \rho^2} \nabla^j \nabla_k \rho,
\]

where \( \hat{g}^{ik} \) is the inverse of

\[
\hat{g}^{ik} = \rho^{-2} \nabla_i \rho \nabla_k \rho + \hat{g}_{ik}.
\]

Defining

\[
\mathcal{F}_i^j := \int_0^1 v(t, \xi + s \tau e_i) F_i^j(s A_{|(t, \xi + s \tau e_i)} + (1 - s) A_{|(t, \xi)}) \, ds
\]

and using that the second spatial derivatives as well as \( \mu \) are bounded, we see that \( \delta_r \rho \) satisfies the equation

\[
\partial_t \delta_r \rho = -\mathcal{F}_i^j \delta_r h_{ij} + \Psi_1 = \frac{\hat{g}^{ik}}{v \rho^2} \mathcal{F}_i^j \nabla_k \nabla_r \rho + \Psi_2,
\]

and where uniformly in \( t \) there holds

\[
|\Psi_2(t, \cdot)| \leq c(\varepsilon, |\rho(t, \cdot)|_{C^2(S^n)}).
\]

Note that \( \mathcal{F}_i^j \) is uniformly elliptic, since \( A_{|(t, \xi + s \tau e_i)} \) as well as \( A_{|(t, \xi)} \) both range in a closed, convex and strict subcone of \( \Gamma_+ \), due to the pinching. Now the estimates from [And04, Sec. 3.3, 3.4] go through and yield (ii) and (iii). The full parabolic Hölder estimates (cf., [Ger06a, Ex. 2.5.3]) now follow from the definition of \( \mu \), which gives

\[
\mu \in C^{\frac{\alpha}{2}}_2((0, T)),
\]

and finishes the proof of Lemma 6.2. □

A standard bootstrapping argument involving Schauder estimates as in [Ger06a, Thm. 2.5.9] yields the following proposition.

**Proposition 6.3.** For an arbitrary strictly convex initial hypersurface the flow (1.8) exists for all times.

Due to the lack of a uniform lower bound on \( F \), we cannot yet obtain uniform \( C^\infty \)-estimates on \([0, \infty)\), as the principal curvatures might leave every compact subset of \( \Gamma_+ \). In the next lemma, the missing uniform lower \( F \) bound will be obtained by combining a local maximum principle [Lie98, Thm. 7.36] with the weak Harnack inequality [Lie98, Thm. 7.37] (see also the proof of [Ger15, Lem. 7.7]). Together with the pinching estimate, this ensures uniform estimates on the principal curvatures and allows us to perform the above procedure with \( T = \infty \) to obtain the uniform \( C^\infty \)-estimates.
Lemma 6.4. Along the flow (1.8), $F$ is uniformly bounded from below, $F \geq \text{const} > 0$.

In particular, during the whole evolution the principal curvatures range in a compact subset of $\Gamma_+$. 

Proof. Returning to the proof of Lemma 6.1, we see from (6.2) that 

$$L_0 F := -\partial_t F + a^{ij} \tilde{\nabla}^2 F + b^m \tilde{\nabla}_m F = -d_1 F - d_2$$

in coordinate systems which are valid on intervals of fixed uniform length $c_{\delta, \varepsilon}$. We have uniform bounds on the coefficients and on the ellipticity constants. Due to the pinching estimate, Lemma 4.3 and Lemma 5.2 there holds 

$$-\gamma F \leq L_0 F \leq \gamma F$$

for some constant $\gamma > 0$. For $0 < \alpha \leq 1$ we define 

$$I_\alpha = [t_0 + (1 - \alpha)c_{\delta, \varepsilon}, t_0 + c_{\delta, \varepsilon}).$$

Applying [Lie98, Thm. 7.36] to 

$$L_0(e^{-\gamma(t-t_0)} F) \geq 0,$$

we obtain for any $p > 0$, 

$$\sup_{I_{\alpha_1} \times \mathbb{S}^n} F \leq e^{\gamma c_{\delta, \varepsilon}} \sup_{I_{\alpha_1} \times \mathbb{S}^n} e^{-\gamma(t-t_0)} F \leq c \left( \int_{I_{\alpha_2} \times \mathbb{S}^n} F^p \right)^{\frac{1}{p}},$$

for sufficiently small $\alpha_1 < \alpha_2$, where $c$ depends on our previous established bounds and on $p$. Here we have implicitly used a standard covering argument to get from local parabolic cylinders to the whole of $\mathbb{S}^n$. Note that for every time $t \in [0, \infty)$, we have 

$$\sup_{M_t} F \geq c_1 > 0$$

for a small constant. This can be seen from comparison with a circumscribed sphere, the radius of which is under control due to the support function bound.

Now we define 

$$\hat{F} = e^{\gamma(t-t_0)} F$$

and obtain that 

$$L_0 \hat{F} = e^{\gamma(t-t_0)} (L_0 F - \gamma F) \leq 0.$$ 

We apply [Lie98, Thm. 7.37] and find $p > 0$, such that 

$$0 < c_1 \leq \left( \int_{[t_0, t_0 + \alpha_3] \times \mathbb{S}^n} \hat{F}^p \right)^{\frac{1}{p}} \leq c \inf_{I_{\alpha_4}} \hat{F} = c \inf_{I_{\alpha_4}} e^{\gamma(t-t_0)} F \leq c \inf_{I_{\alpha_4}} F,$$
where $\alpha_3$ and $\alpha_4$ are sufficiently small and the first bound follows from (6.5) and the arbitrariness of $t_0$. Note that [Lie98, Thm. 7.37] requires a waiting time of $3R^2$, where $R$ is the size of the parabolic cylinder that is used. We can easily set up a uniform $R$ depending on the lower bound on $c_{\delta, \epsilon}$ and a covering of $S^n$ by open balls of fixed size. This completes the proof, since $t_0$ is arbitrary. \hfill \Box

With this lower bound on $F$, we can obtain time-independent regularity estimates with a bootstrapping argument:

**Lemma 6.5.** Along the flow (1.8), the hypersurfaces \[ \tilde{M}_t = M_t - C(K_t) \] enjoy uniform $C^\infty$-estimates.

We complete the proof of Theorem 1.1. By (4.3), we have
\[
\frac{d}{dt} \int_{S^n} \tilde{s} \phi \, d\omega = \int_{S^n} \tilde{p}_k^{\frac{k+1}{k}} \phi \, d\omega - \int_{S^n} \phi \tilde{p}_k^{-\frac{1}{k}} \, d\omega \leq 0.
\]
Since $\int_{S^n} \tilde{s} \phi \, d\omega$ is bounded along the flow, Lemma 6.5 implies that $\tilde{M}_t$ subsequentially converges to solutions of
\[
(6.6) \quad p_k = \gamma \phi, \quad \text{where } \gamma := \frac{\int_{S^n} s \phi \, d\omega}{\int_{S^n} s \, d\omega}.
\]
Due to Lemma 4.1, all limits of $\tilde{M}_t$ share the same value for $\gamma$. By the Alexandrov-Fenchel-Jessen Theorem, the solution of (6.6) is unique up to translations. Since any limit of $\tilde{M}_t$ has its centroid at the origin, the convergence is in fact independent of subsequences.

## 7. The weakly convex case and completion of the proof

In this section, we use a simple approximation together with the constant rank theorem and Theorem 1.1 to solve the Christoffel–Minkowski problem under the weaker convexity assumption on $\phi$, i.e.,
\[
\nabla^2 \varphi^{-\frac{1}{k}} + \varphi^{-\frac{1}{k}} \tilde{g} \geq 0, \quad \int_{S^n} u \varphi(u) \, d\omega = 0.
\]
We mention that an approximation argument appeared [STW04, Sec. 4] to avoid the homotopy assumption (iii) used in [GM03]; however, their argument is more complicated. The following lemma gives a simpler proof for the validity of this homotopy assumption. We even prove that the homotopy can be chosen to be strictly convex for all $\tau < 1$. 
Lemma 7.1. Suppose $1 \leq k \leq n$ and $0 < \varphi \in C^\infty(S^n)$ satisfies
\[ \nabla^2 \varphi^{-\frac{1}{k}} + \varphi^{-\frac{1}{k}} \bar{g} \geq 0, \quad \int_{S^n} u\varphi(u)d\omega = 0. \]
Then for each $\tau \in [0, 1)$, there exists $z_\tau \in \mathbb{R}^{n+1}$, such that
\[ \varphi_\tau(u) := (1 - \tau + \tau \varphi^{-\frac{1}{k}}(u) - \langle u, z_\tau \rangle)^{-k} \]
satisfies
\[ \nabla^2 \varphi_\tau^{-\frac{1}{k}} + \varphi_\tau^{-\frac{1}{k}} \bar{g} > 0, \quad \int_{S^n} u\varphi_\tau(u)d\omega = 0. \]
Moreover, we have
\[ |z_\tau| \leq 1 + \max\varphi^{-\frac{1}{k}}. \]

Proof. Note that for $0 \leq \tau \leq 1$,
\[ s_{L_\tau} := 1 - \tau + \tau \varphi^{-\frac{1}{k}} \]
is the support function of a convex body $L_\tau$, which is smooth and strictly convex for $\tau < 1$. By [Iva16, Lem. 3.1], there exists a unique point $z_\tau$ in the interior of $L_\tau$ such that
\[ \min_{v \in L_\tau} \int_{S^n} - \log(s_{L_\tau} - v)d\omega, \quad k = 1 \]
\[ \min_{v \in L_\tau} \int_{S^n} s_{L_\tau - v}^{-k+1}d\omega, \quad k > 1 \]
is attained. Hence the support function of $L_\tau - z_\tau$ given by $\varphi^{-\frac{1}{k}}$ is positive and satisfies the required integral condition, see [Iva16, Lem. 3.1]. Since $z_\tau$ is in the interior of $L_\tau$, the upper bound on the norm of $z_\tau$ follows.

We complete the proof of Corollary 1.2.

Proof of Corollary 1.2. Consider the family of functions $\varphi_\tau$ in the previous lemma. Due to Theorem 1.1, for each $\tau \neq 1$, there exists a smooth, strictly convex hypersurface with support function $s_\tau$ that solves
\[ p_k(\nabla^2 s + s\bar{g}) = \varphi_\tau. \]
Since $L_\tau$ converges to $L_1$ in the Hausdorff distance as $\tau \to 1$, by [Iva16, Thm 7.1] we have $\lim_{\tau \to 1} z_\tau = 0$. This in turn implies that $\varphi_\tau$ converges smoothly to $\varphi$.

Now due to [GM03, Thm. 3.3], we have uniform $C^k$ estimates on $s_\tau$, independent of $\tau$. Therefore, a subsequence of $s_\tau$ converges to a smooth function $s$ such that $\nabla^2 s + s\bar{g} \geq 0$ and
\[ p_k(\nabla^2 s + s\bar{g}) = \varphi. \]
By the constant rank theorem \[ \textbf{GM03}, \text{Thm. 1.2} \], we have \( \nabla^2 s + s \bar{g} > 0 \) and the corresponding hypersurface is strictly convex. □
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