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In recent years, rapid advancements have taken place for automatic speech recognition (ASR) systems and devices. Though ASR technologies have increased, the accessibility of these novel interaction systems is underreported and may present difficulties for people with speech impediments. In this article, we attempt to identify gaps in current research on the interaction between people with dysarthria and ASR systems and devices. We cover the period from 2011, when Siri (the first and the leading commercial voice assistant) was launched, to 2020. The review employs an interaction framework in which each element (user, input, system, and output) contributes to the interaction process. To select the articles for review, we conducted a search of scientific databases and academic journals. A total of 36 studies met the inclusion criteria, which included use of the word error rate (WER) as a measurement for evaluating ASR systems. This review determines that challenges in interacting with ASR systems persist even in light of the most recent commercial technologies. Further, understanding of the entire interaction process remains limited; thus, to improve this interaction, the recent progress of ASR systems must be elucidated.
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Introduction

Automatic speech recognition (ASR) is now a part of daily life. ASR technologies may be built into phones (e.g., Apple’s Siri), computers (e.g., Microsoft Cortana), vehicles (e.g., Apple CarPlay), or standalone devices such as virtual home assistants (e.g., Amazon Echo and Google Home). ASR is a hands-free system with the potential to assist people with disabilities who may be unable to use other input methods, such as computer mice, keyboards.

However, people with speech impairments—specifically, those with moderate to severe dysarthria, a neurological motor speech disorder that results in speech difficulties, poor speech intelligibility, difficulty coordinating breaths and speech and inconsistency in the
production of the same word over multiple trials — may have difficulty using ASR technologies. Dysarthria could be caused by different diseases, for example, multiple sclerosis or motor neuron disease, or occur after strokes and brain injuries. Research on the interactions between people with dysarthria and speech technologies has been recognized since 1985 (Fried-Oken, 1985), with several studies examining speech intelligibility’s contribution to ASR performance. Ferrier et al. (1995) examined the correlation between speaker intelligibility and recognition success, finding that intelligibility has a strong correlation with ASR performance. Thomas-Stonell et al. (1998), Rosen and Yampolsky (2000), and Young and Mihailidis (2010).

Other factors have also been shown to affect ASR performance. Literature reviews (Rosen & Yampolsky, 2000; Young & Mihailidis, 2010) presented studies investigating the relationship between ASR functioning and dysarthric speech characteristics, such as disfluency, and inconsistencies or variations in speech articulation. Young and Mihailidis (2010) found that ASR performance decreases with increased dysarthria severity and speech variability, which may be caused by different characteristics of dysarthria, for example, poor articulation and pauses within words.

Over the years, progress has emerged in ASR technologies. ASR systems started by recognizing single words or digits. After that, the development of ASR led to speaker specific, isolated words and small vocabulary systems, wherein the user needs to train the system before using it. In the 1980s, context correlation with continues speech was introduced using hidden Markov models (HMM). When the performance reached its peak, new technologies arose using deep learning, which are currently the basis of many commercial ASR systems. End-to-end deep learning uses a single model to perform speech recognition tasks. It takes an input (audio), learns it, and produces a result. ASR systems not only recognize continues speech and spoken dialog, but also understand them, as those systems are
trained on huge amounts of data from huge datasets. With the help of the cloud, these systems are currently deployed on devices utilizing cloud-processed data, such as mobile phones and TV.

Various systems using different approaches have been proposed to improve ASR systems. One example is STARDUST (Parker et al., 2006) which is a system that uses speaker training by involving speakers articulating words several times, to improve ASR for people with severe dysarthria; it achieved an average 5% increase in its speech recognition rate. Another is Hawley et al. (2006), who focused on augmentative and alternative communication devices (AAC). AAC device is a communication device that receives input through either a substitute mouse, keyboard, or speech and transfers the input to spoken speech. He used the voice-input voice-output communication aid (VIVOCA), which involves (i) a confusability manager anticipating words that could be incorrectly recognized; (ii) users practicing a set of words to aid their consistency in word production (similar to the STARDUST approach); and (iii) training records used to retrain the system. CanSpeak does not use training but is based on a list of keywords tailored to each user, resulting in a range of improved accuracy rates for the four participants (Hamidi et al., 2010). Another example is the Supplemented Speech Recognition (SSR) system (Fager et al., 2010), which does not solely rely only on speech for recognition but also includes first letter identification. The user starts by typing the first letter and then uttering a word. The system then interprets the input word to the closest matching word with the same first letter. This approach resulted in comparable keystroke savings in addition to having the system match the input with fewer words in the word dataset regardless of the severity of the dysarthria case. Using ASR has also been explored as a decoding technology for impaired speech to access AAC devices as an alternative input approach.
Several literature reviews address different areas of ASR and speech impairment (Balaji & Sadashivappa, 2015; Mustafa et al., 2015; Rosen & Yampolsky, 2000; Young & Mihailidis, 2010). However, to the best of our knowledge, no recent reviews have explored progress in commercial systems and ASR in relation to people with dysarthria. This systematic review thus aims to identify studies of ASR systems, analyze the interactions between people with dysarthria and ASR systems/devices, and understand the progress achieved over the last nine years.

**Materials and Methods**

To achieve the aim of this review, the following research questions were defined:

**RQ1**: How do characteristics of users’ speech affect their interactions with ASR systems?

**RQ2**: What acoustic input is required for effectively interacting with ASR systems?

**RQ3**: What ASR systems have been evaluated in dysarthria research?

**RQ4**: Where future ASR research could be directed?

An exhaustive search was conducted on July 2020, using the following search terms: (dysarthri* OR dysarthri* speech) AND (automatic speech recognition system* OR ASR OR virtual home assistant* OR voice-controlled digital assistant* OR conversational agent* OR commercial voice assistant* OR voice interface* OR Personal Assistant*). The search utilized these databases: ACM Digital Library, Google Scholar, IEEE Xplore digital library, Springer Link, and Science Direct. A backward and forward reference search was also performed: the backward search identified the references from certain research, while the forward search identified the research that cited a certain study.

To identify studies, we used the following inclusion criteria: (i) studies published 2011–2022 (Siri launched in 2011, making ASR mainstream and enabling people with dysarthria to use ASR ubiquitously); (ii) studies evaluating interactions between people with
dysarthria and ASR systems/devices; (iii) studies using word error rate (WER) as the measurement criteria, the most commonly used metric for accuracy. Selecting studies that use the same metrics will allow the authors to compare one thing that is common across studies. Our focus is on human–computer interactions rather than on the disorder and therapeutic intervention; therefore, we excluded clinical and therapeutic research and research that examined dysarthria in individuals with language and cognitive impairment (e.g., aphasia and dementia) to eliminate factors that affect the interaction process. The Preferred Reporting Items for Systematic Review and Meta Analysis (PRISMA) was followed (Moher et al., 2015). One author conducted the screening process, while another undertook the final review of the screening results. Out of 101 studies that were selected and assessed for eligibility, 40 were chosen to answer the research questions (see flowchart in Appendix A). To systematically review the literature, the authors used the interaction framework (Abowd & Beale 1991), which proposes that interactions between users and systems follow a four-component cycle: user, input, system, and output. We classify the ASR literature and people with dysarthria according to these four components. A table that maps the framework component with the research questions is attached in Appendix B.

Results

**RQ1: How the characteristics of users’ speech affect their interactions with ASR systems?**

The first element in the interaction cycle is the user, who triggers the system with a voice command. To effectively use ASR systems, users must possess understandable speech characteristics and behaviors; thus, systems should be designed according to users’ needs and abilities.

Research studying the interactions between people with dysarthria and ASR systems classifies dysarthria by either severity, as mild, moderate, or severe (Ballati et al., 2018b; De
Russis & Corno, 2019; M. Kim et al., 2013; Park et al. 2011; Sriranjani et al., 2015; Xiong et al., 2018)—or intelligibility, as high, medium, and low (Moore et al., 2019; Yue et al., 2020).

The present article does not use several clinically defined and separate dysarthria types (e.g., flaccid, spastic, ataxic, and hypokinetic), as research about interactions does not follow this classification. Intelligibility is the degree to which a listener can understand the utterance produced by an individual with dysarthria (Yorkston et al., 1996). Because dysarthria is caused by “disturbances in muscular control over the speech mechanism” (Darley et al., 1969), it leads to reduced speech intelligibility—and the greater the severity of dysarthria, the poorer the unintelligibility.

Dysarthric speech is characterized by poor articulation, abnormal speech rate, and speech muscle fatigue. These characteristics are not necessarily exhibited by all individuals with dysarthria and may vary from one individual to another. A slow speech rate in dysarthria could prolong some words or syllables and vary vowel spacing. Additionally, speech rate variations among individuals with dysarthria may make interactions with ASR systems challenging (M. Kim et al., 2017; Rosen & Yampolsky, 2000).

Poor articulation or pronunciation is another characteristic of dysarthria. Some studies have examined the correlations between consonants, vowels, and dysarthric speech. Findings on consonants show that pronouncing them is difficult for individuals with dysarthria. For instance, unvoiced consonants were pronounced improperly (Nordberg et al., 2014; Rudzicz, 2013). Similarly, problems with pronouncing vowels were mainly associated with mid-vowels—in which the tongue is positioned midway to the roof of the mouth—and front rounded vowels (Dhanalakshmi et al., 2018).

Muscle fatigue also affects interactions with ASR, making speech more susceptible to variability and reduced quality and lowering recognition accuracy (Mustafa et al., 2015). Moreover, fatigue can make data collection challenging (Xiong et al., 2019), constraining the
collection process (Joy & Umesh, 2018), which may need to occur in multiple sessions or in a session with breaks to avoid participant fatigue (Ferrier et al., 1995). Consequently, the dataset of recordings for people with dysarthria is smaller than the dataset for people with typical speech patterns (Xiong et al., 2019).

The reviewed studies proposed various approaches to overcoming these challenges to achieve better ASR performance. To improve the recognition of variable dysarthric speech, some researchers have proposed systems that can model phonetic variations, including a Kullback–Leibler divergence-based hidden Markov model (M. Kim et al., 2017; M. Kim et al., 2016; Seong et al., 2016) and a deep learning model (Xiong et al., 2018). Overcoming the limitations of dysarthric speech as training data, researchers (1) used models that require less training data (Gemmeke et al., 2014), (2) augment data by artificially generating dysarthric speech (Green et al., 2021; Jin et al., 2021; Ko et al., 2017; Liu et al., 2021; Mariya Celin et al., 2020; Vachhani et al., 2018; Xiong et al., 2019), and (3) adapt data to a given speaker (Geng et al., 2021; Takashima et al., 2020). Further, Sriranjani et al. (2015) used “data pooling,” in which normal speech recordings were pooled from databases and combined with dysarthric speech data to train systems.

Other improvements to ASR systems include creating a database of recordings to help researchers train and test their systems (Marini et al., 2021; Nicolao et al., 2016; Rudzicz et al., 2012; Turrisi et al., 2021), adding features such as word prediction to systems (S. Kim et al., 2013), and adding an interface that assists with command formulation—which the authors found to be an alternative interaction modality as the structure of their system could not understand incomplete commands (Derboven et al., 2014)—to reduce fatigue and frustration. However, users may experience further difficulties because their dysarthria is often accompanied by physical disabilities (Joy & Umesh, 2018), which can limit their ability to use other forms of input, such as keyboards or touchscreens. Another approach to reducing
fatigue is to use a smaller vocabulary, which has also been found to result in better accuracy (Gemmeke et al., 2014; Hamidi et al., 2015).

**RQ2: What acoustic input is required for effectively interacting with ASR systems?**

The second element in the interaction cycle is **input**, which may involve various modalities: sounds, eye gazes, and gestures. Our review focuses on acoustic inputs, such as a single word, a sentence, or continuous speech.

Fourteen studies in our review used single-word inputs, six used sentences, nine used both words and sentences, and one used words, sentences, and continuous speech. Table 1 summarizes the results, showing that isolated words were the most common input mode.

**Table 1. Summary of speech modalities used in the literature**

Although not explicitly stated in all papers, the choice to use isolated words or sentences depended on the system. For example, some have argued that words may be problematic for systems because limited data will be insufficient for neural networks. Some researchers have tested voice assistants, which usually accept continuous speech only.

Isolated words are an easier input for individuals with dysarthria, who have difficulty controlling their breath and speech. Thus, uttering single words is easier than articulating sentences (Allison et al., 2019; Young & Mihailidis, 2010).

Recently, Jaddoh (2021) and Lea (2022) have studied the use of nonverbal sound as a method of instruction to extend the ability of interacting with ASR systems or devices. Lea used recordings with different accents to develop a model that detects different mouth sounds, such as “pop” and “click,” as inputs, while Jaddoh suggested using nonverbal sound as a technique to control virtual home assistance.
All inputs involved recordings, either collected by researchers from participants with dysarthria and then used to test and train the system (Ballati et al., 2018a; M. Kim et al., 2017; Malavasi et al., 2016; Park et al. 201; Takashima et al., 2020) or obtained from publicly available databases containing speech data from people with dysarthria, such as TORGO (Rudzicz et al., 2012), UA-Speech (H. Kim et al., 2008), Nemours (Menendez-Pidal et al., 1996), IDEA (Marini et al., 2021), or (Turrisi et al., 2021). Such databases may have been used because of difficulties with recruiting people with dysarthria—for example, M. Kim et al. (2017) were unable to recruit people with severe dysarthria, and thus focused their research on mild and moderate cases only.

**RQ3: What ASR systems have been evaluated in dysarthria research?**

Different systems explored in the reviewed literature can be classified. One classification is based on input modality. Another is based on the type of speaker. For example, speaker-independent systems, such as commercial ones, are designed for all public users. However, these systems have been trained using typical speech, making them somewhat inaccessible to people with dysarthria. By contrast, speaker-dependent systems, designed and trained for a specific user, will perform best with that particular user. However, obtaining training data from users with dysarthria may be challenged by the fatigue and frustration they experience (Joy & Umesh, 2018). The third classification is speaker-adaptive, in which systems are trained, first with normal speech and then with the user’s speech. These systems require little training; however, their accuracy will initially be low until they have adapted to the user’s speech and can then improve.

Two more classifications derived from the reviewed literature are commercial systems (Ballati et al., 2018a, 2018b; De Russis & Corno, 2019; Moore et al., 2018) and non-commercial systems. Commercial systems are mostly speaker-independent systems, sold in the market and used by any user, that may be either built into computers (e.g., Cortana) and
mobile phones (e.g., Siri) or used as standalone devices (e.g., Amazon Alexa or Google Home). Overall, researchers have agreed that these devices require improvements to their recognition and robustness to fully understand dysarthric speech, although Ballati et al. (2018a) reported that these systems can understand moderate dysarthria to some extent. Commercial systems can time out before a command is completed (Ballati et al., 2018a; Derboven et al., 2014), which may be problematic for people with dysarthria, whose speech is typically slower than normal. While there are features in some devices – such as follow-up mode in Alexa – where the device can listen for more few seconds after the user completes his commands – to the best of our knowledge, this feature has not been tested by individuals with dysarthria. Moreover, dysarthric speech may feature a breath between word syllables; many systems cannot handle this type of noise (Moore et al., 2018).

Some researchers have attempted to enhance the performance of non-commercial systems by improving the model or involving users in building applications. Improving the model may involve boosting understanding of dysarthric speech characteristics or including ASR applications. CloudCast (Malavasi et al., 2016) is an example of an application that implements a low-cost voice-controlled system to automate the home environment using the open-source software Open Home Automation Bus. Another example of an application is ALADIN (Derboven et al., 2014; Gemmeke et al., 2013), a voice user interface system for home environment automation. In this application, the users themselves train the system. Moreover, the system was designed according to user requirements and needs. Another system, CanSpeak (Hamidi et al., 2015), uses selected keywords, customized according to the user’s preference, to command computer systems. Users speak selected words to carry out particular commands. Similarly, S. Kim et al. (2013) designed a mobile voice interface system that is customized for the user, with a word/sentence prediction function employed to reduce user speaking trials. When the user spell the first letter/s of the word, the prediction would
appear on the screen. The user selects the prediction either verbally or by clicking on a confirmation button. This would save the user from repeated attempts to utter the word/sentence that the system might not understand.

**RQ4: Where future ASR research could be directed?**

In this section, we examine the literature on how different ASR systems perform for people with dysarthria and the effectiveness of their interactions. Performance is based on the accuracy of recognition and is commonly measured using the WER metric (McCowan et al., 2005): \[ \text{WER} = \frac{(S+D+I)}{N} \], where S is number of words substituted, D is the number of words deleted, I is the number of insertions, and N is \((S + D + I + \text{number of correct words})\). The studies used different models, training sets, platforms, and training times, so their results could not be directly compared.

The reviewed research is categorized into (a) non-commercial ASR systems and (b) open-source and commercial ASR systems. The research is analyzed according to the two main factors affecting ASR accuracy: the severity of the dysarthria and the speaker’s intelligibility level (Mustafa et al., 2015).

**Non-commercial ASR systems**

Seven studies calculated the WER according to dysarthria severity. Since many individual studies tested multiple systems and we sought those with the best performance, the data included here reflect the best tools that achieved the highest accuracy of those mentioned in each study. Table 2 summarizes the results.

Some studies provided the WER for each individual speaker rather than the average performance across all participants. Therefore, to examine ASR progress, we calculated the average results presented in the studies. We found that the lowest average WER (highest
accuracy) for severe cases was 43.61%, while the highest average WER was 69.3%. Based on these data, the ability of ASR systems to understand severe dysarthric speech is not acceptable.

Table 2. Accuracy (word error rate) of ASR systems according to dysarthria severity

Only five studies tested ASR accuracy according to intelligibility level. The highest WER percentage for “very low” intelligibility was 83.36%. Table 3 summarizes the results. The numbers indicate that to date, ASR systems poorly understand dysarthric speech characterized by reduced intelligibility.

Table 3. Accuracy (word error rate) of ASR systems according to dysarthria intelligibility

Researchers have also provided general testing results of ASR systems without grouping the data set into severity or intelligibility. Table 4 summarizes the results, showing that the WER was 14.9–61.9. This wide range arose from the different types of evaluation in each study. Interestingly, using sentences rather than isolated words resulted in better performance (Hermann & Magimai-Doss, 2020). This was because the model was suitable for a slow speech rate and resulted in fewer spurious words. This contrasted with other studies in which smaller words led to better performance (Rosen & Yampolsky, 2000).

Table 4. General ASR system accuracy.

Commercial systems

In commercial systems, WER is 9% for normal speech (Këpuska & Bohouta, 2017) and much poorer for people with dysarthria. Several of the reviewed studies evaluated the performance of commercial systems when used by individuals with dysarthria (Ballati et al., 2018a, 2018b; De Russis & Corno, 2019). Table 5 shows the evaluation results in terms of WER. Siri, which
constantly works to transcribe all commands it receives, performed worse than other systems. Other systems sometimes indicate if they are unable to understand a command so the user can restate the command more clearly (Ballati et al., 2018b).

When responding, commercial devices rely not only on transcribed text, but also on context (Ballati et al., 2018a). Thus, in addition to WER, researchers have used various measures to evaluate the performance of commercial systems. For example, they have qualitatively studied the level of comprehension of commands as well as device responses. Thus, in voice-controlled systems, many aspects must be evaluated to understand system performance. Table 5 shows that the performance of commercial systems is poor for people with dysarthria. A possible explanation is that the data used for testing are not designed for this kind of ASR system.

**Discussion**

This review discusses gaps in the current research on the interaction between people with dysarthria and ASR systems and devices. Scholars have noted the importance of understanding the characteristics of users’ speech and how they affect interactions. The accuracy results improved somewhat; however, the performance of these systems when used by people without dysarthria was notably different. This finding is consistent with Young and Mihailidis (2010), who indicated the similarity in ASR performance trends or patterns, despite advancements in ASR technology and variances in research methodologies, study subjects, and the types of ASR systems employed.

Following previous research by Rosen and Yampolsky (2000), papers that focused on improving systems to enhance interactions for people with dysarthria showed that individualized systems are more suitable. However, this remains to be studied in commercial systems. Additionally, the literature on commercial systems reveals that attempts to address
the challenges faced by people with dysarthria when using commercial systems do not provide approaches to overcoming these challenges.

A major difficulty in comparing the performance of different systems arises from the various methods used. For example, the training data inputs were normal speech, dysarthric speech, or both. The number of data sets, the type of input modality, and dysarthria severity also varied. Mustafa et al. (2015) similarly indicated that different techniques influenced the understanding of ASR performance.

Another challenge in comparing the studies was the varying calculation and presentation of the WER. Some studies calculated WER for the entire data set, potentially including dysarthric speakers with varying severity levels. This led to less informative results and difficulties with comparing the results. Others did not mention the level of dysarthria severity. Most studies evaluated systems using publicly available databases rather than real users, and most recordings are produced in controlled rather than natural environments, this may have affected the WER results. Consequently, generalizing these findings may prove difficult (Young & Mihailidis, 2010).

The generalizability of these findings is subject to certain limitations. For instance, due to the lack of a standardized measurement for ASR, other literature may be rejected. An additional limitation is the exclusion of research that examined dysarthria in individuals with language and cognitive impairment. Future research focusing on all individuals who experience dysarthria would strengthen the present findings. Additionally, a meta-analysis could be undertaken to fully examine the results of the studies in this review.

**Conclusion**

Despite improvements enumerated by various studies over the past nine years, challenges in interacting with ASR systems continue. According to the literature, using dysarthric speech
for training data improves system performance. However, the difficulty in generating large databases of dysarthric speech remains a continual challenge. Moreover, the current available databases are limited because of repetition of utterances by the same users and the lack of many unique utterances. Additionally, these databases are not suitable for conversational commercial systems.

Ensuring that people with dysarthria have the same opportunities to use commercial ASR devices as those without dysarthria requires involving real users in design and testing processes. Finally, it is necessary to continue improving ASR system performance and to identify a methodology for interaction that allows more accessibility.
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**Table 1. Summary of speech modalities used in the literature**

<table>
<thead>
<tr>
<th>Input modality</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Isolated words</strong></td>
<td>Geng et al. (2021); Jin et al. (2021); M. Kim et al. (2017); M. Kim et al. (2016); S. Kim et al. (2013); Liu et al. (2019); Malavasi et al. (2016); Marini et al. (2021); Mariya Celin et al. (2020); Mengistu &amp; Rudzicz (2011); Na &amp; Chung (2016); Vachhani et al. (2018); Xiong et al. (2018, 2019); Park et al. (2011)</td>
</tr>
<tr>
<td><strong>Sentences</strong></td>
<td>Ballati et al. (2018b); De Russis &amp; Corno (2019); Seong et al. (2016); Takashima et al. (2020); Rudzicz (2012); Green et al. (2021)</td>
</tr>
</tbody>
</table>
Words and sentences: España-Bonet & Fonollosa (2016); Hamidi et al. (2015); Hermann & Magimai-Doss (2020); Liu et al. (2021); Moore et al. (2019); Moore et al. (2018); Sriranjani et al. (2015); Turrisi et al., (2021); Yue et al. (2020)

Words, sentences, and continuous speech: Joy & Umesh (2018)

Table 2. Accuracy (word error rate) of ASR systems according to dysarthria severity (some papers are not included. They do not provide precise numbers. For example, they present WER in charts)

<table>
<thead>
<tr>
<th>Study</th>
<th>Input modality</th>
<th>Dysarthria severity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Severe</td>
</tr>
<tr>
<td>Xiong et al. (2019)</td>
<td>Isolated words</td>
<td>67.83</td>
</tr>
<tr>
<td>Joy &amp; Umesh (2018)</td>
<td>All modalities</td>
<td>46.52</td>
</tr>
<tr>
<td>Yue et al. (2020)</td>
<td>Isolated words and sentences</td>
<td>57.6</td>
</tr>
<tr>
<td>Sriranjani et al. (2015)</td>
<td>Isolated words and sentences</td>
<td>43.61</td>
</tr>
<tr>
<td>Vachhani et al. (2018)</td>
<td>Isolated words</td>
<td>69.3</td>
</tr>
<tr>
<td>M. Kim et al. (2017)</td>
<td>Isolated words</td>
<td>–</td>
</tr>
<tr>
<td>Seong et al. (2016)</td>
<td>Sentences</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3. Accuracy (word error rate) of ASR systems according to dysarthria intelligibility

<table>
<thead>
<tr>
<th>Study</th>
<th>Intelligibility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High</td>
</tr>
<tr>
<td>Geng et al., 2021</td>
<td>7.91</td>
</tr>
<tr>
<td>Jin et al. (2021)</td>
<td>7.75</td>
</tr>
<tr>
<td>Mariya Celin et al. (2020)</td>
<td>5.81</td>
</tr>
<tr>
<td>Xiong et al. (2018)</td>
<td>16.17</td>
</tr>
</tbody>
</table>
Table 4. General accuracy of ASR systems (some papers are not included. They do not provide precise numbers. For example, they present WER in charts)

<table>
<thead>
<tr>
<th>Study</th>
<th>Database</th>
<th>Input modality</th>
<th>Word error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geng et al. (2021)</td>
<td>UA-Speech</td>
<td>Isolated words</td>
<td>25.6</td>
</tr>
<tr>
<td>Jin et al. (2021)</td>
<td>UA-Speech</td>
<td>Isolated words</td>
<td>25.8</td>
</tr>
<tr>
<td>M. Kim et al. (2017)</td>
<td>Recordings</td>
<td>Isolated words</td>
<td>28.0</td>
</tr>
<tr>
<td>Liu et al. (2019)</td>
<td>CUDYS</td>
<td>Isolated words</td>
<td>28.2</td>
</tr>
<tr>
<td>M. Kim et al. (2016)</td>
<td>Korean</td>
<td>Isolated words</td>
<td>31.0</td>
</tr>
<tr>
<td>Marini et al. (2021)</td>
<td>IDEA</td>
<td>Isolated words</td>
<td>14.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sentences</td>
<td>25.9</td>
</tr>
<tr>
<td>Hermann &amp; Magimai-Doss</td>
<td>Recordings Sentences</td>
<td>Sentences</td>
<td>53.7</td>
</tr>
<tr>
<td>Rudzicz (2012)</td>
<td>TORGO and MOCHA</td>
<td>Sentences</td>
<td>34.7</td>
</tr>
<tr>
<td>Turrisi et al. (2021)</td>
<td>Easycall</td>
<td>Sentences</td>
<td>61.9</td>
</tr>
</tbody>
</table>

Table 5. Accuracy (word error rate) of commercial ASR systems (some papers are not included. They do not provide precise numbers. For example, they present WER in charts)

<table>
<thead>
<tr>
<th>Study</th>
<th>Dysarthria severity</th>
<th>Automatic speech recognition system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Google</td>
</tr>
<tr>
<td>De Russis &amp; Corno</td>
<td>Severe</td>
<td>78.21</td>
</tr>
<tr>
<td>Ballati et al. (2018a)</td>
<td>Moderate</td>
<td>24.88</td>
</tr>
<tr>
<td>Ballati et al. (2018b)</td>
<td>Various</td>
<td>15.38</td>
</tr>
<tr>
<td>Moore et al. (2018)</td>
<td>Various</td>
<td>43</td>
</tr>
</tbody>
</table>

Appendix A

Figure 1 PRISMA-P 2015 flowchart.
Figure 1 Alt Text: PRISMA-P flowchart that shows the studies identification, screening, and inclusion process.
### Appendix B

Table 6. Mapping between codes and research question.

<table>
<thead>
<tr>
<th>Interaction framework component</th>
<th>Explanation</th>
<th>Research Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>The first element in the interaction cycle is the user, who triggers the system with a voice command. To effectively use ASR systems, users’ speech characteristics and behaviours must be understood; thus, systems should be designed according to users’ needs and abilities.</td>
<td>How do characteristics of users’ speech affect their interactions with ASR systems?</td>
</tr>
<tr>
<td>Acoustic input</td>
<td>System input may involve various modalities, including sounds, eye gazes, and gestures. However, in this review, our focus was on acoustic input only. Acoustic input may involve a single word, a sentence, continuous speech.</td>
<td>What kind of acoustic input is required to effectively interact with ASR systems?</td>
</tr>
<tr>
<td>System</td>
<td>ASR systems categories</td>
<td>What ASR systems have been evaluated in dysarthria research?</td>
</tr>
<tr>
<td>--------</td>
<td>------------------------</td>
<td>-------------------------------------------------------------</td>
</tr>
<tr>
<td>output</td>
<td>the performance and accuracy of different ASR systems for people with dysarthria and the effectiveness of their interactions.</td>
<td>Where future ASR research could be directed?</td>
</tr>
</tbody>
</table>