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Abstract
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Thesis

by Christopher Faulkner

The molecular mechanisms behind the phenomenon of general anesthesia have

remained a mystery despite anesthesia inducing compounds being routinely used

in general surgery for decades. Theories of how these molecules cause anesthesia

have ranged from the interaction with lipid bilayers to the blocking of ion transport

through ion channel proteins, resulting in the disruption of neurotransmission.

Both of these theories will be investigated in this work. One area of anesthesia

that is often overlooked is the role of the opioid component. Opioids are used

primarily as the analgesic component of general anesthesia and the most commonly

used opioid in general anesthesia is fentanyl and its analogues. These drugs have

been shown to possess anesthetic properties and have been used as induction

and maintenance agents for general anesthesia, as well as the main anesthetic

component. The aim of this thesis is to investigate the anesthetic properties of

fentanyl and its analogues using molecular dynamics simulations and various free

energy methods. The interactions between fentanyl and lipid bilayers as well as the

Gloeobacter violaceus ion channel were investigated and it was found that fentanyl

disrupts the structure of the bilayers in a similar way to the general anesthetic

propofol and can also modulate the �ow of ions through the Gloeobacter violaceus

ion channel in similar ways to various general anesthetics. This thesis therefore

makes a contribution to the fundamental understanding of the anesthetic action

of fentanyl and builds on the basis for anesthetic drug discovery.
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Chapter 1

Introduction

1.1 General anesthesia

General anesthesia refers to a medically induced loss of consciousness and sensa-

tion, enabling invasive surgical procedures to be performed in the safest possible

environment. During general anesthesia, the patient is put into a state of full

body paralysis in which they are unresponsive to painful stimulus. The discovery

of substances which induce and maintain this e�ect have revolutionised the �eld of

medicine, and much progress has been made in improving the safety and e�ciency

of this procedure since the early days of diethyl ether in the 1800s. Although gen-

eral anesthetics are used extensively in surgical procedures everyday, an in-depth

understanding of the mechanisms behind the anesthetic phenomenon has yet to be

found. Understanding these mechanisms will allow new drugs to be synthesised

which will increase the safety and e�ciency of the procedure by acting only at

speci�c sites in which anesthetic action takes place. In this chapter an outline

of general anesthesia in a clinical context is given, an outline on the previous at-

tempts to solve this mystery and how they can still help to gain understanding of

these elusive mechanisms is given. The background on the systems which will be

studied is given in the coming sections.

1
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1.2 General anesthesia in a clinical context

General anesthesia is a complex clinical process which involves the use of multiple

pharmaceutical agents. The general anesthesia process has three main steps which

must be undertaken for the procedure to be successful. These are: induction, main-

tenance and emergence. The induction period begins with the administration of

a hypnotic drug, a barbiturate, or an etomidate. These drugs sedate the patient

and as the dosage is raised over 10 to 15 seconds, the patient becomes unconscious

and ventilation is required to support breathing. Opioids are also be administered

here to support cardiovascular stability. During the maintenance phase a combi-

nation of hypnotics, opioids, muscle relaxants and inhalational agents can be used

to ensure the patients vital signs remain stable, and that they remain unconscious

and non-responsive. The emergence stage involves gradually stopping the deliv-

ery of the anesthetic and adjuvant agents. Most patients will transition smoothly

into an awake state, but there are several complications that can arise, such as

respiratory/cardiovascular events may occur during this phase.

In recent years, a new method of anesthesia was developed which can limit the

potential adverse reactions by utilising hypnotics and opioids in combination. The

method is called total intravenous anesthesia (TIVA) and all of the anesthetic

agents used are administered by injection, without the use of volatile inhalational

agents. This method is generally preferred due to more predictable and rapid

recovery, reduced risk of organ toxicity and greater haemodynamic stability.3,4

The most commonly used drugs for this process are propofol and fentanyl, propofol

is used due to it being the only intravenously active hypnotic agent suitable for

induction and maintenance of anesthesia. Fentanyl and its analogues are used due

to the potent pain killing e�ect they can produce, and the lower dosages of propofol

that are required when used in combination which reduces the chance of side

e�ects.5�7 Due to TIVA being a favoured method of carrying out general anesthesia

and there being a synergistic relationship between propofol and fentanyl, these two

drug molecules are studied throughout this work.
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1.3 Lipid hypotheses

1.3.1 Outdated

At the turn of the century, Meyer8 and Overton9 both observed that the potency

of general anesthetics correlates with their solubility in hydrophobic solvent which

represents the interior of the cell membrane, this advocates that anesthetics act

directly via the plasma membrane. The relationship also states that di�erent

anesthetics induce anesthesia at equal concentrations inside the lipid bilayer.10

This hypothesis formed the basis of research into anesthesia for decades. Miller

and Smith built upon this theory in 1973 by introducing the lipid bilayer ex-

pansion hypothesis,11 which took into account the structural di�erences between

anesthetic agents. They postulated that hydrophobic, bulky anesthetic molecules

could rapidly di�use into the cellular membrane interior and accumulate, this

accumulation would then cause structural deformations and thickening due to vol-

ume displacement within the membrane. This volume expansion of the bilayer

structure would then reach a critical point when enough anesthetic molecules had

accumulated that it would cause disruption to signalling proteins which are em-

bedded within the cellular membrane. This theory then gave rise to many more

physicochemical theories which suggests various disruptions in lipid bilayer prop-

erties were responsible for the anesthetic e�ect, such as phase separation, order

parameters and curvature, etc. Several reviews have been written explaining all

of these theories.12,13

These suggested theories may seem like reasonable explanations to the anesthesia

question, but there are several factors which disagree. There are several experimen-

tal studies which show that ethanol, which is a general anesthetic, increases the

�uidity in erythrocyte, mitochondrial, and synaptosomal membranes.14�16 How-

ever, these e�ects are small at clinical concentrations and can be replicated by

a 1 degree increase in body temperature17 which clearly does not have an anes-

thetic a�ect. The Meyer-Overton hypothesis states that the drugs lipid solubility

is directly linked to its anesthetic potency, however, many compounds have been
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identi�ed which do not obey this rule. For a compound to be an anesthetic it has

to exert amnesic actions, and cause immobilisation,18,19 however, multiple com-

pounds that were predicted to be anesthetics based upon their lipid solubility only

exerted the amnesic action and were hence not classi�ed as anesthetics. Amnesic

action refers to the patient experiencing intraoperative amnesia during the sur-

gical procedure which results in no memories of the experience being retained.

Immobilisation refers to the patients inability to move. This suggests that mul-

tiple interaction sites are responsible for full anesthetic action, not just the lipid

bilayer. Anesthetics, like most small drug molecules have enantiomers (R-(+)-

and S-(-)-etomidate). In an achiral environment, their physicochemical e�ects are

identical. Although in vivo, the R-(+) isomer of etomidate is 10 times more potent

than its S-(-) isomer.20 This suggests that di�usion into the cell membrane would

be identical for optical isomers, but there must be an additional stereoselective

interaction site in which the anesthetic action is performed.

In summary, the Meyer-Overton hypothesis held strong for decades but various

exceptions to the rules were identi�ed. The evidence was pointing to direct disrup-

tion of cell signal transduction by direct interaction with transmembrane proteins.

However, the lipid membrane is such a huge part of the cellular environment that

the idea that it does not have a place in the anesthesia process still seemed unlikely,

and hence the modern lipid hypothesis was proposed.

1.3.2 Modern

Cantor proposed a mechanistic and thermodynamic explanation of general anes-

thesia in 1997, using lattice statistical thermodynamics, which accounts for several

of the short comings of the earlier lipid theories.21 He put forward the idea that

when solutes that act at the interface of cell membranes (e.g. anesthetics), the

lateral pressure within the membrane increases at the aqueous interface which is

then compensated by a decrease in lateral pressure in the center of the hydrophobic

phase.
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The calculations that were carried out showed that even at low membrane anes-

thetic concentrations of a few mole percent, the changes in the lateral pressure

pro�le of the membrane could alter the conformational equilibrium of ion channel

proteins in such a way that anesthesia was induced. The mechanism by which

the inhibition of postsynaptic transmission was achieved relies on the assumptions

that when a channel protein is open, the cross-sectional area of the protein is

increased near the aqueous interface. The anesthetic which partitions into the

membrane causes an increase in the lateral pressure at the interfacial region which

then causes the channel protein conformational equilibrium to shift towards the

closed state.21�23

This theory therefore suggests that anesthetics do not directly act upon membrane

proteins, but rather induce lipid membrane perturbation at the interface between

the membrane and the protein. This type of mechanism is very di�erent from

the usual "lock and key" mechanism of protein-ligand interactions in which the

ligand binds directly to the target protein. A slightly di�erent detailed molecular

mechanism of how bilayer perturbation can in�uence the ion-channel was proposed

in the same year. Oleamide (fatty acid amide of oleic acid) is an endogenous

anaesthetic found in vivo (in the cat's brain) and it is known to potentiate sleep and

lower the temperature of the body by closing the gap junction channel connexion.24

Recently, super resolution imaging showed direct experimental evidence that volatile

anesthetic disrupt the ordered lipid domains as predicted. The study also showed

a related mechanism where the anesthetics released the enzyme phospholipase

D (PLD) from lipid domains and the enzyme bound to and activated TREK-1

channel by the production of phosphatidic acid.25

These results showed experimentally and theoretically, that the lipid membrane is

a physiologically relevant target for general anesthetics. Although these proposed

mechanisms still do not answer all of the questions, as it is very possible that

anesthetics can bind directly to transmembrane proteins which are currently the

main drug targets in drug discovery.26
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1.4 Direct protein binding hypothesis

As an alternative to the various lipid-mediated theories which have been previously

proposed, it was postulated that anesthetics can exert their function by directly

binding to protein targets. Early work in this area carried out by Franks and Leib

showed that various inhalational anesthetics directly inhibited the function of the

�re�y luciferase enzyme (Figure 1.1) by competitive binding of the substrate.27,28

This was initially shown to be inhibited by a wide range of inhalational general

Figure 1.1: Structure of the �re�y luciferase enzyme with two bound bromo-
form molecules shown in VDW sphere representation (PDB: 1BA3)

anesthetics with a sensitivity which closely parallels the anesthetic potencies in

animals over �ve orders of magnitude.27 The crystal structure of �re�y luciferase

was solved in 199629 which allowed atomistic analysis of the structure and binding

sites to be carried out. The dimensions and amphiphilic nature of the substrate

(luciferin) binding site provides a reasonable explanation of the cuto� observed in

homologous series of long chain anesthetic compounds.30

The crystal structure of �re�y luciferase with a general anesthetic bound was

eventually solved in 1998 when bromoform was seen to bind within the luciferin
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substrate binding pocket.28 The binding environment of the bromoform molecule

within the luciferin pocket is amphiphilic in nature, with one side of the anesthetic

in close contact with apolar residues and the other side in contact with polar

residues. The other molecule which is situated in the "external" site resides in a

very polar environment with signi�cant solvent exposure.

The studies conducted on anesthetic binding to the �re�y luciferase enzyme show

that anesthetics can exert their e�ects by binding to speci�c protein pockets with

very little perturbation to the overall protein structure. Furthermore, anesthetics

were also shown to exert their e�ect on soluble cytoplasmic proteins, such as

protein kinase C.31

Extensive research e�orts were then focused on identifying speci�c protein targets

for general anesthetics. The consensus nowadays is that speci�c classes of mem-

brane receptors and membrane channels are considered to be the primary targets

for general anesthetics.

1.4.1 Membrane protein targets

It is fairly well known that the human genome contains the sequences for between

20000 and 21000 proteins.32 This knowledge brings up a huge amount of potentially

clinically relevant sites for anesthetics. To narrow the possibilities, Hemmings et

al, suggested the following criteria which has to be met for a site to be viable:33

1) Anaesthetics must produce a reversible e�ect at a functional site with clinically

relevant concentrations;

2) A functional site must be situated at a plausible anatomical location to mediate

the speci�c behavioural e�ects of an anaesthetic;

3) Stereoselectivity of anaesthetic e�ects in vivo should duplicate the stereoselec-

tive e�ects observed in vitro;

4) A functional site should be insensitive to the e�ects of nonimmobilizers.
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These four rules are met by several ion channel and receptor families, which

now make up the leading targets for unveiling the actions of general anesthet-

ics. These molecular targets include: glycine, glutamate, γ-aminobutyric acid

A (GABAA), nicotinic acetylcholine, adenosine, and serotonin receptors, as well

as ATP-sensitive, background potassium, and voltage-gated channels.34,35 An in-

depth description of the structure and function of these proteins will be given in

section 1.5.

1.5 Lipid membranes

Biological membranes are signi�cant components of the cell, they form the bound-

ary between the intracellular domain (inside the cell) and the extracellular domain

(outside the cell). They are also present in the cell interior where they separate

organelles from the cytosol. They have a large range of functions such as, selective

permeability, acting as a barrier to maintain ion concentrations on each side of the

cell, and they contain large numbers of proteins which carry out various cellular

processes.36 Among the di�erent types of mammalian cell membranes, the plasma

membrane is often the target of selective drugs. The plasma membrane is the most

outer cell membrane and is primarily composed of three di�erent classes of lipids:

glycerophospholipids, sphingolipids, and sterols.37 In the case of glycerophospho-

lipids, the head groups show the common structural motif including a glycerol

unit (Figure 1.2) bound to the phosphate group. An additional molecular group is

also bound to the phosphate which allows the glycerophospholipids to be classi�ed

as: phosphatidylcholine (PC), phosphatidyletholamine (PE), phosphatidylserine

(PS), phosphatidylglycerol (PG), phosphatidylinositol (PI), and phosphatidic acid

(PA). Acyl chains with di�erent length and level of unsaturation are bound to glyc-

erophospholipid head groups. Therefore, the chemical diversity of the lipids in cell

membranes is extremely large and varies considerably depending on the speci�c

organisms and even within the same cell, from one membrane type to another.38

In mammalian plasma membranes, approximately 30 mol% of the phospholipids

are PC39 and concerning the acyl chain composition, acyl chains with 16 and 18
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carbon atoms account for 80 mol% of the total phospholipids of which 65 mol% are

unsaturated.40 The plasma membrane is formed in a lipid bilayer structure. This

consists of a back to back arrangement of amphiphilic lipid molecules. Figure 1.2

shows the phospholipid 1,2- dioleoyl-sn-glycero-3-phosphocholine (DOPC) which

is a lipid that has two carbon 18 unsaturated acyl chains and is used extensively

in this work.

Figure 1.2: DOPC phospholipid and its structural components

This type of phospholipid is composed of a positively charged choline head group

and a negatively charged glycerophosphoric acid and two unsaturated oleic acid

tails. These structural traits help the lipids form the bilayer structure. In an

aqueous environment, the lipid molecules will aggregate brining the hydrophobic

tail groups together due to the hydrophobic e�ect which leaves the polar head

groups in contact with the aqueous medium. There are a variety of structures in

which the lipids can aggregate depending on the types of lipids present, but the

bilayer is the most physiologically relevant structure which makes up the main

structure of the cell membrane. Multiple non-covalent forces help to maintain

the bilayer structure such as; electrostatic repulsion, hydrogen bonding, steric

repulsion, Van der Waals attraction, hydrophobic e�ects and hydration forces.

1.5.1 Membrane transport

The core of a cell membrane is composed of the hydrophobic lipid tails. This

hydrophobic region acts as a barrier to passive di�usion of polar molecules from
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the cell exterior environment (extracellular �uid) to the interior environment of

the cell (cytoplasm). Cells require certain molecules for their survival, so trans-

port mechanisms have evolved. These mechanisms allow the cell to receive the

required nutrients to survive and function, and they allow the disposal of waste

products. Intracellular ion concentrations are also regulated using these mecha-

nisms. Three di�erent mechanisms are available for membrane transport, namely:

passive di�usion, facilitated transport and active transport.41

Passive di�usion is the method by which lipid soluble (lipophilic/hydrophobic)

molecules which are neutral cross the membrane by solubilising with the lipid

molecules which form the hydrophobic barrier. This process is driven by the

concentration gradient of the molecule between the extracellular domain and the

intracellular domain, allowing the molecules to be transported from the side with

the highest concentration to the side with the lowest. This mechanism therefore

requires no energy output by the cell. There are three factors which govern passive

di�usion, these are:

(1) The lipid solubility of the molecule: This is often expressed as the molecules

ability to distribute between a hydrophobic phase and an aqueous phase (oil and

water). The higher the solubility in the hydrophobic phase, the easier it will cross

the membrane.

(2) The electrical charge of the molecule: Neutral molecules will permeate the

membrane easier due to their higher lipophilicity. For weakly charged molecules,

the pH of the aqueous environment will have a large in�uence on the degree of

ionisation, and hence their lipid solubility.

(3) The size of the molecule: Small molecules will cross the hydrophobic barrier

more rapidly than larger molecules if the previous two criteria are met for both

molecules.

Facilitated di�usion shares many similarities with passive di�usion, but the di�er-

ence is the need for a carrier protein located within the membrane to assist with

the transfer across the membrane. The concentration gradient rule applies here

the same as it does in passive di�usion. This process is speci�c in the sense that

it applies to molecules that have the ability to bind to the carrier protein. An
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example of facilitated di�usion is the absorption of nutrients like glucose across

the epithelial membrane of the GI tract. This process is saturable at high con-

centrations of the transport molecule due to the �nite number of carriers which

are available for transport and competition for transport can occur between the

transport molecules.

Active transport requires a carrier molecule, a membrane protein, and the ex-

penditure of energy by the cell, usually provided by ATP hydrolysis. This allows

transport to occur against a concentration gradient. The carrier system is selective

for certain properties of molecules, namely their ionisation state. These systems

are also saturable and competitive. This mechanism of transport is mostly for

elimination of molecules by the liver and the kidneys.

1.5.2 Interactions of drugs with membranes

Pharmaceutical compounds are known to interact with the cell membrane when

they are introduced into the body. Understanding how a drug molecule interacts

with the membrane can give us knowledge of how that molecule reaches its target

and we can thus interpret how that a�ects its pharmacodynamics and pharma-

cokinetics. Interactions between drug molecules and the cell membrane is of great

interest in pharmaceutical science as these interactions can in�uence vital prop-

erties such as toxicity, absorption, distribution and metabolism. It is therefore

of high importance to investigate interactions with the membrane during drug

design.

The membrane could also be a direct site for the action of general anesthetics,

either by direct interaction with the membrane in which signi�cant structural and

mechanical properties of the membrane are disrupted, or by indirect modulation

of proteins which reside within the cell membrane.21,42

The interactions between drug molecules and membranes could come from the

drug interacting with the lipid head groups at the lipid/water interface, or by par-

titioning into the membrane interior by passive di�usion if the criteria described
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in the previous section is met. There are several di�erent ways in which a drug

can a�ect the lipid membrane, for example:

� Cause conformational changes of the lipid tails.

� Increase or decrease the curvature of the lipid membrane.

� Cause phase separation.

� Alter then thickness of the lipid membrane.

� Cause changes in the membranes electrostatic potential.

� Change the phase transition temperatures

� Alter the compressibility modulus of the membrane.

The membrane itself can also impact the activity of the drug molecule:

� A�ect the drugs di�usion pathway to a binding site within a receptor protein.

� Accumulation of the drug within the membrane (toxicity).

� Cause changes in the conformation of the drug molecule which could poten-

tially alter the binding of the drug to a receptor.

For lipophilic drugs, like those studied in the coming chapters, the permeation

into membranes is a crucial part of their action. The membrane can provide a

pathway to receptor binding so understanding drug permeation is very important

in pharmaceutical science. To understand this process, experimental permeability

assays are used extensively in pharmaceutical research. There are two main types

which are often used, the Caco-2 cell monolayer assay and the parallel arti�cial

membrane permeability assay.

Caco-2 cell assays are used to measure the permeation rate of a drug through a

monolayer of human carcinoma cells using various forms of spectroscopy.43 This
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method has been shown to provide good agreement with in vivo results, however,

due to this method using an assay of live cells, inconsistencies can be seen due to

the potential di�erences in the state of the cells in each assay. This process can

also often be slow due to the meticulous preparation required to create a suitable

and stable monolayer.

Parallel arti�cial membrane permeability assay (PAMPA) is another technique

which has been developed to study drug-membrane permeation. PAMPA over-

comes the drawbacks of Caco-2 assays by allowing faster experiments and removing

the chance of active transport by only measuring passive permeation. The basic

setup is similar to the Caco-2 method as it involves an arti�cial lipid membrane

located between two plates, one with the drug and another with the receiving

solution. The same spectroscopic measurements can be used to obtain the perme-

ability coe�cient of the drug.

1.5.3 Computational investigations into anesthetic-membrane

interactions

The development of computational techniques such as molecular dynamics simula-

tions have allowed researchers to study the interactions between anesthetic drugs

and lipid bilayers at atomic resolutions. Unbiased all-atom MD simulations have

been shown to accurately characterise the e�ects that anesthetics have on the

strucutral and mechanical properties of lipid membranes, course-grained simula-

tions have also been useful44 although this technique is usually reserved for study-

ing large scale transitions45 in membrane systems as opposed to drug-membrane

interactions. One of the �rst studies that looked directly at anesthetic interactions

with lipid bilayers was carried out in 1995 by Huang et al.46 where they inserted a

trichloroethylene molecule into a small 24 DOPC bilayer. They were able to show

that the anesthetic caused three major perturbations of the bilayer structure. An

increase in the ratio of the e�ective areas of hydrocarbon tails was observed which

suggested that the lipids near the anesthetic formed a hexagonal phase. There was

also a slight increase in the frequency of chain dihedral angles found in the gauche
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conformation, and a slight increase in the lateral mean square- displacement of the

lipid molecules. Enhanced sampling free energy methods are commonly used to

calculate free energy pro�les of membrane crossing for anesthetic molecules, �rst

demonstrated by Pohorille et al.47

Calculations from Pohorille et al.47,48 showed that anesthetic molecules preferred to

interact at the head group-water interface. MD simulations of halothane showed

that this was the case49 and they identi�ed a number of strucutral perturba-

tions, such as an increase in area per lipid, the orientation of the head group

dipole, and a decrease in the order of the acyl chains which was predicted ex-

perimentally.50 These studies suggest that anesthetics occupy this interface site

and non-anesthetics occupy the center of the bilayer51 irrespective of the degree

of saturation of the acyl chains. Similar results have also been seen for xenon

which is able to di�use between lipid tails and head groups, inducing more lateral

expansion and lipid tail disorder compared to neon, argon and krypton which re-

main at the center of the bilayer.52 Similar results have also been shown for other

anesthetics, such as ethanol53 and en�urane.54

Several studies have also tried to understand the e�ects of pressure in bilayer sys-

tems containing anesthetics in order to rationalise the known pressure reversal of

anesthesia, that is, the inverse correlation between pressure and anesthetic po-

tency.55 The pressure reversal of anesthesia suggests that the application of 100

bar pressure can reverse general anesthesia, this was demonstrated on animals

placed in hyperbaric pressure chambers. It was also shown that pressure rever-

sal of anesthesia was also reversible, as anesthesia resumed upon the removal of

additional pressure.56 This was thought to occur due to anesthetics partitioning

into membranes causing an increase in membrane thickness and the application of

pressure returned the membrane to its normal thickness. This was later disproved

as the application of hydrostatic pressure thickens �uid membranes, rather than

thinning them.57 The phenomena of pressure reversal is also di�cult to explain in

terms of anesthetic binding to receptors. For example, the pressures required to

a�ect enzyme-substrate binding are at least an order of magnitude greater than

those required for reversal of anesthesia.58,59 MD simulations carried out by Chau



Chapter 1. Introduction 15

et al.60 used very high concentrations of halothane at elevated pressures in DMPC

bilayers. They showed that under high pressures, the halothane molecules showed

an elevated incidence of aggregation which they suggested would impact halothane

binding to membrane protein sites. In contrast to these observations, aggregation

of iso�urane molecules in lipid bilayers was not observed at high pressures which

suggest that halothane may be an isolated example.61

The advancement of computational methods such as molecular dynamics simula-

tions have allowed the in-depth study of the interactions between anesthetics and

lipid membranes. The study of these interactions allow the comparisons between

di�erent anesthetic molecules to made which can give information about di�er-

ences in action observed experimentally. The inclusion of other components, such

as membrane proteins will allow studies to be conducted into indirect modulation

of proteins which is a possible component of the general anesthesia mystery.

1.6 Ion channel proteins

Ion channel proteins are integral membrane proteins which allow the di�usion of

ions down their electrochemical gradient between the extracellular medium and

the cell cytoplasm in the interior of the cell. The conduction of ions can be con-

trolled by the actions of various external stimuli, such as ligand binding, changes

in transmembrane voltage, heat, or mechanical actions on the protein, and is re-

sponsible for regulating electrical signals across the cell membrane. Pentameric

ligand-gated ion channels (pLGICs) which are studied extensively in this work

are responsible for the rapid conversion of chemical signals to electrical impulses

throughout the nervous system, this process is vital for neurotransmission (Figure

1.3).
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Figure 1.3: Graphical representation of synaptic transmission between a pre
and post synaptic neuron. pLGICs are shown in purple

These types of ion channel proteins are from the cys-loop receptor family and they

have been identi�ed as putative targets for general anesthetics with the response

either being inhibition or potentiation depending on the type of channel.62

1.6.1 Structure of pLGICs

The overall structure of pLGICs contains �ve homologous subunits which form

a pentameric arrangement (Figure 1.4 A). Each individual subunit contains C-

and N- terminal extracellular and cytoplasmic and transmembrane domains.63,64

The orthosteric agonist binding site is located in the extracellular domain around

the β9-β10 loop (loop C), alongside the cys-loop which is a key characteristic of
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these receptors, this 13-residue loop is �anked by cysteine residues which form a

disul�de bond (Figure 1.4 B).

Figure 1.4: (A) Graphical representation of the GLIC protein highlighting the
position it takes within the cell membrane, each colour represents an individual
subunit (S1-S5). (B) Graphical representation of the extracellular domain with
two subunits highlighted (blue and red). Structurally signi�cant components of
the extracellular domain are labelled. (C) Transmembrane domain alpha helices
with each colour representing an individual subunit. Each individual helix in a

subunit is labelled. Black sphere represents the channel pore

The symmetry of the transmembrane domain forms the ion conducting pore which

is formed by the four transmembrane helices (M1-M4). The M2 helix of each

subunit forms the pore itself (Figure 1.4 C) and a cytoplasmic domain of variable

length intersects helices M3 and M4.35

Prokaryotic homologues of pLGICs have been discovered and high resolution crys-

tal structures were able to be resolved. Two crystal structures which represent the

closed and open states of a pLGIC, those from Erwinia chrysanthemi (ELIC)65

and the Gloeobacter violaceus (GLIC).64 The GLIC channel which is represented in

Figure 1.4 is used thoroughly in this work. The structures of these proteins consist
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of a homologous transmembrane domain (M1-M4) and a large extracellular do-

main which consists of 8 beta sheets which form the "β-sandwich" domain. It has

been shown that GLIC is highly susceptible to general anesthetics.66 These struc-

tures are therefore an ideal target to study the mechanisms of anesthetic actions

at pLGICs. It should be noted that other receptors in the cys-loop family have

been studied during anesthetic research, such as the glycine receptor,67 nicotinic

acetylcholine receptor (nAChR),68 GABAA receptor,69 and the GluCl channel.70

These studies have often focused on computational studies using homology models.

1.6.2 Computational investigations into anesthetic-pLGIC

interactions

After the discovery of the open state GLIC crystal structures, work began to try

and identify possible sites where anesthetic agents may exert their e�ect. Molec-

ular dynamics simulations provide a good method which allows the binding of

anesthetics, and the a�ect this binding has on the protein to be investigated.

A study conducted by Brannigan et al.71 utilised "�ooding" molecular dynamics

simulations in which a large concentration of drug molecules are added to the

system in order to search for as many binding sites as possible. They aimed to

ascertain where the general anesthetic iso�urane bound to the GLIC structure and

if there were any indications that it could alter the functional state of the chan-

nel. Multiple binding sites were identi�ed in both the extracellular domain and the

transmembrane domain. The site that was determined to have the most functional

relevance was a binding site within the ion conducting pore where iso�urane was

observed to bind as a dimer. The presence of iso�urane within the pore suggests

that iso�urane could exert its anesthetic e�ect by physically blocking the passage

of ions from the extracellular region to the intracellular region, instead of causing

a conformational change within the protein that causes the channel to adopt a

closed conformation. Binding of iso�urane was also found in an intrasubunit site

in which the authors speculate that residence within this site determine agonist
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susceptibility in a position behind the M2 helices parallel to the hydrophobic gate

region which could in�uence the state of the receptor.71

A crystal structure (PDB 3P50) was solved which showed propofol binding within

a transmembrane "anesthetic binding site" which is located in an intrasubunit

crevice (Figure 1.5).72

Figure 1.5: Propofol binding site within a subunit

The authors performed MD simulations of propofol within this site and concluded

that the drug molecule became less mobile in this site over the duration of the

simulations. There are several problems with the simulations that were carried out,

as these simulations were only 30 ns in length which is insu�cient to draw any

conclusions about the drug molecule stability within the site. The simulations were

conducted directly from the crystal structure with the drug molecule bound in the

site, so no pathway of binding was determined and the drug molecule could have
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moved from this binding site to another. There was also no analysis conducted on

the protein dynamics with the drug molecule bound compared to a pure protein

structure which would have helped determine if/how the drug molecule altered

the active state of the protein.

Willenbring et al.73 carried out docking calculations and MD simulations of iso�u-

rane interacting at GLIC. They found that prolonged binding caused intersubunit

salt bridges in the extracellular domain to break which caused an inward tilt of the

M2 helices which provides a mechanism by which iso�urane contributes to chan-

nel closure. Similar mechanisms that involve the breaking of salt bridges have

also been observed for halothane which was shown to bind near the M2-M3 loop

which caused increased mobilisation of the cys-loop and perturbation of the D32-

R192 salt bridge.74,75 These components of the ion channel are also thought to be

crucial for channel gating, as when they are removed, the open state is rapidly

destabilised.76

To further investigate the previously mentioned pore binding of iso�urane, LeBard

et al.77 performed free energy perturbation (FEP) calculations on monomers and

dimers of iso�urane and propofol to calculate their binding a�nities within the

channel pore. They found that the binding a�nities of iso�urane as a dimer, and

propofol as a dimer both resembled the micromolar a�nity determined experi-

mentally and were consistent with a pore-block mechanism.

The analgesic/anesthetic drug ketamine has been shown to bind in the extracel-

lular domain of the GLIC structure (Figure 1.6). The crystal structure of (R)-

ketamine binding within an extracellular intersubunit site has been solved.78 The

binding of (R)-ketamine in this site caused signi�cant strucutral changes in the

protein structure which has been shown by MD simulations.79 Ketamine binding

was shown to increase the �exibilities of loop C, M2-M3 linker and loop F. The

binding also caused the formation of a hydrophobic gate in the channel pore in

which hydrophobic residues tilt or rotate towards the pore center which blocks

the passage of water molecules causing rapid dehydration of the pore. Multiple
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intersubunit and intrasubunit salt bridges were observed to break upon ketamine

binding.79

Figure 1.6: Ketamine intersubunit binding site

This summary of studies show the variation in the anesthetic binding sites which

have been found for the GLIC channel using experimental and computational

methods. It is therefore a good target to look for new binding sites for di�er-

ent anesthetics which can then be compared to the data already available to see

di�erences in binding, and the e�ect on the protein structure and its activation

state.
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1.7 The quantum theory of anesthesia and its re-

lation to consciousness

As explained in previous sections, anesthesia remains one of the most important

pharmacological discoveries of the modern medical age which has resulted in safer

and more e�cient surgical practices. Yet despite over a century of research, both

clinical and academic, the mechanisms which underlie the reversible loss of mem-

ory and consciousness is still a mystery. Also still not known are the molecular

mechanisms by which the brain produces memory and consciousness, and the

mechanisms behind these two great unknowns are very likely to be related in

some way. Understanding the mechanisms behind general anesthesia could not

only resolve existential and philosophical issues regarding consciousness, but also

aid in the design and development of new anesthetic drugs which are currently

discovered serendipitously, rather than by rational design.

Modern research which has been carried out across the �elds of pharmacology, neu-

roscience and medicine have not yet shown any targets or mechanisms by which

anesthetics cause loss of memory and consciousness. But the mechanisms of anes-

thesia still currently o�er the best way in which we can gain an understanding

of consciousness and the encoding of memories. It is well known that several

non-conscious brain activities continue, and no new memories are retained when a

person is put under general anesthesia. Sensory-evoked potentials continue during

anesthesia which shows that the anesthetics are selective for consciousness. Un-

derstanding anesthesia might require an understanding of consciousness, and vice

versa.80

During the 1980s a theory was put forward which suggested that anesthetic agents

act in a unitary quantum phase in hydrophobic pockets distributed throughout

cytoskeletal microtubule subunit proteins, as well as in channel proteins.81�83 The

basics of this idea was that the anesthetic agent acted on some quantum electronic

activity in the neuronal hydrophobic regions, rather than the traditional binding

to membrane protein receptors. Under conditions in which no anesthetic has
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entered the system, London force dipoles in the hydrophobic regions of the protein

target coupled and oscillated coherently, and this coupling was theorised to be

necessary for consciousness. When anesthetic was present within the system, the

anesthetic molecule was thought to bind within these hydrophobic regions by their

own London force coupling which would disperse the endogenous dipoles formed

in the native protein and hence disrupt the coupling necessary for consciousness.84

This theory has been investigated recently by by Luca Turin et al.85 who utilised

electron spin resonance measurements and quantum chemical calculations to study

the anesthetic e�ects on electron spin in drosophila (fruit �ies). They were able

to show that there is a link between the unconsciousness in �ies and the electron

currents detectable by a change in the electron spin quantum observable in the

presence of anesthetic agents.85

To try and work out where these quantum e�ects might take place, a theory of

consciousness was presented in which quantum computations within microtubules

were investigated.86 Molecular modelling has suggested that electron resonance

transfer among aromatic amino acid tryptophan rings in tubulin subunits of mi-

crotubules, and from one tubulin dimer to another through microtubules in a

quantum electronic process necessary for consciousness.84 Craddock et al. further

showed that gaseous anesthetics can bind within these same regions, and could

act there to prevent consciousness. This has been called the 'quantum mobility

theory' of anesthetic action.87

1.7.1 Interactions between anesthetics and microtubules

The main functions of microtubules are to generate the shape of the cell and create

movement by their assembly and coordinated activities with other components of

the cell cytoplasm, such as microtubule-associated proteins (MAPs).
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Figure 1.7: The basic structure of a neuron with key components labelled

In neurons (Figure 1.7), microtubules are critical for the cell morphology; estab-

lishing and maintaining the structure of axons and dendrites. In the neuron axon,

microtubules are of the same polarity and are long and continuous, whereas the

microtubules in the dendrites are shorter with mixed orientations. These mi-

crotubules and their associated proteins (MAPs) are crucial for a wide range of

neuronal processes.88,89

Microtubules are cylindrical polymers composed of tubulin which is a hetero-dimer.

Each dimer of tubulin is composed of an α and β monomer (Figure 1.8 A). These

dimers will self-assemble to form microtubules in a guanosine triphosphate (GTP)

dependent process. These microtubules are hollow cylinders of 13 linear chains

which are called proto�laments (Figure 1.8 B). Monomers are held together by

intra-dimer electrostatic interactions while proto�laments are formed by longitu-

dinal interactions between monomers (Figure 1.8 C).
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Figure 1.8: (A) Tubulin dimer. (B) Microtubule with proto�lament high-
lighted. (C) Interactions between tubulin in microtubule formation

Binding a�nities of various anesthetic agents have been shown to be around a

thousand-fold weaker in tubulin compared to that of membrane proteins.90 How-

ever there are over 10,000 times more binding sites for anesthetics in tubulin

compared to membrane protein binding sites which would result in signi�cant oc-

cupation of tubulin sites by anesthetics at clinical concentrations.91,92 Anesthetics

have been shown to interact at longitudinal interfaces and a�ect the hydrogen bond

strengths and disrupt normal microtubule function. Anesthetic binding sites were

shown to contain residues which were involved in hydrogen bonding at various

interfaces of the microtubule. Anesthetic binding a�ects the hydrogen bonding

networks between dimers at multiple interfaces, these interactions are crucial for

coordinated movement of tubulin proteins and the overall stability of the micro-

tubule.93

1.7.2 Quantum e�ects in microtubules

Quantum e�ects are very likely to play a key role in the biological function of var-

ious systems. Electron superpositions have been shown to in�uence nuclear move-

ment which suggests that quantum superposition of various protein conformations
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occurs before one is chosen.94 Recently, Matsuno has shown magnetic quantum

coherence in actin which is a main component of the cytoskeleton in all cells.95

Other examples of quantum e�ects such as quantum resonance e�ects and quan-

tum coherence have been shown in various biological systems which suggest that

quantum mechanisms are important throughout biochemistry and biology.96�98

Anesthetics interact with hydrophobic regions of proteins by forming London forces

inside the pockets and this may stop the mobility of the electrons required for

quantum dipoles, superposition, biological function and consciousness. Tuszynski

et al. investigated the possibility of anesthetic-sensitive dipole functions inside

tubulin, which is the protein that forms microtubules.80 They mapped the network

of aromatic residues within tubulin which maps the π-resonance clouds which are

located close to each other. Each tubulin dimer has a network of aromatic residues

which span the entire structure (Figure 1.9).

Figure 1.9: (Left) Tubulin dimer with phenylalanine residues (red), tyrosine
residues (yellow) and tryptophan residues (blue), hypothetical quantum channel
of aromatic rings (green) are shown. (Right) Aromatic rings showing dipoles

necessary for quantum mobility, and anesthetics dispersing dipoles

They suggest that anesthetics act in these quantum channels inside microtubules

and interrupt quantum dipoles, energy transfer and electron mobility which results
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in loss of consciousness. Their calculations showed that π-stack terahertz dipole

oscillations can be dispersed by general anesthetics which account for the loss of

consciousness during general anesthesia.

Whilst these theories are attractive and might possibly have a role to play in the

general anesthetic process, there remains a distinct lack of empirical data to back

up the theories that have been proposed. When Hamero�82 proposed an account

of anesthetic action as evidence for a quantum mechanical theory of consciousness

there was not really a purely biochemical theory of anesthesia available. In recent

times however, as described in previous sections, the hypothesis of direct and

indirect modulation of ion channel proteins which disrupt neurotransmission has

exploded. Substantial empirical support including crystal structures of anesthetic

molecules bound to ion channels which appear to be in the closed state, and

electrophysiology experiments which show modulation of the channel function in

the presence of anesthetics have added so much value to the ion channel hypothesis.

These �ndings highlight another possibilities for the mechanisms behind general

anesthesia as opposed to direct binding to membrane proteins which inhibits elec-

trical signal conduction between neurons, although these process could very well

act together. Experimental validation of the quantum theory of anesthesia will

require investigations to be carried out at the level of individual neurons which in

the near future could be possible. Large scale computational investigations into

the dynamics of microtubules and MAPs in a relevant cellular environment are also

not possible currently due to the vast size and timescales that would be required,

and it is also not possible to include the quantum e�ects of the channels within

microtubules in a system of this size. With advances in computational hardware

and software, these calculations might one day be possible.
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1.8 Summary

Many molecules have been discovered which can induce and maintain general

anesthesia, which has allowed surgical procedures to be carried out under safer

and more e�cient conditions. Combinations of these anesthetic agents have re-

vealed new methods of carrying out general anesthesia, such as the combination

of propofol and fentanyl which allows for a process called total intravenous anes-

thesia (TIVA) which allows for rapid recovery, greater haemodynamic stability

and reduced risk of organ toxicity. Even though these methods have been used

routinely for decades, the underlying mechanisms behind the phenomenon of anes-

thesia remain relatively unknown. Computational simulation methods can allow

the investigation of these mechanisms at atomic level detail.

� Based on the legacy of the Meyer-Overton hypothesis which recognised that

the lipid solubility of anesthetic molecules correlated with their potency.

Although exceptions to this theory have been found, the lipid membrane re-

mains an important area for anesthetic research, and drug design in general.

Interactions between these drug molecules and the lipid membrane can be

studied with classical simulation methods such as molecular dynamics.

� Experimental studies have shown that general anesthetics can modulate the

function of membrane protein ion channels which convert chemical signals

to electrical impulses throughout the nervous system. Figure 1.10 shows the

binding sites which have been identi�ed for anesthetic molecules on pen-

tameric ligand-gated ion channels. These binding sites have all been shown

to induce channel close which inhibits the conduction of ions, despite the

di�erence in each binding site location. Molecular dynamics simulations al-

low the study of anesthetic binding to these proteins which can then reveal

how the binding a�ects the function of the protein.
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Figure 1.10: Ligand-gated ion channel binding sites for ketamine (blue),
propofol (red), halothane (purple), bromoform (yellow), des�urane (orange),

iso�urane (pink) and xenon (green)

� The interactions of anesthetic drugs with lipid membranes and ion channel

proteins using molecular dynamics simulations is the main focus of this work.

Firstly, the background on the theory of MD simulations and how they can

be applied to these systems is required.
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Theory and modelling

2.1 Introduction to simulation

Computational modelling has become a powerful tool in many areas of scienti�c

research. The advancement of computer hardware and development of e�cient

algorithms have allowed theoretical modelling to be applied to a wide range of

scienti�c problems. These models allow scientists to investigate properties of their

system which are unable to be probed experimentally, or at small timescales where

experiments can not accurately measure. In chemistry, there are many models

based on di�erent levels of theory which can be employed, see Figure 2.1. The most

computationally expensive of the methods available are those based on quantum

mechanics. The two most common quantum chemical methods are correlated

methods such as Coupled-Cluster (CC) and Møller-Plesset (MP), and Density

Functional Theory (DFT). These types of calculations are limited to the study of

small systems on the order of tens of atoms, so are used for modelling electronic

properties of small molecules and chemical reactivity, often with no explicit solvent,

for example. This renders these methods unsuitable for the study of large biological

systems.

30
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Figure 2.1: Various computational methods which are at the disposal of the
computational chemist

To overcome the system size problem encountered by quantum methods, models

based on molecular mechanics (MM), namely molecular dynamics (MD) are used

for the study of biologically relevant systems. These methodologies currently allow

the study of systems in the order of 100,000 + atoms over multiple µs. Although,

there are computers which have been developed speci�cally for the application

of molecular dynamics simulations, namely MDGRAPE99 and ANTON100 which

allow simulations of huge systems (millions of atoms) up to millisecond timescales.

In the coming sections I will brie�y review the theory of quantum chemical calcu-

lations which are used to develop the more approximate classical models, which

will also be reviewed in greater detail.
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2.2 Quantum chemistry

Theoretical calculations have been used for a long time now to predict unknown

phenomenon in chemistry and to aid in the design of experiments and interpreta-

tion of the results. Quantum mechanics was formulated in the early 20th century

which allowed matter at the atomic scale to be described with the Schrödinger

equation. This theoretical approach gave the �rst description of how a physi-

cal system changes over time at a quantum level of detail. In the modern day,

quantum chemical methods are used extensively in the parametrisation of classical

molecular dynamics force�elds which will be discussed later.

The time-independent variation of the Schrödinger equation can be written as:

EΨ(R, r) = ĤΨ(R, r) (2.1)

The solution to this equation gives the wave function (Ψ) of the systems. The

wave function contains all of the measurable information for a physical system

and depends on the nuclear and electronic coordinates R and r respectively. �H

represents the Hamiltonian operator for the system which contains the kinetic and

potential energy terms. This Hamiltonian on a molecular level takes the form:

Ĥ = T̂nuc + T̂el + Ûnuc−nuc + Ûel−el + Ûel−nuc (2.2)

The �Tel and �Tnuc operators are the kinetic operators for electrons and nuclei

respectively, Ûnuc−nuc represents the nuclei-nuclei potential energy operator, the

electron-nuclei and electron-electron potential energy operators are Ûel−nuc and

Ûel−el respectively.

Solving these equations for the hydrogen atom is trivial, but solving for any system

which is of any scienti�c interest is non-trivial as a many-body problem is present.

Therefore when we are using algorithms to calculate quantum chemical properties,

approximations are used to solve the equations.
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The �rst approximation that is considered is the Born-Oppenheimer approxima-

tion. This well known approximation postulates that due to the mass of the

electron being so small in comparison to the mass of the nucleus, the nucleus can

be assumed stationary on an electronic timescale. Using this, we can solve the

electronic part of the Schrödinger using nuclear positions. Hence, the equation

has the form:

EelΨ(R, r) = ĤelΨ(R, r) (2.3)

Where the electronic Hamiltonian (�Hel) is represented as:

Ĥel = T̂el + Ûel−el + Ûel−nuc (2.4)

By solving these equations, the potential energy surface (PES) which results is

used for determining nuclear motion.

This theoretical methodology is still extremely complex so the Hartree-Fock (HF)

method is often applied to give an approximate solution to the electronic Schrödinger

equation of a physical system. This methodology uses a one-electron approxima-

tion that states that the motion of a single electron is independent of all other

electrons. This approximation is expressed as:

Ψ(r1, r2, ...., rN) = ψ1(r1)ψ2(r2)....ψN(rN) (2.5)

We can then represent the system electronic wave function as a sum of the single

electron wave functions, hence all electron-electron interactions are "averaged"

which drastically reduces computational cost, but also signi�cantly reduces the

accuracy of the calculation.

The Hartree-Fock equations rely on their own solutions so they have to be solved

iteratively using something called the variational principle to calculate the ground-

state energy and the wave function. This principle states that an approximate of

the true wave function will give a higher energy than the systems true energy.

Thus the more accurate the approximate wave function, the closer the resulting

energy will be to the true energy. This is obtained when the energy of the system
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is at its minimum. Small iterative changes to the approximate wave function are

made until a minimum energy is achieved.

HF methods will use a basis set expansion in which each molecular orbital ψ(r)

is expanded in terms of the basis functions φ(r) which are atomic orbitals. Each

molecular orbital becomes a liner combination of atomic orbitals:

ψi(r) =

nbasis∑
v=1

cviφv(r) (2.6)

The HF equations can then be expressed as:

F̄i

nbasis∑
v=1

cviφv = εi

nbasis∑
v=1

cviφv (2.7)

Multiplying by a speci�c basis function and integrating yields the Roothaan-Hall

equations for a closed system101 which is written as a matrix equation:

FC = SCε (2.8)

Where F is the Fock matrix, C is the molecular orbital expansion coe�cients ma-

trix, S is the overlap matrix of basis functions and ε is the diagonal matrix of orbital

energies.102 The molecular orbitals may be obtained by solving the Roothaan-Hall

equation using the variational principle.

To fully represent a molecular orbital we would need to expand with a complete

basis set. This would however contain an in�nite number of basis functions which

is not practical by any means so a molecular orbital can only be approximated by

the above methodology. The accuracy of the molecular orbitals will increase as the

number of basis functions increases, but the cost of the HF calculations scales as

the fourth power of the number of basis functions.103 The choice of basis functions

φ(r) is important so they have a behaviour which agrees with the properties of the

system and allows fast conversion as more functions are added.

The main downside to HF methods is the neglect of electron correlation e�ects.

Post-Hartree-Fock methods such as Coupled-Cluster (CC) and Møller-Plesset (MP)
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have been developed which explicitly take into account electron correlation but at

an increased computational cost.

The evolution of high performance and GPU computing over the past decade have

given rise to huge advances in the amount of calculations that can be performed in

a reasonable amount of time, but quantum chemical calculations remain unsuit-

able for very large, biological systems. QM calculations have been used for small

proteins but for systems in the order of 100,000 + atoms, the timescales required

are far too large for practical use. Despite this, quantum chemical calculations are

of high importance in deriving parameters for MD simulation.

2.3 Molecular mechanics

Theoretically it is possible to calculate the development of a large molecular sys-

tem over time using quantum chemical methods, but in reality you would need an

enormous amount of computing power and time to calculate even a nanosecond

of data for a small protein. In order to study large biomolecular systems compu-

tationally, classical molecular mechanics (MM) is applied. MM methods ignore

all electronic motion and can therefore study large systems over nanosecond to

millisecond timescales. Instead of applying a quantum level of theory to the cal-

culation, MM methods apply the Born-Oppenheimer approximation to calculate

the systems energy based only on nuclear positions.

2.3.1 Force�elds

The main component of any MM method is the force �eld. The force�eld consists

of a number of terms which represent bonded and non-bonded interactions (Figure

2.2). Solving these terms will give the potential energy of the system. There is

an ever increasing list of software packages which can perform classical MD and

most packages have force�elds which have slight di�erences based on what they

are designed to study. In this work, the Assisted Model Building with Energy



Chapter 2. 36

Re�nement (AMBER)104 MD force�elds are used extensively, so the AMBER

functional form will be described.

Figure 2.2: The basic bonded (top) and non-bonded (bottom) interactions that
are evaluated by a molecular mechanics force �eld to determine the potential

energy of a system

Atoms during MD simulations are represented as charged spheres with no explicit

electrons. Electrons are represented implicitly by point charges which are centred

on each atom. The interactions shown in Figure 2.2 are described by mathe-

matical terms and empirical parameters which can come from experiment or QM

calculations. The AMBER force�elds have the form:

V (rN) =
∑
bonds

kb(l − l0)2 +
∑
angles

ka(θ − θ0)2 +
∑

torsions

∑
n

1

2
Vn[1 + cos(nω − γ)]

+
N−1∑
j=1

N∑
i=j+1

{
4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

+
qiqj

4πε0rij

}
(2.9)

Term 1, summing over bonds, describes bond stretching using Hooke's law where

kb is the force constant. Here, the force constant is used to determine the amount

of energy used in stretching the bond from the equilibrium bond length l0. Term

2, summing over angles, again used Hooke's law but to describe angle bending.

ka is the force constant which determines the amount of energy used in bending
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the angle away from its equilibrium vales θ0. The third term is used to describe

rotational motion around a dihedral or torsion angle. This is described by a cosine

series expansion with periodicity n, torsion angle ω, o�set γ and barrier height

Vn.

The �rst three terms constitute the bonded interactions within the system, terms

four and �ve describe the non bonded interactions. The fourth term describes

the van der Waals (vdWs) interactions by a 12-6 Lennard-Jones (LJ) potential.

This potential describes both inter-particle Pauli repulsion due to overlaps of the

electron cloud, and long range attraction due to induced-dipole e�ects as adjacent

particles' electron clouds adapt to one another. The repulsive 12th power term

is empirical and the attractive 6th power is derived from the London formula

for the interaction energy of uncharged molecules.105 εij represents the potential

energy minimum and σij is the distance at which the inter-particle potential is

zero. Term 5 describes the the electrostatic interactions which occur between

charged or polar particles, these are described by Coulomb's law. ε0 represents

the electrical permittivity of free space, q is the partial charge on each atom and

rij is the distance between each of the particles.

2.3.2 Molecular dynamics simulation

As eluded to earlier, the potential energy landscape about a particle determines

the force that the particle experiences, which is equal to mass times acceleration:

FFF = m
d2rrr

dt2
(2.10)

FFF represents the force, m is the mass of the particle and d2rrr
dt2

is the acceleration

(2nd derivative with respect to time). The force on any atom in the system is

calculated from the negative gradient of the potential energy:

FFF = −∇U(rrr) (2.11)
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To obtain a relationship between velocity, acceleration and position, we can com-

bine the above equations:

aaa =
d2rrr

dt2
=
dvvv

dt
where velocity VVV =

drrr

dt
(2.12)

Now that we can describe the particles position, velocity and acceleration, we have

to determine how the system propagates over time. This can be achieved by in-

tegrating Newton's equations of motion. Doing this analytically is not feasible,

so there are multiple schemes can can be used to do this numerically. Numerical

integration methods can be used which allow for repeated integration of the forces

over small time intervals to produce a trajectory. The most commonly used algo-

rithms are the velocity Verlet or leapfrog algorithms. The velocity Verlet method

is considered more complete, as it is able to calculate the velocities and positions

at the same time step. This algorithm is summarised in the following equations.

rrr(t+ δ(t)) = rrr(t) + vvv(t)δt+
1

2
ααα(t)δt2, (2.13)

vvv

(
t+

δt

2

)
= vvv(t) +

1

2
ααα(t)δt, (2.14)

ααα(t+ δt) = − 1

m
∇U(rrr(t+ δt)), (2.15)

vvv(t+ δt) = vvv

(
t+

δt

2

)
+

1

2
ααα(t+ δt)δt. (2.16)

Where, rrr is the position of the particle, vvv is the velocity of the particle, ααα is the

acceleration of the particle. Newton's laws state that the energy should be con-

served, therefore the trajectories are sampled under the microcanonical ensemble

in which the number of particles, volume and energy are conserved. To sample

at constant pressures and temperatures which is desired during biomolecular sim-

ulation, a barostat and thermostat is required which is discussed in the coming

sections.

The time steps purpose is to de�ne the time in between each step of the MD

simulation. The value of the time step is chosen so that it is signi�cantly shorter

than the highest frequency vibration that is possible in the system, this is to stop
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atoms coming too close together or overlapping between MD steps as this would

cause massive spikes in energy in the system due to repulsion between the atoms

leading to a failed simulation. In an ideal situation we would employ a very short

time step for atomistic MD simulation in the region of 0.5 fs per step, but this

would severely limit the amount of sampling that could be achieved during the

simulation. Typical MD simulations of biological systems will use a 2 fs time step

and that is what we have used throughout this thesis. We should note that the

bond stretching of a covalent bond to hydrogen is on the order of 10 fs which would,

in theory, limit the time step of the system to around 1 fs, these motions are often

constrained using a constraint algorithm, such as the SHAKE algorithm106 which

is used in this thesis. The use of these algorithms allow the use of a larger, more

computationally e�cient time step.

2.3.3 Solvation

When conducting simulations of biological systems, solvation must be taken into

account. Solvation in MD simulations can be added in two ways; an implicit

model can be used in which there are no explicit solvent molecules included in the

system, the solvent is instead modelled by a homogeneously polarizable medium.

Using these solvent models will signi�cantly reduce the computation time of the

simulation, but there is no explicit detail about how the solvent is interacting

with the system. In all of the MD simulations carried out in this thesis, ex-

plicit solvation has been used. To model the water in our systems, TIP3P waters

were used, this model is a very popular model in MD simulations which has been

parametrised to reproduce several properties of water, such as, expansion coe�-

cients and density.107 This model is made up of a three-point, rigid water model

with two hydrogen atoms bound to a single oxygen atom. An arti�cial "bond"

is present between each hydrogen atom which maintains the rigidity of the wa-

ter molecule. Each atom possesses a partial charge, but only the oxygen atom

has Lennard-Jones parameters with a VdW radius which surrounds the hydrogen
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atoms also. The rigid nature of this model allows it to be used with constraint

algorithms such as SHAKE.

2.3.4 Periodic boundary conditions

In order to avoid edge e�ects, its is crucial to model an in�nite system rather than

a �nite system. In MD simulations this is done by implementing periodic boundary

conditions (PBC), where our simulation box "sees" copies of itself on each side

(Figure 2.3). When this setup is employed, a particle which leaves the simulation

box at one side is reinserted into the opposite side with an intact velocity vector,

therefore, our system has no spatial limitations. The main thing to consider when

using PBC is that the system has be large enough so that it avoids propagation

of any internal correlations, or any correlations which can be ampli�ed arti�cially,

and result in trajectories which are erroneous. If this consideration is met, a system

using PBC is very likely an excellent model of liquid bulk phase behaviour.

Figure 2.3: Four particles in a box with PBC. The system is e�ectively repli-
cated in�nitely to avoid edge e�ects. The box size L2 must be greater than twice
the longest interaction cuto� between contained particles, L1 , so that a particle

never interacts with itself
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2.3.5 Temperature and pressure control

During the simulation of biomolecules, it is often important to conduct the simu-

lations in the isothermal-isobaric (NPT) ensemble, in which the pressure and tem-

perature are maintained at a set value throughout the simulation. There are many

di�erent methods available to control these variables, but throughout this thesis

the Langevin thermostat is used to control the temperature, and the Berendsen

barostat is used to control the pressure.

2.3.5.1 Langevin thermostat

When we consider how large particles move through a continuum of smaller par-

ticles, the Langevin equation

ẍ = ∇φ− γẋ+ σξ (2.17)

or
dqi
dt

=
pi
mi

,
dpi
dt

= −δφ(q)

δqi
− γpi + σξi (2.18)

is taken into account. The smaller particles create a damping force to the momenta,

-γpi, as the large particles move through the smaller ones. The smaller thermal

particles also move with kinetic energy and give random kicks to the large particles.

σ,γ are connected by a �uctuation-dissipation relation

σ2 = 2γmikT (2.19)

which is required to recover the canonical ensemble distribution. The Langevin

equation is applied to MD simulations by assuming that the atoms in the system

are embedded in a sea of smaller �ctional particles. The solvent in�uences the

dynamics of the solute via random collisions and by imposing a frictional drag

force on the motion of the solute in the solvent.
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At each time step, ∆T, the Langevin thermostat changes the equation of motion

so that the change of momenta is

∆pi =

(
δφ(q)

δqi
− γpi + δp

)
∆t (2.20)

where γpi damp the momenta and δp is a Gaussian distributed random number

with probability

ρ(δp) =
1√
2πσ

exp

(
−|δp|

2

2σ2

)
. (2.21)

And standard deviation σ2 = 2γmikT. The random �uctuating force represents the

thermal kicks from the smaller particles. The damping factor and the random force

combine to give the correct canonical ensemble. Typical advantage for Langevin

thermostat is that we need fewer computations per time step since we eliminate

many atoms and include them implicitly by stochastic terms.

2.3.5.2 Berendsen barostat

With the Berendsen barostat, the system is made to obey the equation of motion

at the beginning of each time step

dP (t)

dt
=
Pmd − P (t)

τP
(2.22)

where P(t) is the instantaneous pressure, Pmd is the desired pressure, and τP is the

barostat relaxation time constant. The leads to variations in the simulation box

size, where at each step the box volume is scaled by a factor η, and the coordinates

and box vectors by η1/3:

η(t) = 1− ∆t

τP
γ(Pmd − P (t)) (2.23)

where γ is the isothermal compressibility of the system. Throughout this thesis,

anisotropic coupling is used in which di�erent scaling factors are used for di�erent

dimensions as the systems studied are non-isotropic. γ is usually a speci�ed con-

stant which takes to be the isothermal compressibility of water. Exact values are
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not critical to the algorithm as it relies on the ratio γ/τP . τP is a speci�ed time

constant for pressure �uctuations. For the strength of the coupling between the

system and the pressure bath, the larger τP , the weaker the coupling.

2.4 MD simulation of lipid bilayers and membrane

proteins

2.4.1 Lipid membranes

Lipid membranes have been a system of interest for theoretical investigation due to

their challenging structure and biological signi�cance. A lot of research has been

performed which has focused on developing suitable methodologies for studying

the structural and dynamic properties of lipid bilayers by MD simulation.

Figure 2.4: (A) Atomistic representation of DOPC in AA-MD simulation. (B)
Coarse-grained representation of DOPC in CG-MD simulation

When simulating lipid bilayers, there are three possible representations which are

routinely used. The �rst option is the all-atom representation (AA), the method
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explicitly describes each atom in the system so the most information can be ob-

tained which is more computationally expensive. The second option is the united-

atom representation (UA) where the atoms that make up methyl and methylene

groups are represented as one interaction site. This method is less computation-

ally expensive than AA. The third and least computationally expensive option is

the coarse-grained representation (CG) where multiple atoms are represented by a

single interaction site or "bead" (Figure 2.4). The simpler the representation used

for the simulation, the longer the timescales are that can be explored, but with

the penalty of less atomic level detail. In this work I am interested in studying

the explicit interactions between drug molecules and lipid bilayers and ion chan-

nel proteins which require atomic level detail. If the aim was to investigate large

scale membrane motions, CG methods would be more suitable as the timescales

required would be much greater.

As the Amber16/18 simulation programs for all of the MD simulations in this

thesis, we can use the well parametrised protein force�eld, �14SB108 for treatment

of proteins, the lipid14109 lipid force�eld to describe the lipids and the GAFF2110

force�eld to describe small drug molecules, all at atomic level detail with simulation

speeds of 200 + ns/day for lipid bilayer systems, and 60 + ns/day for membrane

ion-channel simulations using the CUDA implementation of the code on GPU

cards.

2.4.1.1 Special considerations for bilayer simulations

Nowadays there are plenty of suitable parameters which can be used for simulations

of lipid bilayers, but there are several considerations which have to be taken into

account to avoid erroneous trajectories.

Timescale and system size

Timescales have long been one of the main issues in biomolecular simulation. Early

studies which investigated lipid bilayers ran simulations of up to 10 ns in length

on systems containing as little as 24 lipid molecules. Using systems of this size
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and running such short simulations would make it very unlikely that good com-

parisons to experimental data could be made as these systems would not reach

equilibrium. In order to accurately reproduce experimental properties, bilayer

simulations should be carried out in the order of 100 ns to allow the conformation

of the head groups to reach equilibrium. The size of the system should also be

appropriate to achieve a suitable equilibrium and have enough lipids so accurate

predictions of bulk properties can be made. All atom simulations of bilayer typ-

ically consist of 64 lipids per lea�et totalling 128 lipids in the bilayer, this size

has been shown to be su�cient for reproducing structural properties. However,

if complex membrane motions such as bending and �uctuations are of interest,

bilayers will have to be much larger in order to observe these large scale structural

changes, coarse-grained models are often used for these studies. Throughout this

thesis our systems will consist of 128 lipids for membrane simulations and the

timescales will be in the order of hundreds of nanoseconds.

Temperature and pressure

In the Amber code, the Berendsen and Langevin thermostats have been tested

thoroughly for temperature control in lipid bilayer simulations.111 The Langevin

thermostat which is used extensively in this thesis was shown to give bilayer proper-

ties which were in good correlation with experimental observations, the Berendsen

thermostat was shown to not conserve the canonical ensemble.112 The main baro-

stat in the Amber code is the Berendsen barostat which has been shown to accu-

rately reproduce bilayer equilibrium properties including properties which depend

on volume �uctuations, including isothermal area compressibility modulus.113

Treatment of long-range forces

Various studies have been conducted using multiple di�erent methodologies to

compare the treatment of electrostatics in lipid bilayer simulations. These methods

are either a simple cut-o� (i.e. electrostatic interactions beyond the cut-o� are

ignored) or the particle mesh Ewald (PME) method is used to treat electrostatics

beyond the de�ned cut-o� distance.113,114 Anézo et al. employed a simple cut-o�

method, which they found caused bilayers to contract when they implemented
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longer cut-o� values, which caused reductions in the mobility of the lipid head

groups and they were packed closer together. This also altered several of the key

strucutral properties of the membrane.113 The increase in energetically favourable

interactions within the area de�ned by the cut-o� which allowed the contraction

to occur, this caused a reduction on the outward pressure of the membrane. This

e�ect becomes more pronounced as the de�ned cut-o� distance is increased. Much

greater stability was achieved when the PME method was used which beyond the

cut-o� maps atomic partial charges onto a 'PME grid', which typically has sides of

1 Å. The charge distribution is then determined by a Fast Fourier Transform (FFT)

of the Poisson equation in reciprocal space. This allows for the full evaluation

of electrostatic interaction energies in a system. The PME method is the most

computationally e�cient method for dealing with electrostatics in bilayer systems

is the main choice in bilayer simulation studies.114

Based on this evidence it is appropriate to conclude that this method is suitable

for use in bilayer simulations to treat long-range electrostatics. The analytical

dispersion correction which is used to account for long-range van der Waals forces

which is the only option available in many simulation packages is theoretically

not really suitable for heterogeneous systems such as membranes, more rigorous

treatment with PME has shown only negligible di�erences so analytical dispersion

correction is used due to lower computational cost.

2.4.1.2 Membrane protein simulation

Simulations of complex biological systems, such as membrane proteins, require very

careful setup procedures to ensure that the system being simulated is as close to the

target system as possible. In order to capture protein structural change over time

or by ligand binding, a starting structure is required. Many structures obtained by

experimental methods such as x-ray crystallography, cryogenic electron microscopy

or nuclear magnetic resonance spectroscopy will have an issue which will have to

be dealt with when setting up the simulation. Examples of these issues are de�ning
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the protonation states of titratable residues, modelling disul�de bonds or missing

loop regions.

These proteins must also be placed into a suitable environment. The aqueous

solvent is made up of water molecules and a suitable number of ions to achieve the

target physiological concentration. The most vital component is the membrane

bilayer in which the protein will reside. In our studies of the Gloeobacter violaceus

ion channel (GLIC), we used a homogeneous DOPC (1,2-dioleoyl-sn-glycero-3-

phosphocholine) bilayer, which arguably does not mimic a real mammalian cell

membrane. The choice of lipid molecule may be vital as the function many proteins

have been shown to be a�ected by speci�c lipid molecules.

Molecular dynamics simulations are usually carried out within a box with �xed

dimensions. Periodic boundary conditions ensure that as an atom travels outwith

the boundary de�ned by the box, it will appear on the other side. To optimise the

performance of the simulation, the system should be constructed so that it contains

the lowest number of atoms required, yet still be large enough to avoid artefacts

which can be caused by the PBCs. It is necessary that the size of the system will

increase with the size of the protein that is being studied. Our simulations of the

GLIC protein contained around 230,000 atoms, whereas larger ion channels and

transporters could require over 1,000,000 atoms.

Assuming that the system is setup correctly, the simulation will follow its natural

course over the de�ned time. However, if the event in which you wish to study

is slow and requires an unrealistic amount of time to observe, as many process of

membrane proteins do, the limitations of MD apply particularly to these systems.

Therefore, enhanced sampling methods might be required to sample the molecular

dynamics of these systems.

2.4.1.3 Limitations of MD simulation

Molecular dynamics simulations have so far been shown throughout many research

areas to be very useful, especially for studying complex biological systems, but they
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are by no means perfect and there are some limitations which should always be

kept in mind. The force�eld used for the simulation must be accurate for the type

of system that is being studied, if a poor choice is made then the output of the

simulation will be worthless. Classical force�elds generally are not fully accurate

as they do not incorporate quantum e�ects into the calculation, and with a few

exceptions like the AMOEBA force�eld115, the polarizability of molecules. There

is currently no force�eld available that can provide parameters for every type of

molecule, so for example, a ligand molecule will need its own custom parameters,

and generating them can be a challenging process, so care must be taken when

selecting a force�eld for the system of interest as a poor choice can render the

simulations a waste of time.

When performing MD simulations of biological systems, the timesteps are often in

the range of 2 to 4 femtoseconds which will require 1 x 109 timesteps to reach the

microsecond timescale, at which many biological processes of interest take place.

Many developments in the areas of software and hardware, like the development of

Graphical Processing Units (GPUs) and the software which allows them to be used

to accelerate MD simulations allowing longer timescales to be reached in shorter

real world time. However, the problem of limited sampling still remains for many

complex systems. Even with further dramatic increases in computing power, the

size and complexity of the systems will also increase, hence the timescale problem

will likely always be an issue.

As computing power increases and longer, more complex simulations can be per-

formed, the amount of information that is produced will also grow considerably.

This will lead to challenges in the post-processing methods for analysing the huge

amount of data to obtain the relevant information. Large systems with atom

counts reaching the millions are highly dimensional, which leads to the quadratic

growth of pairwise interactions which take place at every timestep. This makes

extracting useful information from the trajectory a very challenging task.
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Simulation of propofol and

fentanyl-membrane systems

An important stage of the mechanism of action of any drug molecule is the dif-

fusion through the cellular membrane. The favoured positions of these molecules

within the target membranes also a�ect their transport and metabolism. The

most important membrane encountered by drug molecules is the plasma membrane

into which pharmaceuticals penetrate and interact with to reach the target cells.

The major components within these membranes are the phosphatidylcholine (PC)

lipids, which are hence most commonly used in the modelling of drug-membrane

interactions. Knowledge of the interactions between drug molecules and lipids is

essential to understanding their mechanism of action and e�ciency.

In this work I study the drug-membrane interactions of two major components of

the general anesthesia process, namely propofol and fentanyl. Firstly, the inter-

actions of these two drugs with two di�erent phospholipid bilayers was studied,

namely dioleoylphosphatidylcholine (DOPC) and dipalmitoylphosphatidylcholine

(DPPC), to investigate the role that di�erent levels of saturation and chain length

have on the drug-membrane interactions. Both drug molecules were found to pen-

etrate both bilayers and reside below the lipid head group region but with di�erent

49
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positions being adopted. Various structural changes were observed in each mem-

brane which becomes more evident with higher concentrations of drug molecules

partitioned into the membrane.

3.1 Drug molecules

Since its introduction, propofol has been extensively used in general surgery as a

general anesthetic to induce and maintain anesthesia. Propofol is routinely used

alongside opioid analgesics such as fentanyl. The use of these opioid analgesics has

been shown to potentiate the e�ects of propofol,116 thereby reducing the amount

of drug required to induce anesthesia, which in turn reduces the negative side

e�ects of propofol anesthesia, e.g., a large drop in blood pressure and apnoea.117,118

Propofol is proposed to interact and bind to the γ-aminobutyric acid (GABA)

receptors,119 consisting of ligand-gated ion channels (GABAA) and G protein-

coupled receptors (GABAB), which control the �ow of ions from the synaptic

cleft into the intracellular domain.120 Studies have also suggested that propofol

acts at G protein-coupled receptors by inhibiting the function of M1 muscarinic

acetylcholine receptors.121 These studies suggest many possible binding sites for

propofol, but a complete mechanism for the action of anesthesia still remains

unknown.

Fentanyl is used in surgery as the analgesic component to general anesthesia but it

can also be used as the main anesthetic component.122 Various studies have shown

that when used in combination with propofol, it provides a safer and more satisfac-

tory anesthesia experience.123,5,124 Fentanyl is known to act at various opioid sites

throughout the body but predominately at the µ-opioid receptor, although it also

binds to δ and κ-opioid receptors.125 Although the binding sites for opioid drugs

are relatively well known, it still remains unclear why fentanyl is able to potentiate

propofol and act as an anesthetic. I have shown that fentanyl also modulates the

Gloeobacter violaceus ion channel which is a known site for anesthetic interaction.2
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Propofol, as shown in Figure 3.1 A, consists of a benzene ring core with two

isopropyl groups at the 2 and 6 positions and one hydroxyl group in-between.

The hydroxyl group is reasonably well guarded by the steric bulk of the isopropyl

groups, so hydrogen-bonding will only be available in certain orientations. The

structure of fentanyl, shown in Figure 3.1 B, di�ers signi�cantly from propofol.

Fentanyl has an almost linear, �exible backbone consisting of two aromatic and one

aliphatic 6-membered rings and an acetyl group bonded to the terminal nitrogen.

Figure 3.1: Chemical structures of propofol (A) and fentanyl (B)

3.2 Single drug-bilayer simulations

In order to observe the natural di�usion of each drug molecule into the lipid bi-

layers and the membrane mobility inside the bilayers, four 128-DOPC and four

128-DPPC systems were constructed where each molecule was placed individu-

ally inside either the bilayer hydrophobic phase or the water phase. Pure bilayer

were also simulated to obtain structural parameters for comparison with the drug-

membrane systems. Bilayer structures were generated using the CHARMM-GUI

server.126

Simulation of these systems allowed the examination of the di�usion process of

each drug into each bilayer and how the drug altered the membrane structural

and mechanical properties by calculating: favoured position of each drug, the area

per lipid, the isothermal compressibility modulus, lipid lateral di�usion, lipid tale

order parameters, hydrogen-bonds and radial distribution functions.
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3.2.1 Simulation set up

Molecular dynamics simulations were carried out using the GPU version of the

Amber16 simulation package127,128 with the lipid14,109 �14SB108 and GAFF2110

force�elds. The TIP3P water model107 was used to describe the water molecules.

0.15 M KCl salt concentration was added to the water layer. The full system was

minimised for 10000 steps, of which the �rst 5000 steps used the steepest descent

method and the remaining steps used the conjugate gradient method. The system

was then heated from 0 K to 100 K using Langevin dynamics for 5 ps at a con-

stant volume with restraints on the lipid (force constant 10 kcal/mol Å2). After

this, the volume was allowed to change freely and the temperature increased to a

lipid dependant value (303 K for DOPC and 323 K for DPPC) with a Langevin

collision frequency of γ = 1.0 ps−1, and anisotropic regulation (1 atm) with a time

constant of 2 ps for 100 ps. The same restraint was maintained on the lipids.

Production simulations were carried out in the isothermal isobaric (NPT) ensem-

ble which maintains a constant number of particles, pressure and temperature.

System temperature was maintained using the Langevin thermostat129 with a col-

lision frequency of γ = 1.0 ps−1. The pressure was maintained at 1 atm using

the anisotropic Berendsen method130 with a pressure relaxation time of 1.0 ps.

Three-dimensional periodic boundary conditions with the usual minimum image

convention were used. The SHAKE algorithm131 was used to constrain covalent

bonds to hydrogen, allowing the use of a 2 fs time step. Electrostatic interac-

tions were treated with the PME method using a cuto� of 10 Å. The pure bilayer

simulations were run for a total of 125 ns with the �rst 25 ns discarded from anal-

ysis. Simulations containing the drug molecules were also run for the same time.

All production simulations were run in triplicate and the results are presented as

block averages over the three repeats ± standard deviation. For each replicate

simulation, the positions of the drug molecules were randomised and each simu-

lation was started with random particle velocities. Analysis was performed using

CPPTRAJ132 and VMD.133
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3.2.2 Single drug-bilayer simulation results

3.2.2.1 Area per lipid

The area per lipid is considered to be one of the most important properties to

describe the behaviour of the bilayer and whether or not it is in the correct, biolog-

ically relevant Lα phase. This area can be calculated easily from MD trajectories.

The calculation involves dividing the xy cross-sectional area of the orthorhombic

periodic cell (i.e., the lateral area of the bilayer) by the number of lipids.134 The

areas per lipid calculated for each pure bilayer simulation are shown in Table 3.1.

The results obtained were within 3-4 % of the experimental values from the lit-

erature, which suggests that the pure bilayers are in the correct phase and have

equilibrated su�ciently to be used for the drug-membrane simulations. The re-

sults for bilayers containing propofol are also shown in Table 3.1. Here, we see an

increase in area per lipid when propofol is simulated in the center of each bilayer

(0.25 Å in DOPC and 0.27 Å in DPPC) due to the drug molecule interacting in

the upper chain region around the carbonyl groups at the head group chain inter-

face. When propofol was simulated in the water phase, natural di�usion into both

lipid bilayers was observed, leading to a larger increase in area due to disruption

in the head group regions. This expansion of area per lipid can be rationalised in

terms of lone pair repulsion as propofol di�uses through the head group region. A

similar pattern is observed when fentanyl is in the center of the bilayer as a fur-

ther increase in area was observed, especially for DPPC. My simulations of DPPC

indicate that fentanyl does not lie as closely to the head group region as propofol

does, but rather lies parallel and slightly below the carbonyl groups. Spontaneous

di�usion was observed in the DOPC system for fentanyl which caused a small 0.1

Å increase in the area per lipid. This observation can be explained by fentanyl

di�using in a linear conformation, which causes less disruption, whereas propofol

is much more dynamic in its di�usion process, adopting more conformations. The

calculated volume per lipid followed the same trend as the area per lipid as they

are directly proportional.
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Lipid Drug
AL

(Å2)
VL

(Å3)
KA

(mNm−1)
DHH

(Å)
Dxy

(10−8cm2s−1)

DOPC experimental none 67.4, 72.5135 1303136 265, 318136 35.3, 37.1135 11.5, 17137

DOPC calculated none 70.1 ± 0.2 1274.2 ± 1.1 285.2 ± 19.7 37 ± 0.2 6.30
DPPC experimental none 63.1, 64.3138 1232136 231139 38, 38.3135 12.5, 15.2140

DPPC calculated none 62.9 ± 0.3 1175 ± 0.2 231.9 ± 22.7 37.8 ± 0.2 8.8

DOPC
Propofol
center

70.3 ± 0.3 1275 ± 1.5 419.5 ± 15.6 36.25 ± 1.1 12.75

Propofol
water

70.94 ± 0.2 1279.7 ± 1.0 333 ± 30.1 36.75 ± 0.5 11.25

Fentanyl
center

70.33 ± 0.2 1261.7 ± 1.3 227.6 ± 16.0 36.5 ± 1.0 7.9

Fentanyl
water

70.2 ± 0.4 1262.3 ± 1.3 274 ± 20.5 37.25 ± 0.2 6.4

DPPC
Propofol
center

63.17 ± 0.4 1176.8 ± 1.5 319.5 ± 22.7 37 ± 0.7 17.5

Propofol
water

63.50 ± 0.5 1177.8 ± 0.9 243.1 ± 16.0 37.25 ± 0.9 14

Fentanyl
center

63.58 ± 0.4 1179 ± 1.1 236.2 ± 25.0 37.5 ± 0.8 8.3

Fentanyl
water

62.86 ± 0.6 1179 ± 1.0 331.2 ± 13.0 37.25 ± 0.70 6.4

Table 3.1: Averaged structural properties of pure and drug containing lipid bi-
layer systems where area per lipid = (AL), volume per lipid = (VL), isothermal
area compressibility modulus = (KA), bilayer thickness = (DHH) and lateral
lipid di�usion coe�cient = (Dxy). Water and center refer to the starting posi-

tions of the drug molecule

3.2.2.2 Isothermal area compressibility modulus

The isothermal area compressibility modulus (KA) is the stress required to induce

an isotropic expansion in volume, which can be obtained from MD simulations by:

KA =
2kBT 〈AL〉
nlipidσ2

A

(3.1)

where kB is the Boltzmann constant, T is the system temperature, 〈AL〉 is the

average area per lipid, σ2
A is the variance in area per lipid over the simulation and

nlipid is the number of lipids in the simulation box. KA is a standard indicator

of the phase of the membrane where large values indicate the Lβ gel phase, as

the chains would be fully extended and their Van der Waals interactions would

strengthen and lead to tighter, more ordered lipid packing.

The results for the KA of the pure bilayers are in excellent agreement with the
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experimentally observed values. When propofol starts in the center of either mem-

brane and di�uses towards the carbonyl region, An increase in KA which induces

a closer packing of the lipid chains was observed. The conformational changes

of the membrane chains increases the aforementioned interactions between them,

causing the bilayer to sti�en. The largest increase in KA is observed for DOPC,

owing to the presence of the double bond in the chain which then drug molecule

inhibits the �uidity of by binding in the upper chain region. During the di�usion

process from the water phase into the membrane, a small increase in KA was ob-

served due to the fast di�usion through the head group region. This observation

suggests that the process of sti�ening is not instantaneous, and the direction of

di�usion plays a key role. In the DOPC system a lower KA for fentanyl compared

to that for propofol was calculated, which indicates that fentanyl is causing more

�uctuation within the head group region of the bilayer, (Figure 3.2).

Figure 3.2: Starting positions for fentanyl (A) and propofol (B) in the bilayers.
End positions after production simulation of fentanyl (C) and propofol (D),
DOPC shown as positions were similar in both systems. Head groups shown as
yellow sticks, head group phosphate shown as orange spheres, lipid chains shown

as grey sticks

When fentanyl naturally di�uses into the DOPC bilayer, a small decrease in KA

by 11.2 mNm−1 compared to the pure bilayer was calculated, which shows that



Chapter 3. 56

the di�usion does not allow the chains to pack tighter together. For fentanyl in

the DPPC bilayer a small 4.3 mNm−1 increase compared to the pure membrane

was calculated, even though the drug molecule positions itself parallel to the head

groups at the interface, as it does in DOPC. As such, the di�erence in chain

structure plays a signi�cant role in the way that the structural properties of lipid

bilayers are a�ected by drug molecules. The most unexpected result found for

fentanyl is the simulation where it fails to di�use from the water phase into the

membrane interior of DPPC which results in an increase in KA of 99.3 mNm−1 over

the pure bilayer. During the course of this simulation it was observed that several

partial di�usion attempts where fentanyl enters the head group region for 1 - 4 ns

before returning to the water phase. To con�rm whether there was a change in the

conformation of the head group region during these partial di�usion events, the

angles between the P-N vector and the normal of the bilayer were calculated using

the MEMBPLUGIN tool141 for VMD.133 For the pure DPPC bilayer, an angle

of 69.0 ± 2.4o was calculated which is almost identical to the fentanyl containing

system. To study the speci�c conformation of the head groups which fentanyl

causes disruptions in when it partially di�uses, head group molecules were selected

which were 15 Å from the fentanyl molecule. The P-N vectors were calculated as

73.0 ± 2.0o which shows that fentanyl causes local conformational changes within

the head group region. No changes were observed for propofol due to the rapid

di�usion into the membrane interior.

3.2.2.3 Lipid lateral di�usion

The lateral di�usion of a lipid bilayer is an important dynamical property, as

it can a�ect many membrane parameters. For example, one study reported a

connection between the lateral lipid di�usion and the viscosities in di�erent parts

of the membrane.142 The lateral di�usion coe�cients of the lipids without and with

the drug molecules using the mean squared displacement (MSD) of the membrane

in the xy direction was calculated, over 20 ns window lengths and averaged over

time origins separated by 200 ps (Figure 3.3). This property is related to the
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Einstein equation in two dimensions

D = lim
t→∞

1

4

d

dt
〈|∆r(t)|2〉 (3.2)

where 〈|∆r(t)|2〉 is the MSD in the XY plane in time t and D represents the lateral

di�usion coe�cient. The di�usion coe�cient can be obtained from the gradient of

the linear portion of the MSD plot. Table 3.1 lists the calculated lateral di�usion

coe�cients for pure DOPC and DPPC, which are comparable to those calculated

in the original lipid14 paper.109 The production runs were performed in the NPT

ensemble using Langevin dynamics to control the temperature by randomising

particle velocities so can potentially a�ect dynamic membrane properties. Slightly

more accurate results can be obtained using the microcanonical (NVE) ensemble,

but as the results obtained under NPT conditions were within experimentally

determined values, drug molecules simulations remained in the NPT ensemble.

Figure 3.3: Time averaged mean squared displacement of the lipid center of
mass versus simulation time

With the addition of propofol within the bilayer a slight increase in the lateral

di�usion coe�cient for both lipid systems (Table 3.1) was observed. This �nd-

ing is unexpected since the drug molecules can penetrate the lipid bilayer where
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they occupy a portion of the free volume within the membrane and reduce the

lateral di�usion.143 This hypothesis is observed when there is spontaneous di�u-

sion of propofol from the water phase as it occupies free volume space within the

head group region, whereas propofol starting in the center of the bilayer does not

penetrate the head group space. For fentanyl a signi�cant decrease in the lateral

di�usion coe�cient in both systems with respect to propofol was seen. This dif-

ference in behaviour can be explained by the larger size of the fentanyl molecule

compare to propofol, which therefore occupies more free volume within the bilayer,

hence limiting the �uidity of the membrane.

3.2.2.4 Lipid tail order parameters

The overall �uidity of a membrane comes from the hydrocarbon tails which form

the hydrophobic interior of the bilayer.144 The mobility of these chains at individ-

ual carbon positions can be evaluated by measuring the order parameter. A value

of SCD = 0 implies total random motion and a value of SCD = 1 implies a posi-

tion parallel to the bilayer normal. Experimentally, this can be determined with

deuterium NMR quadrupole splitting which requires substitution of the hydrogen

atoms at each carbon position with deuterium and measuring their dynamic varia-

tions by 2H NMR. This property can be calculated from MD simulations where the

carbon-deuterium order parameter is determined by the tensor S in the equation

S =
1

2
〈3cos2θ − 1〉 (3.3)

where θ represents the angle formed between the Z direction and the bilayer nor-

mal. Simulated results for the pure bilayers are shown in Figure 3.4 with compar-

ison to literature values.145�147
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Figure 3.4: SCD order parameters for (a) DOPC and (b) DPPC compared to
experiment.

The results for the pure membrane systems are in excellent agreement with the

trends which have been reported in the literature. Figure 3.5 shows the results

which were obtained for the systems containing propofol and fentanyl. Very small

changes in the sn-1 chain for the DOPC bilayer was observed when the drug

molecules were present, compared to the pure system. A small increase in observed

between C3 and C6, with respect to the pure system. This suggests a slight

restriction in the mobility of the chain at this position due to the presence of the

drug molecules. A small decrease in the order parameter for fentanyl between C10

and C11 suggests more mobility at these positions. This behaviour is also seen

in the sn-2 chain for both anesthetic molecules, although note the lower values in

C12-C14, which could account for the reduced area compressibility calculated for

fentanyl due to the chains becoming more �exible and hence requiring less force

to induce an isotropic expansion.

In the DPPC system there are clear di�erences between the drug-containing bilay-

ers and the pure reference systems. In the sn-1 chain, it was observed that propofol

increases the order parameter from C5 to C12, reducing the chain mobility and

hence requiring more force to induce an isotropic expansion within the bilayer, in

agreement with KA. The introduction of fentanyl causes negligible changes in the

order parameter of the DPPC bilayer. The sn-2 chain shows a clear di�erence in
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the C6 to C13 region compared to the pure membrane. Propofol causes a higher

order parameter for these carbons, as seen in the sn-2 chain, whereas fentanyl

shows lower values at this region, which would suggest a more �exible chain and

hence a lower KA.

Figure 3.5: SCD order parameters for (a) DOPC sn-1 chain, (b) DOPC sn-2
chain, (c) DPPC sn-1 chain and (d) DPPC sn-2 chain. Order parameters for
drug-containing systems calculated when the drug was present in the hydropho-

bic phase of the bilayer.

Table 3.1 shows that there is no correlation between the lipid chain mobility and

KA, which indicates that the �exibility in the head group region could be the link

between them. I should note here that a similar study conducted on the local

anesthetic articaine in a DMPC bilayer found higher order parameter values for

the neutral form of the molecule, similar to propofol in the DPPC bilayer.148 The

di�erences observed for articaine are larger, which is most likely due to the higher

concentration of drug molecules inserted into the bilayer.
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3.2.2.5 Hydrogen bonds

Hydrogen bonds were observed between the drug molecules and water, and propo-

fol was also seen to form hydrogen bonds with the head groups of both membrane

systems. The conditions used to determine if a hydrogen bond was formed were

set by a bond distance of 2.5 Å between the donor hydrogen and the acceptor

atom with a maximum angle of 30◦ between the donor hydrogen and the acceptor

hydrogen vectors.149

Figure 3.6: Hydrogen-bond plots of (a) propofol-to-water, (b) fentanyl-to-
water, (c) propofol-to-lipid head groups; and (d) snapshot of fentanyl binding to
water within the hydrophobic phase. Hydrogen bond distance is shown in panel

in Angstroms (d).

Figure 3.6 A shows that the pattern of hydrogen bonding to water is similar

in both membrane systems. Hydrogen bonds were mostly formed between the

hydrogen of the propofol hydroxyl group and the oxygen of the water molecules.

During the simulations, the conformation allowed the hydrogen from another water

molecule to coordinate with the propofol hydroxyl oxygen. The average number

of hydrogen bonds formed per frame was similar for DOPC (0.120) and DPPC
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(0.119). Figure 3.6 B shows the hydrogen bonding pattern for fentanyl in both

bilayers. Hydrogen bonds are formed faster within the DPPC bilayer as this is

the most �uid membrane (Table 3.1) which allows the drug molecule to move

faster toward the interface with water and hence form hydrogen bonds. Fentanyl

has two extra hydrogen bonding sites, i.e., carbonyl oxygen and both nitrogens,

compared to propofol that has only the hydroxyl oxygen site, which explains the

di�erent number of hydrogen bonds formed. Fentanyl forms bonds between both

the carbonyl oxygen and the neighbouring nitrogen to water hydrogen. No bonds

are formed to the piperidine nitrogen due to steric hindrance and the conformation

adopted by fentanyl. A similar number of hydrogen bonds per frame in DOPC

(0.758) and DPPC (0.715) were calculated for fentanyl. From Figure 3.6 C, it

can be seen that propofol forms hydrogen bonds to the lipid head groups in both

DOPC and DPPC, which fentanyl is unable to do. The carbonyl oxygen of the

sn-1 chain is favoured in both lipids over the sn-2 chain, due to the conformation

that the head group adopts throughout the simulations, which makes it better

accessible for bonding. Figure 3.6 D shows a snapshot from the simulation of

DOPC, where I noted a number of water molecules entering the hydrophobic

bilayer core and forming "anchoring" hydrogen bonds to fentanyl. This behaviour

was observed in both bilayers but to a greater extent in the DOPC membrane.

This phenomenon was not seen with propofol, which could explain the higher

membrane mobility compared to fentanyl. Table 3.2 shows the average number of

Lipid Drug Average bond per frame

DOPC none 464.9
fentanyl 481.3
propofol 467.8

DPPC none 396.4
fentanyl 397.5
propofol 399.4

Table 3.2: Number of hydrogen bonds formed between lipid head groups and
water

hydrogen bonds per frame between lipid head groups and water molecules, which

is used as a means to assess the e�ect of the drug molecules on the ability of the

head groups to form hydrogen bonds to the surrounding aqueous environment. In
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the DPPC bilayer containing either of the two drug molecules, very little change

in the number of hydrogen bonds between the head groups and water compared

to the pure bilayer was observed. The results for the DOPC system show a clear

increase in the number of hydrogen bonds formed in the presence of fentanyl. This

observation can be explained by the disruptions caused by fentanyl in the head

group region (Figure 3.7), which can accommodate more water molecules at the

interface, thereby increasing the potential for hydrogen bonding. These results

highlight the di�erent behaviour observed in the two di�erent PC lipid bilayers

despite their close structural similarity.

Figure 3.7: Multiple water molecules moving through the DOPC lipid head
group into the hydrophobic phase of the bilayer. Lipid head group is shown
as yellow sticks, lipid tails are shown as grey sticks, phosphorous atom of the
phosphate group is shown as an orange sphere, water molecules within 5 Å of

fentanyl are shown as blue spheres, and fentanyl is shown as sticks.
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3.2.2.6 Radial distribution function

To further understand the distribution of water and the drug molecule around the

bilayer, radial distribution function (RDF) analysis was carried out. Figure 3.8

shows the RDF plots for the oxygen atom of water around the phosphorous of the

lipid head group. From the insets of each graph, it can be seen that when fentanyl

is present in the membrane there is a higher density of water molecules around

the phosphate group of the lipid head group. This di�erence is slightly larger

in the DOPC membrane, which agrees with the observation that fentanyl causes

more water molecules to penetrate the head groups and enter the hydrophobic

phase. RDFs were also computed for the atoms in each drug molecule, which

exhibited hydrogen bonding to water and, in the case of propofol, the lipid head

groups themselves. Figure 3.9 A shows that water is more concentrated around the

carbonyl oxygen of fentanyl in DOPC, with an average hydrogen bond distance

to water of 1.75 Å. The peak for the oxygen-to-oxygen density is a further 1 Å

away, which indicates the length of the O-H bond in the water molecule. Figure

3.9 B shows the same trend for DPPC as for DOPC, although the densities for

N to H and N to O are close, with the O-to-O density slightly higher by 0.05.

Figure 3.9 C shows the dominance of hydrogen bonding between propofol and the

head group region. The conformation of the head group in DOPC increases the

sn-1 lipid chain in such a way that it is better accessible to form hydrogen bonds

to propofol. A higher density was found for sn-1 and sn-2 in DPPC due to the

di�erences in chain mobility between between the two systems; see Figure 3.9 D.

A sharp shoulder peak is observed at 1.95 Å in the propofol DPPC system, which

is due to hydrogen bonds forming at di�erent distances.
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Figure 3.8: Radial distribution function plots of (a) water oxygen to phospho-
rous of DOPC and (b) DPPC lipid bilayers. The insets show the increase in

density caused by the addition of the drug molecules.

Figure 3.9: Radial distribution function plots of (a) fentanyl hydrogen bonding
atoms to water hydrogen and oxygen in DOPC; (b) fentanyl hydrogen bonding
atoms to water hydrogen and oxygen in DPPC; (c) propofol hydroxyl hydrogen
to water hydrogen and oxygen, and sn-1 and sn-2 carbonyl oxygen in DOPC;
and (d) propofol hydroxyl hydrogen to water hydrogen and oxygen, and sn-1

and sn-2 carbonyl oxygen in DPPC.
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3.3 Clinical concentration simulations

The single drug-bilayer simulations allowed me to study the di�erence in the mem-

brane mobility, positioning and strucutral changes that these drug molecules can

exert and the di�erences between them. The changes in bulk membrane structure

observed with a single molecule are small, and it is likely that these results are

not statistically signi�cant as calculations were largely performed on all of the

lipids in the bilayer. In reality these concentrations are far below what would be

used in general surgical applications so to obtain more realistic information on the

interactions between these drug molecules and the membranes, and each other, I

have conducted simulations at the drug concentrations commonly used in real life

applications.

These simulations allow a more complete look at how these drug molecules alter

the strucutral properties of these bilayer systems and how the drug molecules

interact with each other in this environment.

3.3.1 Simulation set up

The set up for these simulations is the same as that described in section 3.2.1. The

only di�erence is the number of drug molecules present in the system. The concen-

trations of these drug molecules in surgical applications in 7.1 µM for propofol150

and 1.0 µM for fentanyl,151 corresponds to 36 and 4 molecules respectively.

Calculations based on certain simplifying assumptions give the rough estimates

for the number of drug molecules in a bilayer system of this size.152,153 7.1 µM and

1.0 µM give approximately 28 mol% and 4 mol% for propofol and fentanyl in a

lipid membrane. The workings are as follows for propofol:

� An average person weighs 70kg so the body has volume 70 litres

� Drug does 7.1 µM Number of drug molecules = NA x 7.1 x 10−6 x 70 = 2.8

x 1020
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� Conservative estimate of 1 x 1012 cells

� Therefore 2.8 x 1020 / 1 x 1012 = 2.8 x 108 drugs per cell

� There are an estimated 1 x 109 lipid molecules per cell154

� This results in a drug:lipid ratio of 2.8 x 108 : 1 x 109 = 28%

� This corresponds to approximately 36 molecules in a 128 lipid patch

The drug molecules were inserted randomly into the water phase of each system

using a custom python script. The drug molecules were restrained with a force

constant of 10 kcal/mol Å2 during the equilibration procedure to allow the solvent

to equilibrate around the drugs, any overlapping water molecules that remained

after this were removed. The simulation procedure remained the same as that

described in section 3.2.1.

3.3.2 Clinical concentration simulation results

The drug molecules immediately began to di�use into the membrane interior from

the aqueous phase. Figure 3.10 shows the �nal positions of the drug molecules

within the membrane interior, the positioning was almost identical in DOPC and

DPPC so only one system is shown.
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Figure 3.10: End states of propofol (left) and fentanyl (right) in the lipid
bilayers. Phosphorous atoms are shown as orange spheres, lipid head groups are
shown as yellow sticks, lipid tails are shown as grey sticks, and drug molecules

are shown as VdW spheres.

3.3.2.1 Electron density pro�les

The average positions of the drug molecules during the simulations were calcu-

lated with decomposed electron density pro�les which were computed with CPP-

TRAJ.132 These pro�les (Figure 3.11) were constructed for each drug in each

bilayer using an average over all replicates. Both drug molecules were located

predominately under the lipid head groups in the hydrophobic phase. This obser-

vation is consistent with was has been observed for other anesthetic drugs, such

as alcohols,155 benzocaine,156 and halothane.157 The two drug molecules prefer

slightly di�erent depths within the bilayers, with propofol having a density maxi-

mum at approximately 10.3 Å from the bilayer center in both DOPC and DPPC,

while fentanyl has a density maximum at approximately 9.1 Å in DPPC and 10.3

Å in DOPC. The density for fentanyl in both bilayers is higher than that for

propofol in the center (0 Å), which indicates that the fentanyl molecules are able

to cross the bilayer on the timescale of the simulation, as the free energy is lower

in the center for fentanyl.
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Figure 3.11: Total and decomposed electron density plots for propofol in
DOPC (A) and DPPC (B), and fentanyl in DOPC (C) and DPPC (D). Contri-
butions from water, choline, phosphate (PO4), glycerol (Gly), carbonyl (COO),

methylene (CH2), unsaturated CH=CH, and terminal methyls (CH3).

3.3.2.2 Radial distribution function

To gain further insight into the hydration state and coordination of the drug

molecules and the probability distribution of the water molecules around the drugs

and the lipid head groups, RDFs of the water oxygen around the phosphate of

the lipid head group have been calculated for both drug molecules in both lipid

systems, as shown in Figure 3.12.
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Figure 3.12: Radial distribution functions of water oxygen around the phos-
phate of the DOPC and DPPC lipid head groups in the pure system (black),

propofol system (red), and fentanyl system (blue).

The RDF plots for the water oxygen around the phosphate group show similar

behaviour for both lipid systems, with the �rst minimum indicating the hydro-

gen bond between water and the phosphate oxygen. The RDFs for the systems

containing the drug molecules are considerably higher, which can be understood

from the density plots, which show that both drug molecules are mostly located

in the upper part of the lipid tail region and the ester group area. The presence of

the drug molecules creates a larger area per lipid in all systems (Table 3.3), which

allows more space in the head group region that can be �lled with additional wa-

ter molecules, thereby increasing the hydration at the head group/extracellular

region.
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System
AL

(Å2)

VL

(Å3)

KA

(m Nm−1)

DHH

(Å)

Dxy

(10−8 cm2s−1)

DOPC pure 70.1 ± 0.2 1274.2 ± 1.1 285.2 ± 19.7 37 ± 0.2 6.3

DPPC pure 62.9 ± 0.3 1175 ± 0.2 231.9 ± 22.7 37.8 ± 0.2 8.8

DOPC propofol 76.8 ± 0.4 1363.8 ± 2.3 666.7 ± 31.0 37.4 ± 0.3 5.8

DOPC fentanyl 71.0 ± 0.3 1283.4 ± 1.6 394.7 ± 15.9 37.25 ± 0.2 6.4

DPPC propofol 70.3 ± 0.4 1280 ± 0.9 312.1 ± 26.0 37.7 ± 0.4 6

DPPC fentanyl 66.0 ± 0.2 1242.2 ± 1.4 256.2 ± 14.0 37.6 ± 0.3 6.4

Table 3.3: Averaged strucutral properties of pure and clinical concentration
systems, where area per lipid = (AL), volume per lipid = (VL), isothermal area
compressibility modulus = (KA), bilayer thickness = (DHH) and lateral lipid

di�usion coe�cient = (Dxy)

3.3.2.3 Ordering and dynamics

To understand how these drug molecules alter the membrane ordering and dy-

namics at clinical concentrations the head group tilt angles were calculated, SCD

order parameters (Figure 3.13), and lipid lateral di�usion coe�cients (Table 3.3).

Order parameter plots show little to no changes when a single drug molecule is

incorporated into the system. But when clinical concentrations are used, far more

signi�cant changes to the chain dynamics are seen. The tilt angle of a phospholipid

head group is an important property because of the dipole moment associated with

the zwitterionic head group, which is involved in long-range electrostatics, which

can a�ect many bilayer properties.158 Drug molecules which are located within

or close to the head group region, may cause disruption of this angle, which was

observed for other anesthetic drugs like lidocaine159 and articaine.148 Table 3.4

shows the average calculated angles between the P-N head group vector and the

bilayer normal for the two pure reference systems and the clinical concentration

systems. Results were obtained using the MEMBPLUGIN tool141 for VMD. For

these calculations, all lipids were included as opposed to lipids located close to

each drug molecule due to the greater number of drugs in each system.
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System P-N vector angle (deg) Standard error (±)

Pure DOPC 66.88 2.30

Propofol DOPC 70.60 2.31

Fentanyl DOPC 70.14 2.30

Pure DPPC 69.0 2.40

Propofol DPPC 71.1 2.0

Fentanyl DPPC 70.02 2.4

Table 3.4: Average DOPC and DPPC angles between the P-N vector and the
normal of the bilayers for pure and drug-containing systems

The results presented in Table 3.4 show small in�uences from the drug molecules,

more so for propofol due to the increased number of molecules in the system com-

pared to fentanyl. Results for the single molecule simulations were almost identical

to those obtained for the pure systems. More signi�cant results were obtained for

the previously mentioned lidocaine and articaine studies159,148 in which decreases

of around 20◦ were seen due to the charged molecules located within the lipid head

group region, so the positively charged drug molecules caused signi�cant repulsions

with the head group choline groups outwards towards the aqueous phase. Both

propofol and fentanyl in my simulations are neutral, so they therefore reside in the

upper chain region close to the ester group and slightly deeper towards the mem-

brane center for fentanyl (Figure 3.11), so there are no charge-charge interactions

to signi�cantly alter the P-N vector. The increased hydration of the head groups

(Figure 3.12) can therefore be explained by the drug molecules causing separation

in the head group region, which is seen in the increase in the area per lipid, shown

in table 3.3, which allows water molecules to penetrate deeper into the head group

region where hydrogen bonds are formed to the drug molecules.

The calculated order parameters (Figure 3.13) shows that these drugs at clinical

concentrations have a signi�cant impact on the lipid chain dynamics. For DOPC-

containing propofol, an increase in KA can be seen, which suggests a rigid/sti�

bilayer, an increase in thickness, and a decrease in lipid lateral di�usion. The SCD

plot shows a higher-order parameter in the upper chain region for propofol, more
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apparent in the sn-1 chain, resulting from the propofol occupying this space, which

reduces the density of the lipid chains in this region causing them to straighten.

Figure 3.13: SCD order parameters for DOPC (top) and DPPC (bottom)
containing clinical concentrations of propofol and fentanyl

Similar results are seen for fentanyl, in which KA and DHH also increase but to a

smaller extent compared to the results for propofol. The di�usion calculated for

fentanyl in DOPC is almost identical to that of the pure system, which suggests

that the number of molecules present in the system is a crucial factor in lipid

lateral di�usion. The SCD order parameter for carbons 9 and 10 in both DOPC

systems show a signi�cant decrease; these carbons form the double bond in the

DOPC lipid chain, which is a region where the drug molecules do not spend any

notable time. I suggest that this decrease in order is due to the positioning of the

drug molecules near the ester groups, which disrupts the conventional packing of

the lipid chains. For the DPPC systems, similar trends are seen in KA, DHH and

Dxy compared to the DOPC systems. The upper region of the carbon chains in

which propofol resides has an increased order parameter, which suggests sti�ening

of that region, as seen in the KA value and lower di�usion coe�cients. For fentanyl,
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lower order parameters for carbon 6 onwards in both the sn-1 and sn-2 chains are

seen, suggesting higher chain mobility in this area, but this is not what is seen in

the di�usion coe�cient, which shows a decrease in membrane �uidity.

3.4 Conclusion

In this chapter, I have utilised fully atomistic molecular dynamics simulations to

model the physical and mechanical properties of pure and drug-containing lipid

bilayers. Propofol and fentanyl show similar trends in the way that they alter the

general properties of both DOPC and DPPC. I determined that propofol prefers to

for hydrogen bonds with the carbonyl oxygens of the lipid head groups, especially

with the sn-1 chain in both model membranes due to the chain orientation. Fen-

tanyl orientates itself parallel to the head groups at the interface, where it forms

hydrogen bonds with water, which are possible as a result of the disruption caused

in the head group region due to the presence and positioning of fentanyl. Hydrogen

bonding analysis showed an increase in water molecules within the head group re-

gion, most noticeably in the DOPC membrane. The calculated radial distribution

functions also showed a higher density of water molecules around the phosphate

group when fentanyl was present and to a lesser extent for propofol. The simula-

tions involving the clinical concentrations of propofol and fentanyl show in detail

that these drugs can cause signi�cant perturbations to the membrane structure.

At these concentrations, both drugs were shown to cause increased hydration of

the lipid head groups, sti�ening of the acyl chains, and hence a decrease in the

membrane �uidity. The resulting strucutral defects from my simulations could

provide the basis for investigations into the indirect modulation of membrane pro-

tein function by both of these drugs, which are the main components of total

intravenous anesthesia.
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Interactions of fentanyl and propofol

at the Gloeobacter violaceus ion

channel

In this chapter, studies into the interactions of fentanyl with the Gloeobacter vio-

laceus ion channel have been investigated using molecular dynamics simulations in

combination with e�cient end-state free energy calculations. It was found that fen-

tanyl occupied a site approximately 9 Å below the orthosteric agonist-binding site

in the extracellular domain, which is similar to the site occupied by the anesthet-

ic/analgesic drug, ketamine. With fentanyl in this site structural rearrangements

are seen in the transmembrane domain which lead to a closed conformation of the

channel. Work describing this has been published as Faulkner et al.2 Studies into

the interaction of both fentanyl and propofol at this channel to determine whether

the combination of these drugs altered their binding sites or pathways which will

lead to a greater understanding of how fentanyl potentiates the e�ect of propo-

fol. To investigate these interactions classical �ooding style MD simulations were

utilised with gaussian accelerated MD simulations. It was found that propofol

bound within the transmembrane pore by an extracellular binding pathway, and

fentanyl stabilised propofol in an extracellular binding site.

75
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4.1 Modulation of the Gloeobacter violaceus ion

channel by fentanyl

4.1.1 Introduction

The identi�cation of opioid molecules, such as morphine and fentanyl, which

cause desensitization to painful stimuli by acting upon G-protein-coupled receptors

(GPCRs), has allowed great advances in modern medicine and invasive surgery.

Other uses have also been identi�ed for opioids such as fentanyl, i.e. in the po-

tentiation of the general anesthetic propofol and as the main anesthetic compo-

nent.160,161 However, the mechanism of the anesthetic action of opioids remains

unclear. Here, target ion channels have been investigated, speci�cally the Cys-

loop family of pentameric ligand-gated ion channels (pLGIC). These proteins are

sensitive to neurotransmitters from the pre synaptic axon terminal and are hence

major drug targets.162 Anesthetics are known to modulate both cation and anion-

permeable channels, such as the gamma-butyric acid type A (GABAA) and nico-

tinic acetylcholine (nAChRs) receptors,163,164 but high resolution structures of

eukaryotic receptors have proved challenging to obtain. Crystal structures of the

bacterial homologue (GLIC) have been obtained at reasonably high resolutions (2.4

� 4 Å),165 which allows a valuable opportunity to study the modulation of pLGIC

at the atomic level. This family of ion channels was chosen based on evidence from

other studies, that show an �anesthetic binding pocket� which general anesthetics

have been shown to occupy.166,72 The analgesic/anesthetic drug ketamine has also

been shown to bind to the GLIC structure78 in a di�erent, extracellular binding

site compared to general anesthetics.
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Figure 4.1: (A) Chemical structure of fentanyl. (B) Graphical representa-
tion of the transmembrane α helical domains showing the 5 symmetric subunits
and the ion conducting M2 helices (red). (C) GLIC structure highlighting the

fentanyl binding site in the extracellular domain (red sphere).

Figure 4.1 shows the structure of fentanyl and the transmembrane domain (TMD)

of the GLIC. The TMD consists of four α-helices which span the entirety of the

cell membrane (M1 � M4) in which the GLIC is embedded. The M2 α-helices

are oriented towards the center of the pore which forms the ion-conducting, fully

hydrated channel in the open state. The evidence of anesthetics interacting with

and modulating these channels73,167,75 provides an excellent starting point for the

exploration of the anesthetic properties of fentanyl and how it can potentiate other

general anesthetics. The GLIC open state structure at atomic resolution (2.4 Å)

published by Sauguet et al165 and the previous simulation studies of anesthetics

interacting with ion channels71,77,168 provide us with the opportunity to compare

the e�ect of fentanyl on a GLIC structure with the binding and modulation of the

channel by general anesthetics. I employed molecular dynamics (MD) simulations

and e�cient end-state free energy calculations to probe the interactions between

fentanyl and the GLIC. My simulations reveal that fentanyl occupies multiple
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extracellular binding sites similar to those observed for ketamine,78 which lead

to conformational changes within the M2 helix domain, causing pore closure and

dehydration resulting in a non-conductive state.

4.1.2 Methods and theory

General simulation protocol

All simulations were carried out with the CUDA enabled Amber16 package.128

The �14SB force�eld108 was used to describe the protein, the lipid14 force�eld109

was used to describe the DOPC lipids and the GAFF2 force�eld110 was used to

describe the fentanyl molecules. The TIP3P water model107 was used to describe

the explicit waters. A constant pressure of 1.0 atm was maintained using the

anisotropic Berendsen method with a pressure relaxation time of 1.0 ps. The tem-

perature was maintained at 310 K using the Langevin thermostat with a collision

frequency of γ = 1.0 ps−1. Three dimensional periodic boundary conditions with

the usual minimum image convention were used. The SHAKE algorithm was used

to constrain covalent bonds to hydrogen, allowing the use of a 2 fs time step. Elec-

trostatic interactions were treated with the PME method using a cuto� of 10 Å.

Snapshots were taken every 10 frames for the MM-PBSA calculations. Secondary

structure calculations were performed with CPPTRAJ.132

System set up

The high resolution crystal structure of GLIC (PDB code 4HFI)165 was inserted

into a DOPC bilayer consisting of 157 lipids in the lower lea�et and 150 lipids in

the upper lea�et. The system was solvated with 150 mM NaCl aqueous solution

giving a system containing approximately 232,000 atoms and initial dimensions

of approximately 130 x 130 x 180 Å3. This set up was carried out using the

CHARMM-GUI webserver.126 Protonation states were assigned based on literature

values.64 Fentanyl systems were created from the equilibrated pure system before

production. Fentanyl molecules were added to the solvent phase using the gmx

insert-molecules tool included with the Gromacs 2018.2 package.
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System equilibration

The systems were minimised initially for 10000 steps with the steepest decent

method and then 10000 steps with the conjugate gradient method. Heating was

conducted in two stages, stage 1 involved heating the system to 100 K in the

NVT ensemble with the protein and lipids restrained with a force constant of 10.0

kcal/mol Å2. Stage 2 involved heating the system slowly to 303 K in the NPT

ensemble again with the protein and lipids restrained with a force constant of 10.0

kcal/mol Å2. Equilibration runs were performed by carrying out 10 individual

500 ps simulations, each with harmonic restraints on the protein and lipids which

decreased by 1 kcal/mol Å2 each simulation. Fully unrestrained production runs

were carried out for 500 ns.

Simulations under applied electric �eld

To assess the ion conduction of the pure and fentanyl-bound GLIC systems, I

carried out three separate simulations on each system at three di�erent trans-

membrane potentials (100 mV, 270 mV and 510 mV) for 200 ns each, totalling

1.2 µs of simulation time under the electric �eld. The �eld was applied in the

z-direction using the efz variable in the amber input �le. High transmembrane

potentials were used for computational e�ciency. The equilibrated pure system

was used as the starting structure for the pure simulations and the structure used

for the fentanyl-bound system was taken after fentanyl had entered its binding

pocket. Transmembrane potentials were chosen based on typical transmembrane

voltages experienced physiologically (∼ 100 mV),169,170 voltage-clamp and compu-

tational electrophysiology studies on membrane proteins (270 mV)171,172 and for

computational e�ciency (500 mV).173,174

MM-PBSA theory

Molecular Mechanics Poisson-Boltzmann Surface Area (MM-PBSA) calculations

are post-processing end-state method used to calculate free energies of molecules

in solution. There are several methods which have been developed to calculate

free energies, the most theoretically rigorous methods are alchemical perturbation
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(AP) methods which consist of Free Energy Perturbation175 and Thermodynamic

integration.176 These methods, although thorough, are highly computationally de-

manding and become increasingly expensive as system size increases. End-state

methods have been introduced to reduce the computational cost of free energy

calculations by removing the need for simulating non-physical intermediate states

which is required in AP methods. The cost is further reduced by replacing the

explicit solvent environment with the use of implicit models like the Poisson-

Boltzmann model. As a result, these methods have been extensively used in com-

putational drug binding studies.177,178

These calculations are used for calculating the binding free energy in receptor-

ligand complexes, shown as a thermodynamic cycle in Figure 4.2.

Figure 4.2: Thermodynamic cycle for binding free energy calculations for a
protein-ligand complex. Solvated systems are shown in blue boxes and gas phase

systems are shown in white boxes

Binding free energies are calculated by subtracting the free energies of the unbound

receptor and ligand from the free energy of the bound complex:

∆Gbinding,solvated = ∆Gcomplex,solvated − [∆Greceptor,solvated + ∆Gligand,solvated] (4.1)
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The free energy change associated with each term on the right hand side of equation

4.1 is estimated according to equation 4.2:

∆Gsolvated = Egas + ∆Gsolvation − TSsolute (4.2)

∆Gsolvation represents the true free energy as the solvent has been averaged as an

implicit solvent model was used. The gas-phase energies (Egas) are taken from the

molecular mechanical (MM) energies calculated from the force�eld, while solvation

free energies (∆Gsolvation) are obtained from the implicit solvent model and the

entropic contribution (S) is estimated using the quasi-harmonic approximation.

The free energy of solvation is further decomposed as the sum of non polar and

electrostatic contributions.

The energies described in the above equations are single point energies of the

system, however, end-state calculations estimate these energies according to aver-

ages from an ensemble of structures generated from MD simulations in my case.

Equation 4.2 can be expressed in terms of averages which yields equation 4.3:

∆Gsolvated
∼= 〈Egas〉+ 〈∆Gsolvation〉 − T 〈Ssolute〉 (4.3)

=
1

N

N∑
i=1

Ei,gas +
1

N

N∑
i=1

∆Gi,solvation −
T

N

N∑
i=1

Si,solute

where i is the index of a particular frame and N is the total number of frames

analysed.

In my studies, all ensembles were extracted from a single MD trajectory of the

bound complex which is referred to as the single trajectory protocol (STP). Sep-

arate simulations can be used for each state which is referred to as the multiple

trajectory protocol (MTP). The STP method is less computationally expensive

due to only one trajectory being required to generate all ensembles. Additionally,

the internal potential terms cancel exactly in STP due to the conformations in the

bound and unbound states are the same, which leads to lower �uctuations and

faster convergence. The MTP method has been shown to be much less accurate

than the STP method179,180 which was selected for this work.
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4.1.3 Results and discussion

I initially performed three separate 500 ns MD simulations on the pure GLIC

structure inserted into a 1,2-Dioleoyl-sn-glycero-3-phosphocholine (DOPC) lipid

bilayer165 as reference, followed by three 500 ns simulations in which four fentanyl

molecules were added to the simulation box in each system, where the equilibrated

pure GLIC system before its production run was used as the starting structure.

From the pure GLIC simulation, root mean squared deviations (RMSDs) were

calculated to assess whether the protein structure was stable within the membrane

and the RMSD was also calculated for the fentanyl systems (Table 4.1).

System Structure RMSD (Å)

Pure Protein 2.34 ± 0.21

TMD S1 1.19 ± 0.21

TMD S2 1.25 ± 0.22

TMD S3 1.40 ± 0.23

TMD S4 1.11 ± 0.17

TMD S5 1.07 ± 0.22

Fentanyl Protein 2.17 ± 0.36

TMD S1 1.55 ± 0.40

TMD S2 1.80 ± 0.30

TMD S3 1.37 ± 0.28

TMD S4 1.81 ± 0.38

TMD S5 1.47 ± 0.28

Table 4.1: Root mean squared deviations for the back bone carbon atoms of
the whole GLIC structure and each transmembrane domain (TMD) for the pure

and fentanyl containing systems

Several binding sites were identi�ed and molecular mechanics Poisson�Boltzmann

surface area (MM-PBSA)181 calculations were performed to assess the strength of

binding at each site. Figure 4.3 shows the residues in the fentanyl binding site

which has a calculated binding free energy of -27.35 ± 0.06 kcal/mol. The fentanyl
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molecule showing the strongest binding energy initially interacts with the hairpin

loop located at the top of the extracellular domain for ∼ 20 ns before di�using into

the channel, where it then enters the binding pocket. Fentanyl was neutral in these

simulations, but it is possible that the piperidine ring nitrogen could be proto-

nated, which raises the possibility of cation-pi interactions with aromatic residues

which could alter the binding strength in the pocket. The energy value obtained

for fentanyl using this methodology is comparable to results obtained for other

ligands binding to pLGICs, such as the neurotransmitter gamma-aminobutyric

acid,182 the antidepressant drug vortioxetine,183 general anesthetics184 and ben-

zodiazepines.185 This agreement shows that the calculated energy for fentanyl are

of sensible magnitude compared to those determined for other pLGIC ligands.

It should be noted here that due to approximations used within the MM-PBSA

methodology, and no fast way of calculating accurate solute entropies, MM-PBSA

often overestimates binding energies (systematically more negative than exper-

iments).186�189 For strong binders we would expect a binding energy of ∼ - 10

kcal/mol in reality so we see a signi�cant overestimation in the binding strength

of fentanyl. However, the MM-PBSA method is still useful in calculating relative

binding free energies for a series of ligands at a target protein, and the result ob-

tained for fentanyl is comparable to that of other drugs which have been shown

to bind to this channel.
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Figure 4.3: Detailed view of fentanyl binding in its intersubunit extracellu-
lar site. Fentanyl is shown in VdW sphere representation, strongest binding
residues shown in licorice representation and additional residues shown in stick

representation

This binding pocket is situated between two subunits in the extracellular domain

above the lipid head group region. Fentanyl initiates binding at ∼ 40 ns in one

simulation, and at ∼ 50 ns in another, they both remain within the binding site

for the rest of the simulation time, totalling 460 ns and 450 ns of binding time

respectively, with little structural deviations to the binding conformation (RMSD

1.7±0.8 Å with respect to the initial binding pose adopted by fentanyl after binding

at ∼ 40 ns), indicating that this is a very stable binding site. Secondary structure

calculations show that there is no appreciable change in the secondary structure of

the binding pocket before or after fentanyl binding. Root mean squared �uctuation

calculations for the two subunits which form the binding site show that fentanyl

causes an increased �uctuation in S5, but stabilises loop C, which forms the top

of the binding site (Figure 4.4). At the other binding sites, fentanyl dissociated

and di�used into the membrane domain where it remained for the rest of the

simulations.
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Figure 4.4: RMSF plots for S4 and S5 which fentanyl binds in between, loop
C (blue) shown in insert

To assess the e�ects of the binding on the function of the GLIC, I computed the

change in the number of pore water molecules, using an in house python script

utilising the MDAnalysis python toolkit.190 Pore water molecules were identi�ed

as those which occupied the M2 pore from 245-Asn residues at the top of each he-

lix to 222-Glu residues at the bottom (slightly above the bulk water phase). Note

that the pore is fully solvated in the pure GLIC systems. In the fentanyl-bound

systems, de-wetting in the 240-Ile to 233-Ile hydrophobic gate region was observed.

The remaining water molecules in the M2 pore in the fentanyl-bound systems are

located above (245-Asn to 240-Ile) and below (233-Ile to 222-Glu) the hydrophobic

gate. Full dehydration of the hydrophobic gate region was observed visually using

VMD.133 This methodology has previously been used to analyse hydrophobic gate

formation in other channel proteins.191 The analysis of the pure system con�rmed

that the channel was in the open state (Figure 4.5). To identify visually the for-

mation of the hydrophobic gate, VMD133 was used to identify the gating residues.

From this information, I was able to identify residues 233-Ile and 240-Ile as the

residues forming the hydrophobic gate and causing dehydration of the M2 pore,

which is consistent with the GLIC hydrophobic gating residues identi�ed from
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other studies.166,192,193 This gating mechanism is similar to that for acetylcholine

receptors which rely on M2 helix rotations to control ion conduction.194

Figure 4.5: Plot highlighting the change in the number of pore water molecules
within the M2 helix channel pore when fentanyl is bound

The analysis performed shows clearly the formation of a hydrophobic gate within

the pore that is consistent with that observed for general anesthetics. In addition,

the M2 pore radius of the pure simulation is less contracted than that of the fen-

tanyl system, but instead resembles the open state of the crystal structure (Figure

4.6). As this change of state observed in the fentanyl simulation is not observed

within the control simulation, I suggest that the hydrophobic gate formation is

caused by the binding of the fentanyl molecule at ∼ 40 ns. It should be noted that

the GLIC structure is determined to be in the open state based on the pore radius

at the 233-Ile and 240-Ile gating region. In the pro�les shown in Figure 4.6 there

is an apparent constriction at the cytosol interface which is due to glutamic acid

residues. In the crystal structure which was solved at pH 4.0, the 221-Glu residues

from each subunit are in close contact with each other which blocks intracellular

entry of the pore. Due to the low pH, the carboxylic groups will likely be partially

protonated. In the simulations performed here, the unprotonated side chains can
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repel each other and �ip conformations rapidly. I should also note that ELIC and

nAChR also have Glu residues at this region which are believed to account for

favourable cation conduction in pLGICs.195,192

Figure 4.6: (A) M2 pore radius calculations for the pure/control and fen-
tanyl simulations averaged over the trajectories. The grey box represents the
hydrophobic gate region. Calculations performed using the HOLE program. (B)

Gate region shown in the channel pore

To determine if the formation of the hydrophobic gate inhibited ion conduction

through the channel, I have performed several applied electric �eld simulations.

Ion conduction was observed in the pure GLIC system after∼ 60 ns at a transmem-

brane voltage of 270 mV, but no conduction was observed in the fentanyl-bound

system, in which ions remained above the hydrophobic gate residues (Figure 4.7).

Fentanyl remained bound throughout all of these simulations at all voltages, this

observation is further evidence of fentanyls a�nity for this intersubunit extracel-

lular site. Transmembrane voltages up to 510 mV were used to increase compu-

tational e�ciency, although this does not represent the transmembrane potential

in a human neuronal cell membrane, the higher potentials allow ion conduction to

be observed at computationally relevant timescales.
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Figure 4.7: Top three images represent pure GLIC system under applied trans-
membrane voltage of 270 mV. Sodium ion shown in blue, hydrophobic gate
residues shown in licorice representation. Bottom three images represent fen-
tanyl bound system under applied transmembrane voltage of 270 mV. Fentanyl

shown in red spheres.

The conformational change within the TMD associated with anesthetic binding

is a ∼ 10o tilt in the upper region of the M2 helix, causing an �iris-like� contrac-

tion.166,192,196 To analyse the e�ect of fentanyl binding on the geometry of the

M2 helix, I employed the TRAJELIX197 module as incorporated in the Simulaid

analysis program,198 and the Bendix199 plugin for VMD. I used this methodology

to calculate the global helix x, y and z tilt angles; turn angle per residue; local

helix tilt; helix rotation; and angle of curvature for each M2 transmembrane helix

over the course of the 500 ns trajectories. Figure 4.8 shows the helix rotation

for one of the �ve M2 helices, as they were all relatively similar. I consistently

observed a rotation of 10º with a small degree of local helix tilting, which suggests

a di�erent method of pore contraction to that observed in binding general anes-

thetics.166,192,196From the curvature analysis I observed that the general trend for

the pure system is perturbed by fentanyl binding. The most noticeable increase
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in curvature is observed in the �rst 10 residues of the helix which include the

hydrophobic gate region.

Figure 4.8: (A) Dial plot indicating the helix rotation of the S3 M2 helix in
the pure GLIC system. (B) Dial plot indicating the helix rotation of the S3 M2
helix in the fentanyl-bound system. (C) Overlapped structures of the M2 TMD,
with green indicating an open channel (fentanyl not bound) and red indicating a
closed channel (fentanyl bound), Ile gating residues shown in stick representation
(rendered with UCSF Chimera). (D-E) Helix curvature plots for fentanyl (D)

and pure (E) simulations, where each line represents one subunit.

Although a full signalling pathway or mechanism of action for neurotransmitter

and drug action on pLGICs still re-mains unclear, several studies have proposed

conformational changes of certain regions of the channels. Salt bridge perturbation

has been shown to be signi�cant in the gating process for nicotinic and GABA

receptors, as well as GLIC.200,201 In the fentanyl-bound simulations, I computed

the distance between the center of mass (COM) of the 32-Asp and 192-Arg salt

bridge, which was shown to break after fentanyl binding. Loop C was also sta-

bilised in the simulations (Figure 4.4), which is also seen in various pLGIC ligand

studies where loop C is stabilised in structurally di�erent conformations.
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From this analysis I can hypothesize that the di�erence in helix conformational

change is due to the extracellular binding site, which has no direct interaction

with the helices themselves. In contrast, the anesthetic binding site, which is

either in between TMD sub-units or within the four helices of the sub-units them-

selves,202�204 does have direct interaction with the M2 pore helices, possibly caus-

ing the larger degree of tilting that has been observed previously. I should note

here that a 2.99 Å crystal structure has been obtained, which shows the anes-

thetic/analgesic drug ketamine binding to a GLIC structure with binding sites

situated between extracellular subunits,72 which is consistent with the observa-

tions for fentanyl. Fentanyl remains deeper in the intersubunit site compared to

ketamine, most likely due to the size of the fentanyl molecule. Although, during

my simulations, fentanyl was seen to interact with 154-Asp which is the residue

which contributes to the stabilisation of ketamine. Ketamine is similar to fen-

tanyl in that it can act as both analgesic and anesthetic,205,206 which suggests that

these molecules may have independent binding sites, compared to those of general

anesthetics, in the context of the GLIC structure.

4.1.4 Conclusion

In conclusion, I have presented a novel binding site for the opioid analgesic/anes-

thetic fentanyl, which, to the best of my knowledge, is the �rst evidence provided

of fentanyl interacting with and modulating the conductance state of GLIC. My

simulations have shown that fentanyl binding induces the closure of the helix pore

by causing helix rotation and curvature with minimal tilting, leading to the 233-Ile

and 240-Ile residues forming a hydrophobic gate blocking the pore conductance,

which is similar behaviour to that identi�ed for general anesthetics. However, with

the use of the TRAJELIX module I was able to identify a rotational motion of the

helices which is not observed for anesthetic binding. Discovery of this modulation

of GLIC by fentanyl should stimulate further investigations at an atomic level

into the role of opioid analgesics in general anesthesia to provide a more complete

description of the mechanisms of general anesthesia.
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4.2 Interactions between propofol and fentanyl at

the Gloeobacter violaceus ion channel

4.2.1 Introduction

As stated in Section 4.1.1, the GLIC channel is a pentameric ligand gated ion

channel which is responsible for converting synaptic chemical signals into electri-

cal impulses within the peripheral and central nervous systems and as such they

are a target for general anesthetics. Propofol has already been shown to bind and

modulate the function of this channel,203,72 along with several other anesthetic

molecules (ethanol,165 ketamine,78 des�urane,72 and halothane75) which bind to

the extracellular and transmembrane domains of the protein structure. These

discoveries have provided the strongest evidence thus far that anesthetics exert

their main function by modulating the activity of these ion channels. My previous

work has shown that the opioid analgesic/anesthetic fentanyl can also bind to and

modulate the function of this channel.2 Fentanyl is an extremely interesting drug

as it can be used as a highly e�ective analgesic, an adjunct to general anesthesia

or as the primary anesthetic. Fentanyl has also been shown to potentiate the ef-

fect of propofol when both drugs are used in combination to induce and maintain

anesthesia.116,207,208 But knowledge of the speci�c interactions between propofol

and fentanyl at the molecular level is severely lacking. Understanding the inter-

actions between these drugs at their site of action, however, could lead to further

development of safer and more e�cient anesthetic drugs which will reduce the risk

of anesthesia- related complications and help uncover the mechanisms behind this

phenomenon.

In this study I have utilised extensive enhanced sampling molecular dynamics

techniques, namely conformational �ooding and Gaussian accelerated molecular

dynamics (GaMD), to probe the interactions between propofol and fentanyl at

the GLIC channel. The theory behind these methods are discussed in the coming

sections along with the simulation methodology used. This is the �rst time that
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MD simulations and enhanced sampling methods have been used to study the

explicit interactions between these two drug molecules and this has allowed us to

identify multiple sites in GLIC where both molecules appear to act together and

alter the protein structure and function. The paper that arose from this study can

be found here.209

4.2.2 Methods and theory

4.2.2.1 System preparation and MD simulation methodology

All systems used for the MD simulations were based on the high-resolution open-

state crystal structure (PDB: 4HFI) of GLIC.165 The structure was embedded in

a DOPC lipid bilayer and fully hydrated with TIP3P water molecules210 using

the CHARMM-GUI web server126 and data from the orientation of proteins in

membranes (OPM) database.211 DOPC was chosen as the lipid component as it

has been previously used by the publishers of the crystal structure.165 Each system

has the approximate dimensions of 128 x 130 x 180 Å where the z-axis is normal to

the bilayer, and contains 1 GLIC, 307 lipid molecules, and approximately 54,000

water molecules. Sodium and chloride ions were added to give a 150 mM salt

concentration. 50 propofol and 10 fentanyl were added to the aqueous solution

for the �ooding and GaMD simulations. Each system contained approximately

230,000 atoms.

Protonation states of the ionisable residues of the protein were assigned based on

calculations performed by Bocquet et al.64 Parameters and atomic point charges

for each drug molecule were assigned using the antechamber program from Amber-

Tools and the General Amber ForceField (GAFF)110 for small organic molecules.

All MD simulations were performed using the CUDA enabled Amber16 molecular

dynamics package.127 The �14SB force�eld108 was used for the protein, solvent

and ions, the lipid14 force�eld109 was used for the lipids and the GAFF2 force-

�eld110 was used for the drug molecules. The systems were energy minimised for

20,000 steps (10,000 steepest descent then 10,000 conjugate gradient). Heating
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was conducted in two stages, where stage 1 involved heating the system to 100

K in the NVT ensemble with the protein, lipids and drug molecules restrained

with a force constant of 10.0 kcal/mol Å2. Stage 2 involved heating the system

slowly to 303 K in the NPT ensemble with the same force constant applied to

the protein, lipids and drug molecules. Equilibration was initially performed with

multiple 2 ns simulations where the lipid restraints were gradually reduced from

10 to 0 kcal/mol Å2 over 22 ns. The was then repeated while reducing restraints

on the protein backbone totalling another 22 ns. The unrestrained conformational

�ooding simulations were run for 1 µs and the GaMD simulations were run for

500 ns. Three repeats were carried out for each method. One simulation was

carried out on the pure GLIC structure as a control to determine if the system

was constructed correctly, which was run for 500 ns. All simulations were carried

out at a constant pressure of 1.0 atm, which was maintained using the anisotropic

Berendsen method with a pressure relaxation time of 1.0 ps. The temperature

was maintained at 303 K using the Langevin thermostat with a collision frequency

of γ = 1.0 ps−1. Three dimensional periodic boundary conditions with the usual

minimum image convention were used. The SHAKE algorithm was employed to

constrain covalent bonds to hydrogen, allowing the use of a 2 fs time step. Electro-

static interactions were treated with with the PME method using a cuto� of 10 Å.

Data analysis was carried out using VMD,133 CPPTRAJ132 and custom scripts.

UCSF Chimera212 was used to render images.

4.2.2.2 Flooding simulations

Simulation studies of the GLIC system in the past have mostly focused on the anes-

thetic binding site from the the published crystal structure,72 which often involve

docking the drug molecule within the observed site. However, this methodology

does not take into account the pathway of the drug molecule, or any other binding

sites that can be occupied. The �ooding methodology investigates the possibility

of of these alternative binding sites and pathways by implementing three inde-

pendent 1 µs �ooding simulations in which 50 propofol molecules and 10 fentanyl

molecules were added to the solvent phase randomly; this methodology is similar
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to other studies carried out on di�erent anesthetics.166,71 The drug molecules were

added to the system at random initial positions using the gmx insert-molecules

tool available with the GROMACS package.213 Propofol was used in excess in

my simulations to mimic the higher concentration of propofol used in the general

anesthesia process. I note that the ratio of opioid to anesthetic is higher here

than would be used clinically, but the goal of using a higher ratio is to increase the

probability of �nding a site of opioid-anesthetic interaction during the simulations.

The MD �ooding approach provides a dynamic, �exible and physical dock which

is a signi�cant advantage over traditional docking procedures.71,214

4.2.2.3 Gaussian accelerated molecular dynamics

GaMD is an accelerated MD method which allows unconstrained sampling and

accurate reconstruction of free energy pro�les, thereby allowing long timescale

events which would normally occur over hundreds of microseconds to milliseconds

to be investigated in more realistic simulation times.215,216 GaMD enhances the

conformational sampling of biomolecules by adding a harmonic boost potential to

smooth the system potential energy surface (Figure 4.9). Consider a system with

N atoms at positions ⇀
r = {⇀

r1,...,
⇀
rN}. When the system potential V(⇀r) is lower

than a threshold energy E, a boost potential is added as:

∆V (
⇀
r) =

1

2
k(E − V (

⇀
r))2, V (

⇀
r) < E, (4.4)

where k is the harmonic force constant. The modi�ed system potential, V*(⇀r) =

V(⇀r) + ∆ V(⇀r) is given by:

V ∗(
⇀
r) = V (

⇀
r) +

1

2
k(E − V (

⇀
r))2, V (

⇀
r) < E (4.5)

Otherwise, when the potential of the system is greater than the threshold energy,

i.e., V(⇀r) ≥ E, the boost potential is set to zero and V*(⇀r) = V(⇀r).
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Figure 4.9: Schematic illustration of GaMD. When the threshold energy E is
set to the maximum potential (E=Vmax), the systems potential energy surface
is smoothened by adding a harmonic boost potential that follows a Gaussian
distribution. The coe�cient k0, which falls in the range of 0 - 1.0, determines
the magnitude of the applied boost potential. Copyright Journal of Chemical

Theory and Computation (2015).1

In order to smooth the PES for enhanced sampling, the boost potential needs to

meet a de�ned criteria. First, for any two arbitrary potential values V1(
⇀
r) and

V2(
⇀
r) found on the unmodi�ed energy surface, if V1(

⇀
r) < V2(

⇀
r), ∆V should be a

monotonic function that does not change the relative order of the biased potential

values, i.e., V∗1(
⇀
r) < V∗2(

⇀
r). By replacing V∗(⇀r) with Eq. (4.5) and isolating E, we

then get:

E <
1

2
[V1(

⇀
r) + V2(

⇀
r)] +

1

k
(4.6)

Second, if V1(
⇀
r) < V2(

⇀
r), the di�erence in potential observed on the smoothened

energy surface should be lower than that of the unmodi�ed surface, i.e., V∗2(
⇀
r) -

V∗1(
⇀
r) < V2(

⇀
r) - V1(

⇀
r). Similarly, by replacing V∗(⇀r) with Eq. (4.5), we can derive:

E >
1

2
[V1(

⇀
r) + V2(

⇀
r)] (4.7)
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With Vmin ≤ V1(
⇀
r) < V2(

⇀
r) ≤ Vmax, the threshold energy E has to be set in the

following range by combining Eqs. (4.6) and (4.7):

Vmax ≤ E ≤ Vmin +
1

k
, (4.8)

where Vmin and Vmax are the system minimum and maximum potential energies,

respectively. To make sure that Eq. (4.8) is correct, Vmax ≤ Vmin+ 1
k
and k have

to satisfy:

k ≤ 1

Vmax − Vmin
(4.9)

Let us de�ne k ≡ k0 . 1
Vmax−Vmin

, then 0 < k0 ≤ 1. As shown in Figure 4.9, k0

determines the size of the boost potential which is to be added. With greater k0,

a larger boost potential is added to the PES, which leads to lover energy barriers

allowing enhanced sampling to be achieved.

Third, the standard deviation of ∆V needs to be small enough (narrow distribu-

tion) to allow accurate reweighting using cumulant expansion to the second order

to be performed:

σ∆V =

√√√√(δ∆V
δV

∣∣∣∣
V=Vavg

)2

σ2
V = k(E − Vavg)σV ≤ σ0, (4.10)

where Vavg and σV are the average and standard deviation of the system potential

energies, respectively, σ∆V is the standard deviation of ∆V with σ0 is an upper

limit (e.g., 10kBT) for accurate reweighting which is de�ned by the user.

If Eq. (4.8) gives the range of threshold energy E, when E is set to the lower

bound E = Vmax, E and k can be substituted in, to give:

k0 ≤
σ0

σV
.
Vmax − Vmin
Vmax − Vavg

(4.11)

The right hand side of equation 4.11 can be represented as k
′
0 = σ0

σV
. Vmax−Vmin

Vmax−Vavg .

To allow for e�cient sampling with the greatest possible acceleration, k0 can then
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be set to its upper bound as:

k0 = min(1.0, k
′

0) = min

(
1.0,

σ0

σV
.
Vmax − Vmin
Vmax − Vavg

)
. (4.12)

The greater σ∆V that is obtained from the unmodi�ed PES (particularly for larger

systems), the smaller k0 may be able to allow for accurate reweighting. As another

option, when the threshold energy E is set to its upper bound E = Vmin + 1
k

according to Eq. 4.8, E and k can be subbed into Eq. 4.10 and give:

k0 ≥
(

1− σ0

σV

)
.
Vmax − Vmin
Vavg − Vmin

(4.13)

The right hand side of Eq. 4.13 can be de�ned as k
′′
0 ≡

(
1− σ0

σV

)
. Vmax−Vmin

Vavg−Vmin
. It

should be noted that a smaller k0 will lead to a higher threshold energy E being

obtained, but smaller force constant k. When 0 < k
′′
0 ≤ 1, k0 can be set to either

k
′′
0 for the highest threshold energy E or its upper bound 1.0 for the greatest force

constant k. In this regard, k0 = k
′′
0 is applied in the current simulation.1

Similar to traditional accelerated molecular dynamics (aMD), GaMD makes it

possible to add only the total boost potential ∆Vp, only dihedral boost potential

∆Vd, or the dual boost potential (both ∆Vp and ∆Vd). The dual boost method

gives greater acceleration than the other two types for enhanced sampling. The

simulation parameters comprise of the threshold energy values and the e�ective

harmonic force constant, k0P and k0D for the total and dihedral boost potential,

respectively.1

When performing simulations of biomolecular systems, the probability distribution

along a selected reaction coordinate A(r) is written as p*(A), where r denotes the

atomic positions r1,...,rN . Given the boost potential ∆V(r) of each frame, p*(A)

can be reweighted to recover the canonical ensemble distribution, p(A),215 as:

p(Aj) = p∗(Aj)
〈eβ∆V (r)〉∑M

i=l〈p∗(Ai)eβ∆V (r)〉i
, j = 1, ...,M, (4.14)

where M is the number of bins, β = kBT and 〈eβ∆V (r)〉j is the ensemble average



Chapter 4. 98

Boltzmann factor of ∆V(r) for simulation frames found in the jth bin. To minimise

the energetic noise, the ensemble-averaged reweighting factor can be approximated

using cumulant expansion:

〈eβ∆V 〉 = exp

{ ∞∑
k=1

βk

k!
Ck

}
, (4.15)

where the �rst three cumulants are given by:

C1 = 〈∆V 〉,

C2 = 〈∆V 2〉 − 〈∆V 〉2 = σ2
∆V ,

C3 = 〈∆V 3〉 − 3〈∆V 2〉+ 2〈∆V 〉3.

(4.16)

When the boost potential follows near-Gaussian distribution, cumulant expansion

to the second order (or "Gaussian Approximation") provides the accurate approx-

imation for free energy calculations. The reweighted free energy F(A) = -kBln

p(A) is calculated as:

F (A) = F ∗(A)− 1

β

2∑
k=1

βk

k!
Ck + FC , (4.17)

where F*(A) = -kBTln p*(A) is the modi�ed free energy obtained from GaMD

simulation and Fc is a constant.

To characterize the extent to which ∆V follows Gaussian distribution, its distri-

bution anharmonicity γ is calculated as:

γ = Smax − S∆V =
1

2
ln(2πeσ2

∆V ) +

∫ ∞
0

p(∆V )ln(p(∆V ))d∆V, (4.18)

where ∆V is dimensionless as divided by kBT where kB and T is the Boltzmann

constant and system temperature, respectively, and Smax = 1
2
ln(2πeσ2

∆V ) is the

maximum entropy of ∆V. When γ is zero, ∆V follows exact Gaussian distribution

with enough sampling. Reweighting by approximating the exponential average

term with cumulant expansion to the second order makes it possible to reconstruct

the unmodi�ed energy landscape. As γ increases, the ∆V distribution becomes
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less harmonic and the constructed pro�le calculated from second order cumulant

expansion would deviate from the original signi�cantly. The anharmonicity of ∆V

distribution acts as a gauge of the convergence of the sampling and accuracy of

the reweighted free energy.215

For all of my simulations, the system energy was set to E = Vmax. The dual boost

scheme was used, in which the acceleration potential was applied to the dihedrals

and the whole system potential. Vmax, Vmin, Vavg and σV were obtained from

an initial 8 ns NPT simulation without a boost potential applied. Each GaMD

simulation then underwent a 40 ns run in which the boost potential was updated

every 1.6 ns, thus reaching equilibration values. Production runs were carried out

for 500 ns for all three simulations, in which each was started with random particle

velocities. The same number of drug molecules as in the �ooding simulations were

included here. Trajectory frames were saved every 1 ps.

4.2.3 Results and discussion

4.2.3.1 Flooding simulations

Within the �rst few nanoseconds of the production simulations, both drug molecules

begin to partition into the hydrophobic region of the membrane (Figure 4.10), often

forming small clusters in which multiple propofol molecules bind to one fentanyl

molecule. To assess the strucutral stability of the GLIC structure within the mem-

brane environment, the RMSD of the protein backbone was calculated to be less

than 3.0 Å over the total length of simulation with an average of 1.92 ± 0.21 Å,

based on which the simulations were deemed to be stable the protein remained in

its native structure. Multiple regions were identi�ed where propofol binds to the

protein structure for several nanoseconds of the simulations. Of these potential

interaction sites, only one was observed over multiple subunits for several hundred

nanoseconds. This site was located in the transmembrane domain (TMD) close to

the binding site which was identi�ed experimentally, see Figure 4.11. The other



Chapter 4. 100

sites, where shorter interactions were observed, most likely represent non-speci�c

adhesion of propofol to the protein surface rather than a functional binding site.

Figure 4.10: (A) First and (B) �nal frame of 1 µs of production simulation.
Blue represents fentanyl and red represents propofol

Figure 4.11: (A) Distance between interacting propofol molecules and COM
of experimental binding site. Each line represents one propofol molecule. (B)
Snapshot showing the binding site in which propofol (licorice representation)
interacts with Tyr-254 (licorice representation) and Asn-307 (yellow). The anes-
thetic binding site residues are shown; Tyr-193 (green), Ile-202 (blue), Met-205
(red), Val-242 (orange), Thr-255 (pink) and Ile-259 (blue). M1-M4 are the trans-
membrane helices located in each subunit. Hydrogen-bond between propofol and

Tyr-254 shown by green dashed line
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The site where most stability is observed is identical to that which was observed by

Arcario et al.,166 where they observed the binding of des�urane to GLIC by forming

a hydrogen bond to Tyr-254 during their simulations. The stability associated

with propofol at this site (Figure 4.11 B) is due to the formation of a hydrogen

bond between the hydrogen of the Tyr-254 hydroxyl group and the oxygen of the

propofol hydroxyl group, which was calculated for the propofol molecule at subunit

3 (Figure 4.12).

Figure 4.12: Plot of the hydrogen bond between propofol and Tyr-254

The hydrogen bond remains dominant over the full time in which propofol remains

bound at this site, which is approximately 400 ns. The stability was shown by

calculating the distance between the propofol molecules which were observed to

interact at this site in each subunit, and the COM of the experimental anesthetic

binding site, in which propofol has been shown to bind.72 The propofol molecule

which binds at S3 remains bound from ∼ 200 ns to ∼ 650 ns, where the hydrogen

bond to Tyr-254 contributes to the binding stability here. Three molecules where

observed to bind to the same site at the same time in di�erent subunits, and this

asymmetric ligand binding has been shown to play a role in channel function.168

The distance calculations have shown that this binding site holds the propofol

molecules at ∼ 10 Å from the deeper transmembrane site, indicating the possibility

of a transition pathway, although this was not observed in any of the simulations.
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Another possibility is that a allosteric binding site has to be �lled before propofol

can transition to this deeper site. Throughout the �ooding simulations, multiple

bound anesthetics were observed at multiple subunits which helps to explain why

large amounts of general anesthetic are required to induce the desired clinical

e�ect. This behaviour strengthens the argument that these drugs indiscriminately

bind to several targets.217�219

An interesting observation made during the �ooding simulations was propofol oc-

cupying the exact same binding site in the extracellular domain that the general

anesthetic ketamine has been shown to occupy.78 This site is approximately 10 Å

below the orthosteric agonist-binding site in the extracellular domain. Ketamine

binding in this site was also shown to modulate the function of the GLIC chan-

nel.79 Previously identi�ed binding sites for propofol were located in the upper

transmembrane domain within a subunit which is very di�erent from that identi-

�ed for ketamine. I observed propofol binding in this extracellular site within the

�rst 100 ns of the simulation and it remained in this site for the rest of the simula-

tion, totalling ∼ 900 ns of residence time within the site. Propofol remains fairly

mobile within the site with an RMSD of 5.0 ± 1.4 Å, which is due to the small

molecular volume of propofol (∼ 191 Å3) compared to the ketamine site (∼ 248

Å3). The residues within 4 Å of propofol displayed a RMSD of 1.7 ± 0.5 Å, which

shows that the structure in this �exible loop region is fairly resilient to propofol

binding. Identi�cation of multiple binding sites presents a compelling case for the

allosteric action of molecules which possess anesthetic properties.

4.2.3.2 GaMD

The GaMD simulations were able to capture the complete binding pathway of

one propofol molecule which binds within the channel pore above the hydrophobic

gate region. Binding was captured within ∼ 50 ns in all three replicate GaMD

simulations, whereas no propofol molecules were observed to bind within the pore

in any of the �ooding simulations. Propofol di�used from the bulk solvent to the

β-3 loop in the upper extracellular domain of S1, before moving to the β-8 loop
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between S1 and S2 in the extracellular domain, and �nally into the center of the

M2 helix pore above the Ile-239 gating residues, see Figure 4.13. By aligning the

C-terminal domain of the GLIC, the RMSD of the di�using propofol molecule

relative to the position in the pore in the last frame of the simulations reaches a

minimum of 1.1 Å. It forms hydrophobic interactions with several residues in and

around the opening of the pore, see Figure 4.13.

Figure 4.13: (A) 2D (Ncontact, propofol RMSD) PMF calculated by reweighting
the 500 ns GaMD simulation. (B) Pathway of propofol di�usion into the M2
helix pore in all 3 replicates. (C) Hydrogen-bonds formed between propofol and
the GLIC, where bonds formed after 10000 steps are in the pore. Protein refers
to short lived h-bonds formed on the protein exterior. Data combined from all
three replicates. (D) Final frame snapshot showing propofol hydrogen-bonding

to Thr-236 in S1

The boost potential applied during the GaMD simulations follows a Gaussian

distribution and its distribution anharmonicity γ equals 1.94 x 10−2. The average

and standard deviation of ∆V are 15.3 kcal/mol and 4.7 kcal/mol, respectively.

Such a narrow distribution will ensure accurate reweighting for the free energy

calculations using cumulant expansion to the 2nd order. Using the number of

protein heavy atoms that were within 5 Å of propofol (Ncontact) and the RMSD of

propofol relative to the �nal frame pose, a 2D potential of mean force (PMF) pro�le
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was calculated by reweighting the three independent GaMD simulations using the

PyReweighting toolkit.220 As the pore blocking pathway was observed in all three

replicates, the data were combined to produce the PMF. The reweighted PMF

allows us to identify four low-energy states: the unbound ("U"), intermediate 1

("I"), intermediate 2 ("II") and bound ("B") states. The maximum energy was

capped at 15 kcal/mol to clearly identify distinct unique states. The unbound state

is located in a local energy well centred at ∼ (10, 60 Å), the I state is centred at

∼ (50, 40 Å), the II state is centred at ∼ (20, 20 Å) and the B state is located at

the global energy minimum ∼ (60, 0 Å). As the propofol binding was observed in

all three replicate simulations, I can assume that the calculated energies between

the individual states have a low degree of error. Propofol forms hydrogen-bonds

within the channel pore with residues Thr-236, Thr-1480, Thr-858 and Thr-1169

(Figure 4.13). Hydrogen-bonds are also formed along the pathway to the pore

with residues Ile-854, Arg-1345, Asn-1319 and Glu-1305.

Anesthetic transmembrane binding site

Most studies which have been carried out on the GLIC system have focused on

the experimental bind site which was observed in the crystal structure,72 using

docking methods which do not take into account the binding pathway to the site.

To assess whether any propofol molecules in the system entered this site, I de�ned

the binding site by the following residues: Tyr-193, Ile-198, Met-201, Val-238, Thr-

251 and Ile-255. I used the center of mass (COM) of these binding site residues

and calculated the distance between the COM, and any propofol molecules which

were identi�ed as being close to the site through visual inspection in VMD.133

During the distance calculations, a step size of 10 was used. Figure 4.14 shows

the distances between the propofol molecules and the COM of the anesthetic

transmembrane site. No molecules were identi�ed for subunit 2.
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Figure 4.14: Calculated distances between the binding site COM and identi�ed
propofol molecules. Each line in the graphs represents an individual propofol
molecule. Data taken from one replicate in which most interactions were ob-

served

Figure 4.15 shows multiple propofol molecules interacting at S1, although I no-

ticed that none of these molecules get close to the binding site. Regions of propofol

stability are located between 10 and 20 Å from the crystal structure binding site.

The initial thoughts behind the reason for this distance was due to multiple propo-

fol molecules interacting with each other and forming small clusters, as has been

observed before in the membrane region.221 Further investigations revealed the

same distances were present for S3 and S4 in which only one molecule was present

which ruled out the hypothesis that it was caused by intermolecular interactions

between multiple propofol molecules. When investigating the site at which the

propofol molecules remain stable, I observed a site formed by residues Phe-261,

Phe-295 and Val-264 (Figure 4.15 B).
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Figure 4.15: Interaction site of propofol at GLIC subunits: (A) Sites of propo-
fol interaction in relation to the anesthetic binding site in which residues are
coloured; Tyr (green), Ile (blue), Met (red), Val (orange), Thr (pink) and His
(yellow). Propofol molecules are shown in licorice representation. (B) Block-
ing residues inhibiting the path to the anesthetic binding site, propofol (violet)

shown in licorice representation

These residues form a barrier which block the propofol molecule from entering the

upper region of the transmembrane where the anesthetic binding site is located.

The phenylalanine residues appear to form π-π interactions with each other and

the propofol molecule, which is likely to contribute to the observed stability of

the propofol molecule at this site. If I assumed that the binding site observed in

the crystal structure was correct, I must assume that either longer timescales are

required to observe the passage of the propofol molecule into the binding site, or

an allosteric mechanism in which another binding site has to be occupied to allow

propofol to pass the Phe-261 Phe-295 gate, although none of this was observed in

multiple microseconds of cMD and GaMD simulations. It should be noted that

no propofol molecules were observed to enter from the other side of the M4 helix,

between M4 and M1.

To investigate the dynamical consequences on GLIC induced by drug molecule

binding, the distance between Asp-32 and Arg-192 which form a salt bridge. It
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has been shown that salt bridge perturbation is a key factor in the channel gating

process; this was shown in a nAChR channel,222 and GLIC where the volatile

anesthetic halothane caused disruption of this salt bridge, which led to instability

within the channel.75

Figure 4.16: (A) Overlapped structure of a GLIC subunit in which the Asp-32
Arg-192 salt bridge is stable (green) and broken (red). (B) Distance between

the COM of the salt bridge residues in each subunit

Figure 4.16 B shows that the salt bridge was broken at multiple subunits, and

the times at which the salt bridge was broken, drug molecules were bound at the

respective subunits. This shows that these drug molecules can make signi�cant

changes in the GLIC structure that are important to channel gating, even when

no molecules were present in the experimental binding site.

To identify whether fentanyl and propofol share common binding sites, density

maps were constructed using the VOLMAP plugin for VMD.133 The density maps

shown in Figure 4.17 were averaged over the whole simulation trajectories, apart

from the �rst 50 ns which were discarded for system equilibration. The regions

of high density which were identi�ed re�ect locations where drug molecules reside

for long periods of time.
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Figure 4.17: Regions of prolonged occupation by fentanyl (blue) and propofol
(red) in GLIC. (A and B) represent the TM and EC domains of the GLIC,
respectively, from the GaMD simulations. (C and D) represent the TM and EC

domains of the GLIC, respectively, from the cMD simulations

Density maps were constructed for both the GaMD and �ooding simulations,

which allowed us to determine if the accelerated simulations were able to discover

binding sites which were not attainable in the conventional simulations. The

main di�erence that was observed is the occupation of the ion channel pore by

propofol in the GaMD simulations. The pore is occupied by one propofol molecule

which resides above the hydrophobic gating residues that form the upper part of

the hydrophobic gate in GLIC.192 The propofol molecule remains fairly mobile

within the pore with a RMSD of 6.06 ± 0.76 Å. The propofol molecule blocks

the majority of the channel pore which disrupts the �ow of water through the
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pore, e�ectively stopping all function. The propofol molecule forms hydrogen-

bonds with the threonine residues at the top of the M2 helices, hydrogen-bonding

calculations show that these residues form the majority of the interactions within

the pore (Figure 4.13 C). It has previously been shown that the general anesthetic

iso�urane blocks the pore of GLIC and nAChR as a dimer,71 but this behaviour

was not seen for propofol in my simulations, most likely due to the larger size of

propofol compared to iso�urane. LeBard et al.77 predicted the physical blocking

of the GLIC pore by propofol, which was shown to bind with high a�nity, as

calculated from free energy perturbation (FEP) calculations. They predicted that

it would bind as a dimer in a similar way to iso�urane, but this was not observed

in any of my simulations. A structure of propofol bound to the pore of GLIC has

not yet been resolved experimentally, most likely due to the binding of detergents

(dodecylmaltoside, DDM) within the pore.64 The GaMD simulations revealed the

binding pathway that propofol takes when it binds within the channel pore, Figure

4.18 shows the sites associated with the intermediate states calculated from the

reweighted GaMD simulations.

Figure 4.18: Graphical representations of the intermediate states of propofol
(green) calculated from the reweighted GaMD simulations. Contact residues

shown explicitly. Heat map reproduced from Figure 4.13.
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The �rst intermediate state of the binding pathway is located in the β3 loop region

at the top of the extracellular domain, where propofol forms short-lived hydrogen-

bonds to the glutamic acid residues before moving to the next intermediate state.

The next state is found between the β1-β2 loop and the β4-β5 loop in the inner

region of the extracellular vestibule, where propofol remains bound for 36 ns before

moving to the top of the ion conducting pore where it resides for the rest of the

simulations.

Propofol molecules which were observed to bind close to the transmembrane intra-

subunit anesthetic binding site showed some interesting dynamics within the bind-

ing site during the GaMD simulations, where the molecule would "jump" from one

intra-subunit site to the adjacent intra-subunit site. The drug molecule would pass

through a linking tunnel between the M3 helix of one subunit and the M1 helix of

the adjacent subunit into an inter-subunit site initially, then into the intra-subunit

site (Figure 4.19).

Figure 4.19: (A) Graphical representation of the propofol subunit jumping
pathway in the TMD. (B) RMSD plot showing the change in position of propofol
from the initial site (1) to the intermediate site (I) and then to the adjacent intra-
subunit site (2). Reference for the RMSD calculation was taken from propofol

in site 1. Data shown from one trajectory.

Multiple occupancy within transmembrane sites where up to three propofol molecules

occupy the intra-subunit site was observed. This was initiated by small clusters
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of propofol molecules which form within the lipid bilayer environment and then

di�use towards the TMD where they then bind to the helices. Fentanyl was not

observed to bind within the M2 helix pore; I previously showed that fentanyl

binds within a inter-subunit site in the extracellular region,2 when propofol is

not present. During the simulations I observed multiple sites where fentanyl and

propofol share the same binding site, this was mostly observed in the extracellular

domain during the �ooding simulations (Figure 4.17). Multiple propofol molecules

were seen to interact with a single fentanyl molecule in the extracellular domain,

as this cluster of molecules moves towards the ion channel, the propofol molecules

begin to separate from fentanyl and the remaining propofol molecule forms a stable

hydrogen-bond with Asp-1418 located on loop C (Figure 4.20 C).

Figure 4.20: (A) Structure of one subunit highlighting key areas of the protein.
(B) Cys-loop RMSD plot for pure and drug-bound systems. (C) π-π interaction
of the fentanyl N-phenyl-propanamide ring and the propofol aromatic ring and

the hydrogen-bond between propofol and Asp-1418 on loop C.
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This hydrogen-bond remains stable for the majority of the simulations, where

the fentanyl molecule, which I believe acts as a stabiliser for the bound propofol

molecule which has an RMSD of 2.04± 0.4 Å. Table 4.2 shows the RMSD values for

propofol when bound to Asp-1418, before and after the interaction with fentanyl.

I can see that there is a stabilisation e�ect on propofol when the fentanyl molecule

is present at the binding site. When I look at the �exibility of loop C, where

propofol binds, I see that the �exibility is almost identical to the pure structure

when fentanyl is present. When only one propofol molecule binds in this site, the

�exibility of the binding region signi�cantly increases. This shows that fentanyl

not only stabilises the propofol molecule, but also a structurally important section

of the GLIC extracellular region. The �exibility of the cys-loop (Figure 4.20) in

the pure system and compared it to the systems in which propofol and fentanyl

are bound. The cys-loop is thought to be a crucial component in the gating

mechanism of pLGICs,223�225 and my analysis clearly shows an increase in the

cys-loop mobility (Figure 4.20 B) when the drugs are bound.

Region/molecule RMSD (Å)

Propofol + Fentanyla 2.04 ± 0.40

Propofola 2.84 ± 0.44

Loop C (Pure)b 2.03 ± 0.17

Loop C (Propofol + Fentanyl)a 1.97 ± 0.36

Loop C (Propofol)a 3.41 ± 0.32

a Data averaged over �ooding and GaMD trajectories where interaction was observed

b Data obtained from pure GLIC trajectory

Table 4.2: RMSD values for propofol binding to Asp-1418 with and without
fentanyl, and loop C which Asp-1418 is part of

This shows that the combination of these drug molecules could play a role in

the modulation of channel function. The backbone of fentanyl remains �exible

throughout the simulations, but the N-phenyl-propanamide ring remains at an

approximate 90 degree angle to the aromatic ring of the propofol molecule, forming

a proposed π-π interaction to stabilise the propofol in this site. From the density
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maps (Figure 4.17) I can see that there is many sites where there is overlap of

the two drugs in both the extracellular and transmembrane domains. Within the

TM domain I observed similar interactions as those shown in Figure 4.20 C, where

fentanyl forms π-π interactions with propofol and holding it in speci�c sites. The

TM sites where these interactions were observed were located near the bottom

of the M2 helices, close to the head group region of the bilayer. The fentanyl

molecules stabilise the propofol molecule in the lower M2 intra-subunit site before

di�using to the next subunit. This was observed in both the GaMD and �ooding

simulations.

4.2.4 Conclusions

In this study �ooding style and Gaussian accelerated molecular dynamics sim-

ulations were used to study how the general anesthetic propofol and the opioid

analgesic/anesthetic fentanyl interact with the GLIC protein and each other. The

GaMD simulations reveal a detailed pathway for the pore blocking mechanism by

propofol, which has not been observed previously when conventional MD simu-

lations have been used. The GaMD simulations also showed that propofol can

hop between TM intra-subunit binding sites by di�using through a binding tunnel

formed by helices of the occupied and adjacent TM subunits. Fentanyl was shown

to play an important role in the stabilisation of propofol molecules in several bind-

ing sites. Initial interactions between fentanyl and propofol lead to the accurate

mutation of a small number of propofol molecules with a fentanyl molecule. These

small clusters either di�use rapidly into the membrane environment and separate

or di�use towards the protein where the fentanyl molecule with interact with a

propofol molecule and stabilise it in a binding site. The other propofol molecules

move towards the extracellular domain of GLIC, binding close to the orthosteric

agonist-binding site, where I again observed ligand stabilisation by fentanyl. These

results show the �rst evidence of the opioid fentanyl interacting with, and altering,
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propofol binding in GLIC. The structural results of propofol and fentanyl inter-

acting at GLIC present a compelling case for the allosteric action of anesthetics

and opioids at pLGICs.
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Fentanyl analogues

In this chapter, studies into how the analogues of fentanyl permeate phospho-

lipid bilayers and interact with the Gloeobacter violaceus ion channel have been

carried out using atomistic molecular dynamics simulations, and various free en-

ergy methods. The �rst part of this chapter will look at how accurately we can

predict the membrane permeability coe�cients for fentanyl and three of its ana-

logues using simple membrane models and the umbrella sampling methodology.

It was clear that good predictions can be made using this methodology and that

the choice of phospholipid makes a signi�cant di�erence to the results of these

calculations. The ability to make accurate predictions of this fundamental phar-

macological process, using simple models, for these opioid molecules is crucial for

the future design of new drug molecules. The second part of this chapter focuses

on how these molecules bind to, and modulate the function of the Gloeobacter vi-

olaceus ion channel. The simulations reveal that the analogues of fentanyl occupy

a slightly di�erent binding site to that which I have shown for fentanyl previously,

but modulation of the channel function could still be observed.

115
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5.1 Predicting the membrane permeability of fen-

tanyl and its analogues

5.1.1 Introduction

As has been mentioned in previous chapters, there has been no widely accepted

mechanism discovered which explains how fentanyl based opioids exert their anes-

thetic e�ect, even though it has been linked to direct binding with various mem-

brane protein families, and interactions with lipid membranes which is commonly

associated with inhalational anesthetics.49,226 There was strong evidence, put for-

ward by Stone et al,227 which showed that the lipid membrane is a highly im-

portant piece of the puzzle in the opioid anesthesia process. What they found

was a relation between the brain lipid membrane concentration of opiates with

a de�ned minimum alveolar concentration (MAC) and electroencephalographic

changes, which suggests a possible lipid membrane site for the anesthetic action

of these types of drugs, at least up to the 50 % MAC reduction level. The rela-

tionship shown between the anesthetic e�ects and the membrane lipid component,

as opposed to serum opioid levels, highlights the importance in studying opioid-

lipid interactions which is lacking in the literature. The lipid membrane has been

shown to be crucial for fentanyl binding to G-protein-coupled receptors; because

od the high lipophilicity of fentanyl based drug molecules, the lipid membrane can

act as a route for the drug molecules to bind to the transmembrane sites of the

proteins.228,229

The lipid membrane is a highly complex environment which contains phospho-

lipids, cholesterol, proteins and carbohydrates. It acts as a barrier to passive

di�usion of small molecules, ions and water, although many small molecules,

such as pharmaceuticals, can pass through the membrane. Fentanyl based drug

molecules are lipophilic in nature, so they are expected to be able to enter the

membrane environment with ease. In this section, four drug molecules are stud-

ied, that is, fentanyl, remifentanil, sufentanil and alfentanil (Figure 5.1) in four
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simple model membrane bilayer systems, namely, 1-palmitoyl-2-oleoyl-glycero-

3-phosphocholine (POPC), 1,2-dimyristoyl-snglycero-3-phosphocholine (DMPC),

1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC), and 1,2-dipalmitoyl-sn-glycero-

3-phosphocholine (DPPC).

Figure 5.1: Chemical structures of the four drug molecules studied.

To try and model a "realistic" mammalian phospholipid membrane would require

highly speci�c knowledge of which di�erent lipids are present and at what concen-

trations they would be present at the system size used for the simulations, which

is not available currently, there would also be no experimental results to compare

against to see if the model was accurate. So instead of blindly constructing sys-

tems to try and claim they are more "realistic", I have chosen four lipids which

have di�ering chain lengths and saturation to ascertain which model is best for

predicting the permeability coe�cients for these drug molecules.

Investigations into the permeation of drug molecules into the cell membrane are

important to understand the delivery of drug molecules to their molecular tar-

gets. There are many experimental techniques which have been developed to in-

vestigate this property, such as parallel arti�cial permeability assay (PAMPA)230

and cell-based CaCo-2 assay.231 These methodologies are widely used throughout

academia and industry to calculate the permeabilities of various types of com-

pounds, but they are not able to provide any information on the biophysics of
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membrane permeation.232 Many linear response models and mathematical mod-

els, such as quantitative structure permeability relationship233 and steady-state

models,234 have been developed to make predictions based on experimental test

sets, but their performance has been relatively poor, and no detailed information

can be obtained on the processes of permeation.235 To gain atomistic insight into

the passive permeation of fentanyl and its analogues, I have used fully atomistic

molecular dynamics (MD) simulations in combination with the umbrella sampling

technique and the weighted histogram analysis method (WHAM) to construct the

potential of mean force (PMF) curves for the drug permeation. This section has

two main goals: First I wish to ascertain whether this MD methodology can accu-

rately predict permeability coe�cients for fentanyl and its analogues using simple

bilayer models, and second, I wish to determine if the lipid used in the model

makes a di�erence to the permeability predictions and what lipid is most reliable

for simulation of the systems.

5.1.2 Methods and theory

5.1.2.1 System preparation and simulation setup

All of the model membrane systems were constructed using the CHARMM-GUI

membrane builder.126 Each bilayer system contained 64 lipid molecules per lea�et

with a water bu�er of 35 Å on either side. The TIP3P water model210 was

used for all simulations along with the lipid14 parameters109 for the lipids. The

drug molecule parameters were generated using antechamber with the AM1-BCC

charge model and the GAFF2 force�eld.110 Pure membrane systems with no drug

molecules were minimised and equilibrated in multiple stages. In stage 1, the

system was minimised for 10,000 steps using the steepest descent method, the

10,000 steps using the conjugate gradient method. The systems were then heated

initially to 100 K using a Langevin thermostat129 with a 10 kcal/(mol Å2) har-

monic restraint applied to the lipid molecules. The systems were then heated to

the desired production temperature (303 K for DOPC, POPC, and DMPC and
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323 K for DPPC) for 100 ps. The equilibration stage involved slowly reducing

the harmonic restraints to 0 over 10 ns of NPT simulation. 225 ns production

runs were then carried out on all the pure membranes, which were then anal-

ysed to con�rm if the models were in the correct, biologically relevant Lα phase.

All of the simulations were carried out using the GPU enabled AMBER18 code.

Three-dimensional periodic boundary conditions were used with the usual mini-

mum image convention, and the SHAKE algorithm was used to constrain bonds

involving hydrogen allowing for a 2 fs timestep. PME was used with a cuto� of

10 Å to treat the electrostatic interactions, and a long range analytical dispersion

correction was applied to the pressure and energy. For the drug molecule simula-

tions, the drug was added to the center of the bilayer, and a harmonic restraint of

10 kcal/(mol Å2) was applied. A 10 ns simulation was carried out to equilibrate

the lipid with the drug molecules. Steered MD simulations were used to pull each

drug molecule through each bilayer into the water phase at a speed of 1.0 Å/ns

(35 ns for each drug in each system). Coordinates of the system with the drug

molecule at equally spaced locations over the pathway were extracted and used as

starting states for the umbrella sampling simulations. Full pro�les were obtained

by symmetrizing the data as I am not using asymmetric or multicomponent bilay-

ers, where it would be important to pull in both directions to study the di�erences

between each lea�et.

5.1.2.2 Umbrella sampling simulation setup

The reaction coordinate for the drug permeation was de�ned as the z-component

of the distance between the center of mass of the lipid nitrogen atoms and the

heavy atoms in the drug molecules. For each drug in each bilayer, a total of 35

windows separated by 1.0 Å were used with a biasing harmonic restraint of 2.5

kcal/(mol Å2) using the AMBER umbrella COM restraint code. Each window

for each drug molecule was simulated for 100 ns, totalling 3.5 µs of sampling per

drug molecule per bilayer, which totals 56 µs of sampling for all systems. The

probability distributions obtained from these simulations were reweighted using

the WHAM method. Umbrella sampling histograms were unbiased by the WHAM
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with 720 bins and a tolerance of 1 x 10−8 for window o�sets. The statistical

uncertainty at each bin was estimated using bootstrapping, with 100 bootstrap

trails for each PMF.

5.1.2.3 Umbrella sampling theory

Umbrella sampling236,237 is an enhanced sampling method used in computational

research to sample the conformational dynamics of a system along a reaction

coordinate which allows the estimates of the relative free energy of di�erent states

along the de�ned reaction coordinate. A reaction coordinate (ξ) could be a kind of

continuous parameter which could describe the system from a higher dimensional

space. If the chosen reaction coordinate is suitable to di�erentiate distinct states,

by biasing the system along this reaction coordinate, it is possible to calculate the

free energy di�erences between the distinct states.

In the umbrella sampling methodology, multiple windows are set with initial struc-

tures with di�erent reaction coordinate values. These windows can be created with

steered molecular dynamics like is described in section 5.1.2.1 to create states

within di�erent parts of the bilayer. A bias potential is applied to each window

according to a harmonic bias function. Therefore, the system in each window is

constrained to sample a narrow phase space along the reaction coordinate to en-

sure potential energy distribution overlap between the adjacent windows. Once

the simulations have been completed for all individual windows, a post-processing

method, such as the weighted histogram analysis method, is required to recover

the unbiased free energy pro�le.

When a reaction coordinate dependant bias potential ωi(ξ) is added to the system

in a window, the total biased energy can be expressed as:

Ebias = Eunbiased + ωi(ξ) (5.1)
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where i represents the ith window of the umbrella sampling. The harmonic bias

potential which is added to the system is a simple bias potential expressed as:

ωi(ξ) =
1

2
K(ξ − ξi)2 (5.2)

Here ξi is used as a reference coordinate point. During the window simulations, if

the system is escaping the reaction coordinate, then a bias potential is added to

correct the system.

To calculate the unbiased free energy, the unbiased distribution of the reaction

coordinate has to be found, this can be done according to the following equation:

P u
i (ξ) =

∫
exp[−βE(r)]δ[ξr(r)− ξ]dNr∫

exp[−βE(r)]dNr
(5.3)

Furthermore, the unbiased probability Pui (ξ) could be determined by:

P u
i (ξ) = P b

i (ξ)exp[βωi(ξ)]exp[−βω(ξ)] (5.4)

From the simulations in each umbrella sampling window, the biased probability

Pbi(ξ) is known, and the free energy of each window could thus be found by:

Eunbiased = −
(

1

β

)
ln P b

i (ξ)− ωi(ξ) + Fi (5.5)

where Fi is a constant which could be solved by self-iteration until convergence is

reached.

The local di�usivity for each window can also be estimated using the Hummer

positional autocorrelation extension to the Woolf-Roux estimator:

D(z) =
〈δZ2〉2∫∞

0
〈δZ(t)δZ(0)〉dt

(5.6)

where δZ(t) = z(t) - 〈Z〉 and Z is a position on the z-axis and z(t) is a position

on the z-axis at time t. The obtained PMF from the umbrella sampling and D(Z)

values were interpolated at 1.0 Å intervals, and the results can be used to calculate
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the resistivity (R) and permeability (P) by:

R =
1

P
=

∫ Z2

Z1

exp[βW (z)]

D(z)
dz (5.7)

where β = 1/kBT and z is the position of the drug molecule along the transmem-

brane axis, and W(z) is the PMF. The lower and upper integration bounds are

points in the center of the membrane and water phase.

5.1.3 Results and discussion

The free energy pro�les for the four fentanyl analogue drug molecules permeating

into the DOPC, DPPC, DMPC and POPC bilayers are shown in Figure 5.2.

Figure 5.2: Free energy pro�les calculated for all four drug molecules in all
four bilayers

All of these fentanyl based opioid molecules are hydrophobic in nature, to varying

extents, but I can see in the PMF pro�les the expected behaviour of these molecules
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due to their inherent hydrophobicity. There is a small positive energetic barrier,

the largest being 1.94 ± 0.10 kcal/mol for remifentanil in the DPPC bilayer, when

the drug molecules permeate into the hydrophilic phosphatidylcholine head group

region of the bilayer, followed by a global minimum within the interior of the

bilayer, with the lowest being observed at -7.86 ± 0.24 kcal/mol for alfentanil in

the DOPC bilayer.

To understand the shape and positions of the minima in the calculated PMF

pro�les, the four-region model can be utilised.238,239 The di�erent regions of the

membrane systems were de�ned as follows:

Region 1, which is the region of low head group density in the water phase at the

entry into the membrane;

Region 2, which is the region of high phosphatidylcholine head group density;

Region 3, which is the region of high tail carbonyl group density; and

Region 4, which is the region of low-density acyl chains.

Using this model, region 3 is from 6 to 13 Å from the bilayer center is the high

tail carbonyl chain group density region in the upper parts of the acyl chains.

Hydrophobic molecules will form many favourable hydrophobic interactions with

the lipid tails in this region, so the di�erence in free energy here can be explained

by the formation of many favourable interactions between the drug molecules and

the lipid tails. The barrier which can be observed at the center of the bilayers for

all drug molecules could be a consequence of entropic factors, such as a reduction

in the mobility of the lipid tails when the drug molecule is present. However, the

more likely explanation is the reduction in the number of drug-lipid interactions

at the center of the bilayer, because of a lower density of atoms in this region,

where the lower interaction energies would therefore disfavour the presence of the
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drug molecule in this region. This has previously been shown to be the main fac-

tor for the local anesthetic, benzocaine, and the antiepileptic drug, phenytoin.240

The small variations in the shape of the PMF pro�les between certain drug/lipid

combinations is due to the diversity in the structure and properties of each drug

molecule and the di�erences in the structure of the lipid chains. The di�erent

packing arrangements and dynamics of each chain will lead to di�erent interac-

tions with each drug molecule and hence slight changes in the PMF shape.

From the PMF pro�les, it can be clearly seen that even though all systems have

the same phosphatidylcholine head group, the di�erence in the tails clearly alter

the permeation process. When the trajectories of the umbrella sampling windows

were visually inspected, di�erences in the mobility of the head groups were ob-

served due to the di�erent structures of the lipid tails causing local rearrangements

to the extent that exposure of the drug molecule to the tail regions varies. Water

molecules were observed entering the through the head group into the hydropho-

bic region with both alfentanil and remifentanil, which stabilises these molecules

through the formation of hydrogen bonds and accounts for the observed energetic

barriers (Figure 5.3). These two analogues have the most hydrogen-bond accep-

tor sites, and hence they interact with more water molecules than sufentanil and

fentanyl. Hydrogen bonding-plots (Figure 5.3 B and C) con�rm that more water

molecules are bound to both remifentanil and alfentanil in the head group/hy-

drophobic interface region, where the data was taken from. I should also note

that the extent of sampling was greater here than in many other studies of solute

permeation, hence it is therefore more likely to observe rearrangements that are

not achievable in shorter simulations.
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Figure 5.3: (A) Water molecules solvating remifentanil (yellow) at the head
group/hydrophobic interface (blue). (B) Hydrogen-bond plot for remifentanil
and alfentanil. (C) Hydrogen-bond plot for sufentanil and fentanyl. Hydrogen-
bonding data was calculated in the 21-25 Å windows, where energetic barriers

were observed and averaged for each drug molecule.

The position-dependent di�usion coe�cients for the drug molecules do not vary

signi�cantly form each other (Figure 5.4). The average di�usion within the hy-

drophobic part of the membrane (z = -20 to 20 Å) for the drug molecules range

from ∼ 1 x 10−6 to ∼ 2 x 10−6 cm2/s. Within the core of the bilayer, the values for

the di�usion coe�cients for the drug molecules plateau at their minimum values

at z ≈ 5 - 10 Å , but slightly increase as the drug molecule approaches the center

of the bilayer (z = 0 Å), which is the most disordered area of the hydrophobic

region of the membrane. All of the drug molecules show an increase in di�usion

coe�cient in the aqueous phase outside of the membrane that is close to an order

of magnitude greater than the values obtained at the membrane core. This obser-

vation is consistent with previous biased MD simulation studies of drug molecules

passing through lipid bilayers,241 and the results obtained for these molecules are

as expected for lipophilic drug molecules.
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Figure 5.4: z -di�usion pro�les calculated for all drug molecules in all bilayers.

Resistance to permeation pro�les were calculated for each drug molecule in each

bilayer, (Figure 5.5). As stated previously, fentanyl and its analogues are lipophilic

drugs, and I would therefore expect the largest resistance to permeation to occur

at the lipid-water interface, which is what I can see from the plots. The head

group region of the membrane is polar and partially charged, which for hydropho-

bic molecules o�ers the largest resistance to permeation. The resistance plots

follow the free energy pro�les for all of the drug molecules, shown particularly

clearly for remifentanil. This good agreement between resistance and free energy

pro�les is expected, and seeing this is therefore important for the validation of the

simulations and methodology. The resistance increases steeply as the molecules

pass through the head group region and again increase slightly at the disordered

center of the bilayer, indicating that the resistance is dominated by the free energy

component. This behaviour shows that higher free energy contributions lead to

higher resistance to permeation for fentanyl-based opioids.
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Figure 5.5: Resistance to permeation calculated for each drug molecule in each
bilayer.

The calculated permeability coe�cients calculated from the simulations are pre-

sented in Table 5.1 along with the experimentally determined permeability coef-

�cients from a variety of di�erent experimental techniques. It is clear from the

calculated results that the umbrella sampling method that was used here can pre-

dict the correct trend in permeability coe�cients for these fentanyl based drug

molecules. The main experimental techniques that are used in both academic and

industrial pharmaceutical research to calculate permeability coe�cients for drug

molecules are PAMPA, BBB-PAMPA (blood-brain barrier), and Caco-2 methods,

and the data in Table 5.1 show that the simulations can produce results that

compare well with the available experimental values.
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Drug
Calculated permeability

coe�cient (cm/s)

Experimental permeability

coe�cient (cm/s)

alfentanil

-6.49 (DOPC)

-6.15 (DPPC)

-8.35 (POPC)

-3.73 (DMPC)

-0.06 (porcine polar brain lipid)242

-2.11 (microvessel lipid)242

-2.88 (microvessel lipid + cholesterol)242

-1.75 (dodecane)242

-4.42 (spinal meninges)243

-3.53 (PAMPA)244

-3.49 (Caco-2)244

-3.54 (Caco-2/MDCK)245

fentanyl

-8.67 (DOPC)

-8.12 (DPPC)

-10.94 (POPC)

-5.42 (DMPC)

-2.31 (porcine polar brain lipid)242

-2.48 (microvessel lipid)242

-3.60 (microvessel lipid + cholesterol)242

-4.81 (spinal meninges)243

-4.32 (BBB-PAMPA)246

-5.81 (human skin)247

-6.16 (PAMPA)248

-4.89 (human skin)249

-3.22 (BBB-PAMPA)245

sufentanil

-10.09 (DOPC)

-8.09 (DPPC)

-9.33 (POPC)

-5.00 (DMPC)

-3.15 (porcine polar brain lipid)242

-2.69 (microvessel lipid)242

-2.78 (microvessel lipid + cholesterol)242

-3.57 (dodecane)242

-4.90 (spinal meninges)243

-5.48 (human skin)247

-4.84 (human skin)249

-3.87 (BBB-PAMPA)250

remifentanil

-2.49 (DOPC)

-0.80 (DPPC)

-5.81 (POPC)

-0.93 (DMPC)

-0.33 (porcine polar brain lipid)242

-2.49 (microvessel lipid)242

-2.40 (microvessel lipid + cholesterol)242

-3.76 (dodecane)242

Table 5.1: Calculated and experimentally determined permeability coe�cients
for fentanyl and the analogues studied
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The simulation results compare very well with the experimental values for alfen-

tanil (-3.73 (DMPC), -3.53 (PAMPA), -3.49 (Caco-2), -3.54 (Caco-2/MDCK)),

fentanyl (-5.42 (DMPC), -4.32 (BBB-PAMPA), -6.16 (PAMPA)), and sufentanil

(-5.00 (DMPC), -3.87 (BBB-PAMPA)). The results for remifentanil agree less well

with the available data in the literature because of the uncertainty in the charge

state of the drug molecule due to its susceptibility to hydrolysis. Remifentanil

was modelled in its neutral phase, which is its expected state in the studies for

which experimental data is available. I also see fairly good comparisons between

the calculated results and other experimental techniques, for example, from spinal

meninges and human skin. This is unexpected as the models to try and mimic

these systems would normally include cholesterol at varying concentrations and

other lipids, whereas I can see good correlation with the simple bilayer models

using a large amount of sampling. It has previously been shown that inade-

quate sampling leads to inaccurate free energies, which can lead to an order of

magnitude of di�erence in permeability owing to exponential dependence.251,252

If cholesterol was added to the systems, it would be expected that the lipid tails

would become more ordered due to the favourable van der Waals interactions that

would be formed between the cholesterol and the lipid tails. Thus, when the drug

molecule is added to the system, strong van der Waals contacts would be disrupted

which would cause large voids around the drug molecule. A previous experimental

study253 looked into this and found that the addition of cholesterol into a DMPC

bilayer caused an increase in the hydrophobicity of the bilayer center, which in

turn caused a large hydrophobic barrier to the permeation of polar molecules.

With regard to the fentanyl based opioid molecules which are hydrophobic in na-

ture, high concentrations of cholesterol could cause an increase in the barrier and

decrease their permeability, which has been shown to occur for other hydrophobic

drug molecules.254 Obtaining good comparisons with spinal meninges and human

skin comparisons are important for research into opioid pharmacology, as these

drugs are often administered though transdermal patches as analgesics for various

chronic conditions and as epidural anesthetics. Di�erent routes of administration

will lead to slightly di�erent mechanisms of action, and understanding as many of
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these as possible is vital for the design of safer pharmaceuticals. The di�erences

in permeability obtained in each bilayer system show that basic dynamical and

strucutral properties of simple single component bilayers can cause a signi�cant

impact on the membrane permeability of these drug molecules. The systems which

contain the shorter, full saturated tails give the best comparisons, which suggests

that the higher degree of lipid tail packing in saturated lipids are an important

factor for drug permeability. The results obtained from the simulations suggest

that the DMPC lipid bilayer is best suited for the prediction of permeability coef-

�cients for these drug molecules as it gives the best comparisons to the available

experimental data, which is an important �nding as many studies only utilise one

model bilayer to make predictions, which could introduce large errors into the

results that the simulations produce. The results obtained from the simulations

suggest that the testing of multiple bilayers in simulation studies is a more thor-

ough procedure and, where possible, should be carried out to �nd the best model

bilayer for the target drug molecule which will lead to more consistent results that

minimise errors when comparing simulated results to experimental data.

5.1.4 Conclusions

In this section, extensive umbrella sampling simulations of fentanyl and three of its

analogues in four di�erent simple phospholipid bilayers were performed to calculate

their membrane permeability coe�cients and determine which bilayer provides the

most accurate results compared to available experimental data. The simulations

showed that for all four drug molecules, the main resistance to permeation was

observed to occur at the lipid head group interface because of its partially charged,

polar nature and the hydrophobic nature of the drug molecules. The simulations

were able to identify the DMPC bilayer system as the most reliable one to to

use in the simulation of these drug molecules as the results compared best with

the literature values from PAMPA and Caco-2 methods which are most used in

pharmaceutical research. Using the umbrella sampling methodology, properties

such as free energy, local resistance and di�usion can be calculated for the drug
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molecules in atomic-level detail in all regions of the system, and produce accurate

permeability coe�cients. This methodology could therefore be of importance in

the future design of new fentanyl-derived anesthetic/analgesic drugs.

5.2 Interactions between fentanyl analogues and

the Gloeobacter violaceus ion channel

In this chapter, studies into the interactions between the three fentanyl analogues

and the Gloeobacter violaceus have been investigated using atomistic molecular

dynamics simulations and e�cient end-state free energy calculations. I have pre-

viously shown that fentanyl binds to in a site located approximately 9 Å below

the orthosteric agonist-binding site, and that binding within this site causes con-

formational changes in the protein structure, which causes the formation of a

hydrophobic gate blocking the conductance of ions from the extracellular region

to the intracellular region.2 This behaviour was very similar to that which has

been observed for the analgesic/anesthetic drug ketamine when it binds in this

site. Studying how the di�erent analogues of fentanyl interact with this channel

will lead to a greater understanding about the di�erent clinical e�ects observed

when these analogues are used. It was found that these analogues bound within

an intersubunit site located in "β-sandwich" region of one subunit and above the

β9-β10 loop (loop C) of the adjacent subunit. Discovering di�erent binding sites

for these types of drug molecules will be very useful for the future design of opioid-

based drugs.
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5.2.1 Introduction

Since the discovery of fentanyl which was shown to be around 100 times more po-

tent than morphine, it has been routinely used in general surgery for pain manage-

ment in the general anesthesia process and as a pure anesthetic. The mechanisms

by which fentanyl exerts in anesthetic properties is not understood. Fentanyl has

been shown to act at G-protein coupled receptors255 and various ion channels, such

as voltage-operated sodium channels,256 Ca2+ channels,257 hERG potassium chan-

nel,258 and the Gloeobacter violaceus ion channel.2 Since various examples have

been shown of molecules which possess anesthetic properties acting on ion channel

proteins and modulating their function, they are currently the prime target for

investigations into mechanisms of general anesthesia.

Various fentanyl analogues have been developed which have di�erent pharmaco-

logical properties. The most commonly used fentanyl analogues are alfentanil,

remifentanil and sufentanil which are studied in this work (Figure 5.1). Another

analogue named carfentanil which has been developed is around 100 times more

potent than fentanyl and is used in veterinary medicine to anaesthetise large an-

imals. There is also concerns over its use as a drug of abuse and as a chemical

weapon.259

Alfentanil is a synthetic opioid analgesic/anesthetic which was derived from fen-

tanyl. It is very widely used as the analgesic component in the general anesthesia

process, or as a primary anesthetic when used in very high dosages during cardiac

surgery. Compared to other anesthetics like fentanyl and sufentanil, alfentanil is

the least potent with a potency of around a quarter of that of fentanyl. Alfentanil

has the fastest onset of action and the shortest duration of action so is therefore

often chosen for use in short procedures or procedures in which rapid changes in

the level of consciousness is necessary.260

Sufentanil is another synthetic opioid analgesic/anesthetic which has actions and

therapeutic e�ects that are similar to those seen for fentanyl. Sufentanil is around

5 to 10 times more potent than fentanyl and is the most potent opioid which is
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used in clinical practice.261 Sufentanil di�ers from fentanyl through the addition

of a methoxymethyl group on the piperidine ring which is believed to increase the

potency and reduce its duration of action,262 and the phenyl ring is replaced with

a thiophene. Sufentanil is highly lipid soluble which allows it to rapidly cross the

blood-brain barrier which increases its onset of action time slightly when compared

to fentanyl.263

Remifentanil is the most recently developed synthetic opioid analgesic/anesthetic

which is studied here. Remifentanil is similar to fentanyl in terms of potency

and has a very short duration of action. Remifentanil is a derivative of fentanyl

that contains an ester linkage to propanoic acid with gives it a very unique phar-

macokinetic pro�le. The presence of this ester linkage allows remifentanil to be

rapidly and extensively metabolised by non-speci�c blood and tissue esterases.

The metabolites are very easily eliminated in the urine which gives a low terminal

elimination half-life. These properties therefore allow high dose opioid anesthesia

to be performed with continuous infusion. The recovery pro�le from remifentanil

anesthesia has also been shown to be highly favourable.264

The discovery of high resolution crystal structures of the Gloeobacter violaceus ion

channel allows a valuable opportunity to study the modulation of pLGICs at the

atomic level. This channel was chosen based on the evidence from other studies

which show that anesthetics can bind in various sites (Figure 5.6) and alter the

state of the ion channel. I was also able to show that fentanyl can bind to and

modulate the function of this channel2 so by studying the binding of the analogues

here, I will be able to see potential di�erences in binding site and changes to the

protein structure and function.
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Figure 5.6: Binding sites found on the GLIC structure for various anesthetics
using experimental and computational methods

Atomistic molecular dynamics simulations in combination with e�cient end-state

free energy reveal a novel extracellular intersubunit site in which these analogues

bind. The strength of binding within this site is weaker for the analogues com-

pared to fentanyl in its site. Binding of these drug molecules in this site cause

conformational changes in the protein which cause channel closure and strucutral

changes in the extracellular domain.
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5.3 Methods and theory

5.3.1 General simulation protocol

All simulations performed here were carried out using the CUDA enabled Am-

ber18 molecular dynamics package on NVIDIA tesla V100 gpu cards. The �14SB

force�eld108 was used to describe the ion channel protein, the lipid14 force�eld109

was used to describe the DOPC lipids which form the bilayer and the GAFF2

force�eld110 was used to describe the fentanyl analogue molecules. The TIP3P

water model107 was used to describe the explicit water molecules and ions. The

simulations were performed at a constant pressure of 1.0 atm and was maintained

using the anisotropic Berendsen method with a pressure relaxation time of 1.0

ps. The temperature was maintained at 303.15 K using the Langevin thermostat

with a collision frequency of γ = 1.0 ps−1. Three dimensional periodic boundary

conditions with the usual minimum image convention were used. The SHAKE al-

gorithm was used to constrain covalent bonds to hydrogen, allowing the use of a 2

fs timestep. Electrostatic interactions were treated with the PME method using a

cuto� of 10 Å. Snapshots were taken every frame for the MM-PBSA calculations.

5.3.2 System set up

The high resolution crystal structure of GLIC in the open state (4HFI)165 was

inserted into a DOPC lipid bilayer which was composed of 157 lipids in the lower

lea�et and 150 lipids in the upper lea�et. The system was solvated with 150

mM NaCl aqueous solution giving a system of approximately 232,000 atoms and

dimensions of approximately 130 x 130 x 180 Å3. The set up for this system

was performed using the CHARMM-GUI webserver.126 Protonation states were

assigned using PDB2PQR265 and PROPKA.266. Four fentanyl analogue molecules

were added to the solvent phase using the gmx insert-molecules tool included with

the Gromacs 2018.2 package.
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5.3.3 System equilibration

The systems were initially minimised for 10000 steps with the steepest decent

method and then 10000 steps with the conjugate gradient method. The equilibra-

tion procedure was carried in 6 steps. Step 1 was carried out for 250 ps in the NVT

ensemble with 10.0 kcal/(mol Å2) restraints applied to the protein, membrane and

drug molecules. Step 2 was carried out for 250 ps in the NVT ensemble with 5.0

kcal/(mol Å2) restraints on the protein and membrane atoms and 10.0 kcal/(mol

Å2) restraints on the drug molecules. Step 3 was carried out for 250 ps in the NPT

ensemble with 2.50 kcal/(mol Å2) restraints on the protein and membrane atoms

and 10.0 kcal/(mol Å2) restraints on the drug molecules. Step 4 was carried out

for 1000 ps in the NPT ensemble with 1.0 kcal/(mol Å2) restraints on the protein

and membrane atoms and 10.0 kcal/(mol Å2) restraints on the drug molecules.

Step 5 was carried out for 1000 ps in the NPT ensemble with 0.5 kcal/(mol Å2)

restraints on the protein and membrane atoms and 10.0 kcal/(mol Å2) restraints

on the drug molecules. Step 6 was carried out for 10000 ps in the NPT ensemble

with no restraints on the protein and membrane atoms and 10.0 kcal/(mol Å2)

restraints on the drug molecules. Fully unrestrained production runs were carried

out for 1 µs for 3 replicates for each system.

5.3.4 MM-PBSA

The underlying theory of the MM-PBSA free energy method can be found in

section 4.1.2. In this study, a ligand, receptor and complex ensemble were ex-

tracted from a single MD trajectory of the bound complex which is referred to

as the single trajectory protocol (STP). This method is less computationally ex-

pensive compared to the multiple trajectory protocol and the internal potential

terms cancel out exactly which leads to lower �uctuations and faster convergence.

The MMPBSA.py.MPI script was used for these calculations which is available

in the AMBER18 package. Ionic strength was set to 0.15 M, external dielectric

constant was set to 80.0, internal dielectric constant was set to 1.0, cavity surface
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tension was left at the default value of 0.0378 kcal/mol Å2, cavity o�set was left

at the default value of -0.5692, �ll ratio was set at 4.0, the resolution of the Pois-

son Boltzmann grid was set at 2.0, solvent probe radius was set at 1.4 Å and the

atomic radii was set according to the prmtop.

5.4 Results and discussion

Three simulations of 1 µs were initially conducted on the pure GLIC structure in

the DOPC lipid bilayer to assess the systems stability, and to obtain strucutral

information on the protein structure which could be used as comparisons for the

drug containing systems. The backbone RMSD was calculated for the pure GLIC

system as an indicator of the protein stability within the membrane, over the

course of the 3 µs simulation time, the protein RMSD was calculated as 2.23 ±

0.53 Å which indicates good stability. Visual inspections showed that the protein

also remained stable in its position and did not drift or tilt within the membrane

and no other anomalies were observed.

The simulations carried out on the systems containing the fentanyl analogues

showed the drug molecules forming short-lived, non-speci�c interactions with the

the protein exterior and penetrating into the membrane in which they remain for

the majority of the simulations, this is expected behaviour due to the lipophilicity

of the drug molecules.267 It was however observed that a molecule of each analogue

was seen to bind for a long period of time in a site located in the extracellular

domain in multiple simulation replicates (Figure 5.7).
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Figure 5.7: Detailed view of the alfentanil (A), remifentanil (B) and sufentanil
(C) binding sites. (D) The fentanyl binding site2 is shown for reference. The
drug molecules are shown in VdW sphere representation with binding residues

shown in licorice representation

This binding site is located between two subunits in the extracellular domain much

like the site that was found for fentanyl in Section 4.1.3. That site was located

approximately 9 Å below the orthosteric-agonist binding site which is not what

I observed for the analogues. The analogue binding site located approximately

6 Å to the upper right of the orthosteric-agonist site in the "β-sandwich" region

with interacting residues also from the upper loop region and loop C. All of the

analogues entered this site directly from the solvent with no di�usion into the

channel. Alfentanil initially bound in this site after ∼ 550 ns of the simulation

and left the site after ∼ 900 ns. After alfentanil left the site, it re-entered and

exited multiple times until the end of the simulation but did not transition into

the fentanyl site. Remifentanil bound within this site after ∼ 190 ns and left the
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site after ∼ 950 ns where it remained in the solvent until the end of the simulation.

Sufentanil entered the binding site after ∼ 330 ns and unbound after ∼ 831 ns

where it di�used into the membrane environment. The drug molecules remained

fairly stable in this site with RMSDs of around 2 to 2.5Å for all bound drug

molecules.

To ascertain whether the binding of the analogues had any a�ect on the structure

of the β-sandwich region, secondary structure calculations were carried out on the

whole of that region (Figure 5.8).

Figure 5.8: Secondary structure of the β-sandwich region for (A) the pure
system, (B) the sufentanil system, the alfentanil system and the remifentanil

system

The secondary structure calculations show that the binding of the analogues in this

region does not a�ect the anti-parallel and parallel beta sheets in any appreciable

way. There are small changes seen in areas with bends changing to turns but these

areas are highly �exible and any small changes cannot be attributed to the binding

of the drug molecules. The drug molecules also interact with loop C which forms
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the top of the fentanyl binding site, RMSD calculations show that the binding of

the analogues in the site to the upper right of loop C cause destabilisation of the

loop (Figure 5.9).

Figure 5.9: Root mean squared deviations of loop C in the drug bound systems
compared to the pure GLIC system

Uncertainties still remain over the role loop C plays in the gating of pLGICs with

some thinking it plays a major role,268 or just has mild e�ects,269 and some believe

it has no purpose in the gating activation pathway.270,271

The binding free energies were calculated using the MM-PBSA method and are

shown in Table 5.2.

Drug
Binding free energy

(kcal/mol)

Alfentanil -16.24

Remifentanil -19.67

Sufentanil -15.15

Fentanyl -27.35

Table 5.2: Binding free energies for fentanyl analogues compared to fentanyl
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Remifentanil binds the strongest in this site which is likely why it has the longest

residence time of around 740 ns in this site compared to the other analogues.

When compared to fentanyl in its site, these binding free energies are signi�cantly

lower. The reason for this is likely due to the higher involvement of loop C in

the fentanyl site. Loop C forms the top of the binding site for fentanyl, whereas

only one or two residues from it interact at the analogue site. This highlights the

possible importance of loop C not in terms of a direct contributor to the gating

mechanism, but in the stability it provides ligands which bind near the orthosteric

site.

To see whether or not the binding of the drug molecules in this site altered the

function of the GLIC protein, the number of pore water molecules were computed

using a custom python script which utilises the MDAnalysis python toolkit.190

Pore water molecules were classi�ed as those which occupied the M2 pore from

the 245-Asn residues at the top of each M2 alpha helix to 222-Glu residues at

the bottom of the M2 alpha helices. The pore was found to be full solvated

during the full course of the pure GLIC systems. In the drug bound systems,

pore de-wetting was observed in the hydrophobic gate region from 240-Ile to 233-

Ile (Figure 5.10). The remaining water molecules within the pore are located

above (245-Asn to 240-Ile) and below (233-Ile to 222-Glu) the hydrophobic gating

region. The full hydrophobic gate region was also observed to be dehydrated by

visual inspection in VMD.133 This methodology in which pore water molecules

are tracked along the course of the simulation trajectory has been used previously

to identify hydrophobic gate formation in other channel proteins.191,272,273 The

analysis conducted on the pure system con�rmed that the channel was in the

open state and remained that way over the full length of the simulations. Form

visual inspection, the formation of the hydrophobic gate was due to the presence

of the 233 and 240 Ile residues blocking the pore causing the dehydrations. This

observation is consistent with GLIC hydrophobic gate formation from previous

studies.2,166,192
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Figure 5.10: Plot highlighting the change in the number of pore water
molecules within the M2 channel pore when the fentanyl analogues are bound

The pore water calculations show that channel dehydration occurs after binding of

each drug molecule in the β-sandwich site. This dehydration of the pore suggests

that the channel transitions from an open active state to a closed inactive state

in which ion conduction from the extracellular region to intracellular region would

not be possible.

It is relatively well accepted that the the conformational change that occurs within

the M2 helices associated with pLGIC gating is an "iris-like" contraction in the

upper region of the helices. To analyse how the binding of the drug molecules

alter the geometry and structure of M2 helices, the TRAJELIX module197 which

is part of the Simulaid analysis package198 and the Bendix plugin199 for VMD.

These tools were used to investigate a wide variety of properties, such as; global

helix x, y and z tilt angles; turn angle per residue; local helix tilt; helix rotation

and angle of curvature for each helix over the course of the 1 µs trajectories.
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Figure 5.11: (A) Helix rotation for pure GLIC system. (B) Helix rotation for
drug-bound GLIC systems. (C) Helix tilt for pure GLIC system. (D) Helix tilt
for drug-bound GLIC systems. (E) Angle of curvature for each M2 helix for
pure GLIC system, each line represents one helix. (F) Angle of curvature for
each M2 helix for drug-bound GLIC systems, each line represents one helix

Figure 5.11 shows that helix rotation of ∼ 10 degrees is present in the drug-bound

system which will rotate Ile residues into the center of the pore which forms the

hydrophobic gate, like was observed for fentanyl.2 Helix tilting was also observed

which has previously been shown to occur when other anesthetic molecules bind to

this channel and cause a constriction in the conducting pore. Curvature analysis

shows that unlike fentanyl, the analogues binding in the β-sandwich site cause an

increase in the curvature of the lower part of the channel. The binding of the

analogues increased the RMSD of the M2 helices compared to the pure system

(Figure 5.12).
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Figure 5.12: RMSD values for the helices corresponding to S1 (A) S2 (B) S3
(C) S4 (D) and S5 (E) in the drug-bound and pure GLIC systems. First 50 ns

are excluded.

The average RMSD of the M2 helices was 0.55 ± 0.8 Å, which shows how stable

the open channel remains in the pure system over the course of the simulation and

maintains the water column within the pore (Figure 5.10). The RMSD values for

the helices show signi�cant �uctuations when the drug molecules are bound. The

most noticeable �uctuations are seen for the sufentanil and remifentanil bound

systems in which the RMSD values show considerable �uctuations in S3-S4 and

S2-S3 respectively, up to 0.96 ± 0.27 Å for sufentanil in S3. These subunits are

the ones in which the drug molecules bind in between. This observation suggests

that there is a clear connection between the binding of the drug molecules in the

intersubunit site and the motions of the pore forming M2 helices. A clear activation
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pathway for pLGICs has yet to be found, but many examples have been shown in

which molecules bind to the extracellular domain and cause a change in state of

the channel. This suggests the possibility of a common activation pathway based

on what site is being occupied, not necessarily the molecule which is bound to the

speci�c site. These �ndings shows that the di�erence in binding site can cause

di�erent strucutral changes in the transmembrane domain, which results in the

same outcome in which the channel moves from an open state to a closed state.

Possible ways to begin looking for potential activation pathways is to overlap

the structure of the pure GLIC system with a structure of a drug-bound GLIC

system, or an open and closed system which the pure and drug-bound represent

respectively (Figure 5.13).

Figure 5.13: Extracellular domains of two adjacent subunits of the open GLIC
structure (green) and the closed, drug-bound GLIC system (red). Asp-800 and
Arg-801 residues are represented as sticks in the zoomed image. Drug molecule

binding not shown for clarity.

When these structures are overlapped, di�erences in the structures can be clearly

seen. Loop C plays a role in the binding of many drug molecules at this channel

directly, and by forming the cavity in which drugs can bind. In the simulations

which the fentanyl analogues bound within the β-sandwich region, loop C is shown

to be destabilised and the movement caused can be seen in the overlapped structure
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where there has been an outward bending of the loop. This bending can be

explained by the interaction of residues 800 and 801 with the drug molecules

when they are bound. As described earlier, the function of loop C in the activation

mechanism of pLGICs is still highly uncertain. The rest of the extracellular domain

remains consistent with the pure structure.

Figure 5.14: Fentanyl analogue binding site with reference to the orthosteric
and fentanyl/ketamine binding sites

5.5 Conclusion

A novel binding site for three fentanyl based opioid analgesics/anesthetics which is

the �rst evidence of these drug molecules interacting with the GLIC channel which

is a target for general anesthetics. This binding site is located in an intersubunit

site above both the fentanyl/ketamine site and the orthosteric agonist binding site
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but still interacts with loop C which is important in the binding of fentanyl/ke-

tamine and an orthosteric agonist. Molecular dynamics simulations show that the

binding of these three fentanyl analogues causes the ion channel to move from an

active, ion conducting state to an inactive, non-conducting state. This closure is

achieved by conformational changes of the M2 helices within the transmembrane

domain which form the channel pore. Conformational analysis conducted using

the TRAJELIX module of the simulaid package showed rotation and tilting of the

M2 helices when the drug molecules were bound, noticeable curvature of the helices

was also observed in the lower part of the helices. These conformational changes

formed a hydrophobic gate within the pore which caused rapid dehydration of the

channel and blocked the �ow of water and ions from the extracellular domain to

the intracellular domain. The discovery of the fentanyl analogue binding site is

an important step in revealing the molecular mechanisms of opioid anesthesia and

future design of opioid-based drugs.
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Conclusions and outlook

General anesthesia has been a revolutionary advance in the �eld of medicine and

general surgery, yet the molecular mechanisms behind this phenomenon remain

uncertain despite the technique being routinely used for many decades. Discov-

ering and understanding the mechanisms behind general anesthesia will lead to

advances in the design of new anesthetic drugs, which can be used more e�ciently

and increase patient safety and reduce recovery times. The discovery of these

mechanisms could also play a very important role in understanding consciousness,

which remains the biggest mystery of our time. Experimental work has shown

that general anesthetics can interact with, and alter the physical and mechanical

properties of lipid membranes, bind to ion channels resulting in changes to the

activation state of the channel, and interact with lipid membranes in ways which

could indirectly modulate the e�ect of ion channel proteins. These �ndings suggest

that general anesthetic molecules act at multiple targets as opposed to one speci�c

membrane protein, for example. One thing that is clear from previous studies is

that often only one drug is studied, which is rarely the case in surgical procedures

as often there are multiple drugs used in combination during the procedure, the

most interesting of which is opioids. Opioids, such as fentanyl and its analogues

possess anesthetic properties and are extensively used in general anesthesia so un-

derstanding how these opioids exert their anesthetic properties is also fundamental

in understanding the molecular mechanisms of general anesthesia.

148
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In this work the interactions between two anesthetic drugs, the intravenous general

anesthetic propofol and the opioid anesthetic/analgesic fentanyl , and two di�erent

phospholipid bilayers, 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) and 1,2-

dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) were investigated using molec-

ular dynamics simulations, which allows the simulations of the drug molecules

with a fully hydrated lipid membrane at atomistic resolution. Simulations of sin-

gle molecules of each drug were initially carried out to study speci�c interactions

with the membrane, then simulations at clinical concentrations were carried out

to ascertain if the presence of the drug molecules signi�cantly altered the mem-

branes physical, mechanical and dynamic properties. The main �ndings from these

simulations may be summarised as follows:

� Both propofol and fentanyl prefer to reside within the hydrophobic region of

the membranes. Propofol forms hydrogen bonds with the carbonyl oxygens

in the upper acyl region and fentanyl orientates itself parallel to the head

groups at the interface where it forms hydrogen bonds with water molecules.

� Hydrogen bonding and radial distribution function analysis show an increase

in the presence of water molecules within the head group region when the

drug molecules were present, this was more noticeable in the fentanyl sys-

tems.

� Both drug molecules caused increases in the area per lipid and isothermal

area compressibility modulus at clinical concentrations.

� At these concentrations, both drug molecules caused an increase in lipid

head group hydration, sti�ening of the acyl chains, and hence a decrease in

membrane �uidity.

� The results show that there is a large similarity between both drug molecules

in the e�ects that they have on the lipid bilayers.
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� Both drug molecules caused signi�cant strucutral perturbations of the mem-

brane structure, largely independent of the bilayer tail structure. Perturba-

tions of this magnitude could possibly cause disruption in the function of

other membrane components.

Moving on from these �ndings, the interactions between fentanyl and a pLGIC

were investigated. Anesthetics have been shown to bind at these ion channels

and induce conformational changes which render the channel non-functional. The

Gloeobacter violaceus ion channel was chosen as the target ion channel due to high

resolution crystal structures being available for the open form of the channel allow-

ing possible gating to be investigated. Various anesthetics have also been shown

to modulate the function of this ion channel experimentally and computation-

ally. The anesthetic action of fentanyl has received very little attention, as most

anesthesia related research has mainly focused on hypnotic agents, such as propo-

fol. Fentanyl can, and often is used as the main general anesthetic component so

it is important that this is investigated. This study utilises molecular dynamics

simulations and end-state free energy calculations to study the interactions be-

tween fentanyl and the Gloeobacter violaceus ion channel, the main �ndings can

be summarised as follows:

� Fentanyl was found to bind within an extracellular intersubunit site in which

ketamine has been shown to bind. This site is located approximately 10 Å

below the orthosteric agonist-binding site. Fentanyl remains stable in this

binding site for over 400 ns.

� MM-PBSA calculations showed that the binding strength of fentanyl was

similar to other drug molecules which bind to pLGICs and modulate their

function.

� Analysis of the pore water molecules show a rapid dehydration of the M2

helix pore after fentanyl binding. Visual analysis showed the formation of a

hydrophobic gate region formed by the 233-Ile and 240-Ile residues.
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� Conformational analysis of the transmembrane M2 helices which form the

ion conducting pore showed that helix rotation and helix curvature, with

minimal tilting occurred upon fentanyl binding which cause the ion channel

to move to an inactive state.

� The similarity between fentanyl and ketamine clinically and in this binding

site suggest that this site is relevant in the general anesthesia process.

� This study shows that fentanyl can act at this channel which is a target for

general anesthetics, this should hopefully show that fentanyl is worth while

studying in the context of anesthesia.

� Understanding where fentanyl binds and interacts is important for the future

development of "opioid-like" drugs.

The discovery of fentanyl modulating the function of GLIC is consistent with the

intravenous anesthetic propofol which also binds to and modulates this channel,

albeit in a transmembrane, intrasubunit site. Propofol and fentanyl are routinely

used in general surgery to perform total intravenous anesthesia (TIVA) which

has several advantages over traditional volatile techniques, namely; reduction of

post-operative nausea, rapid recovery, greater haemodynamic stability and less at-

mospheric pollution. As these drugs are used together, there is a possibility that

there are interactions between them both, and the GLIC structure. In this study,

�ooding style simulations were used alongside gaussian accelerated molecular dy-

namics to look for signs of interaction between these drugs and GLIC. The main

�ndings can be summarised as follows:

� The gaussian accelerated MD simulations revealed a detailed pathway for

the pore blocking mechanism by propofol, which had not been previously

observed with conventional MD simulations.

� Propofol was also shown to be able to hop between transmembrane intra-

subunit binding sites by di�using a tunnel formed by helices of the occupied

and adjacent subunit.
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� Fentanyl was shown to stabilise propofol molecules in several binding sites.

Multiple propofol molecules interacted with one fentanyl molecule in the

aqueous phase and then di�used towards the protein where the fentanyl

molecule remained with one propofol molecule in an extracellular binding

site.

� Density calculations show that fentanyl and propofol share many sites, mostly

located in the extracellular domain.

� The stabilisation by fentanyl was shown to occur close to the orthosteric

agonist-binding site.

� The results of this study present a case for the allosteric action of anesthetics

and opioids at pLGIC sites.

So far the results have shown that fentanyl acts in similar ways to the general

anesthetic propofol in lipid bilayers and at the Gloeobacter violaceus ion channel.

Although fentanyl is a vital component in general anesthesia, various analogues

have been developed which have di�erent clinical e�ects, such as higher potency,

decreased onset time, reduced duration of action, and greater metabolism rates.

The lipid membrane is though to play an important role in opioid anesthesia, so

understanding how these drugs behave in these environments is important. One of

the most important properties to understand is the membrane permeability which

can be predicted from molecular simulations. Multiple simple bilayer models were

used to show how crucial lipid choice is in membrane permeability prediction. In

this study, extensive umbrella sampling simulations were used to predict the mem-

brane permeability of fentanyl and three of its analogues (alfentanil, remifentanil

and sufentanil) and the results were compared to the available experimental data.

The main �ndings can be summarised as follows:

� The simulations showed that for all four drug molecules, the main resistance

to permeation was at the lipid head group interface due to it being par-

tially charged and polar, whereas the drug molecules were all hydrophobic

in nature.
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� The simulations were able to identify the DMPC lipid bilayer as the most

reliable lipid to use for these drug molecules.

� The DMPC system gave the best comparisons to the literature values from

PAMPA and Caco-2 methods which are extensively used in pharmaceutical

research.

� Biophysical data on the free energy of permeation, local resistance and dif-

fusion can be obtained from these simulations, as well as the permeability

coe�cients.

� The results from the umbrella sampling simulations showed that accurate

predictions of the membrane permeability coe�cients can be made using

simple membrane models and adequate sampling.

� The results for each model showed how important the testing for suitable

lipid systems is when performing membrane permeability coe�cient calcu-

lations using the umbrella sampling methodology.

To further investigate the di�erences between fentanyl and its analogues, the inter-

actions between them and the Gloeobacter violaceus ion channel were investigated

using molecular dynamics and end-state free energy calculations. Fentanyl was

shown to bind within an extracellular intersubunit binding site which can also be

occupied by the anesthetic drug ketamine. Ascertaining whether the analogues

interact with the channel in the same, or similar way to fentanyl and other gen-

eral anesthetics will be important for understanding the anesthetic properties of

these drugs, and for future drug design. The main �ndings can be summarised as

follows.

� All three fentanyl analogues were found to bind within an extracellular in-

tersubunit site above the fentanyl/ketamine site.

� This binding site shared residues located on loop C which also form part of

the fentanyl/ketamine site.
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� Pore dehydration was observed when the drug molecules were bound within

this site, suggesting that the channel moved to an inactive state when these

drug molecules were bound.

� Conformational analysis of the M2 helices which form the ion conducting

pore suggest that there is rotation and tilting of these helices which cause

the channel to close.

� This is consistent with what has previously been observed for other anes-

thetic molecules, but this binding site has not previously been identi�ed.

� A clear activation pathway has yet to be found for pLGICs, but many exam-

ples of molecules which bind in the extracellular domain and cause conforma-

tional changes in the transmembrane domain. This suggests the possibility of

a common activation pathway based on a site being occupied, not necessarily

the molecule that is bound.

� These �ndings show that a di�erence in binding site can cause di�erent

strucutral changes which result in the same outcome.

In the past decades, research into general anesthesia has progressed signi�cantly

along with huge progress in computational hardware and software which has

opened up new possibilities in the study of the interactions between anesthetic

drugs and biological systems. As highlighted in this thesis, advances in exper-

imental structure determination techniques, such as x-ray crystallography and

cryo-electron microscopy have allowed structures to be determined which show

anesthetics binding to ion channel proteins. These structures allow the interac-

tions with the bound drug, and other possible ligands to be probed at atomistic

detail with molecular simulations. However, an important step which has to be

overcome will be the applicability of these observations to complex mammalian

systems, and to put these results into the overall context of a cell, and then the

brain as a whole. The work presented in this thesis will also hopefully show that

the focus of anesthesia research should be broadened to include other molecules

with anesthetic properties, such as opioids, which will add more pieces to the
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puzzle. With current advances in receptor discovery, electrophysiology, structure

prediction and computational power, I am hopeful that the mysteries of general

anesthesia, and human consciousness will begin to be revealed, which will allow

the development of safer and more e�ective drugs, as well as an understanding of

the greatest mystery in the universe.
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