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The present work describes the vortex-vortex interactions observed during laboratory
experiments, where a single regular water wave is allowed to travel over a discontinuous
rigid bed promoting the generation of both nearbed and surface vortices. While nearbed
vortices are generated by the flow separation occurring at the bed discontinuity, surface
vortices are induced by the wave breaking in conjunction with a breaking-induced
jet. A “backward breaking” (previously observed in the case of solitary waves) occurs
at the air-water interface downstream of the discontinuity and generates a surface
anticlockwise vortex that interacts with the nearbed clockwise vortex. Being the vortex-
vortex interaction influenced by many physical mechanisms, a point-vortex model, by
which vortices evolve under both self-advection (in relation to both free surface and
seabed) and mutual interaction, has been implemented to separately investigate the
vortex- and wave-induced dynamics. The available data indicate that both self-advection
and mutual interaction are the governing mechanisms for the downward motion of the
surface vortex, with the effect of the breaking-induced jet being negligible. The same two
mechanisms, combined with the mean flow, are responsible for the almost horizontal and
oscillating path of the nearbed vortex. The investigation of the vortex paths allow us
to group the performed tests into three distinct classes, each characterized by a specific
range of wave nonlinearity. The time evolution of the main variables characterizing the
vortices (e.g., circulation, kinetic energy, enstrophy, radius) and their maximum values
increase with the wave nonlinearity, such dependences being described by synthetic best-
fit formulas.

Key words: Authors should not enter keywords on the manuscript, as these must
be chosen by the author during the online submission process and will then be added
during the typesetting process (see http://journals.cambridge.org/data/relatedlink/jfm-
keywords.pdf for the full list)

1 Email address for correspondence: g.zittiQunivpm.it



2 M. Brocchini, F. Marini, M. Postacchini, G. Zitti, M. Falchi, Z. Xie
1. Introduction

The interaction of steady and unsteady flows, such as steady currents and waves,
respectively with irregular river-bed and sea-bed topography, leads to a number of
dynamics of interest. In particular, the generation and evolution of large-scale coherent
vortices by flow separation at boundaries (bottom and free-surface) are here studied to
clarify similarities, differences and interactions. In the surf zone, the propagation of water
waves over bed discontinuities, naturally generated or artificially built, and their breaking
gives rise to bottom and surface vortices that develop and interact, largely influencing
the local hydrodynamic field in terms of mass and momentum transfer, sediment stirring
and air-water mixing (Wu et al. 2012). A similar phenomenology evolves in fluvial and
estuarine environments, ascribed to irregularities in the bedform, abrupt bathymetry
gradients and obstructions (Best 2005; Chickadel et al. 2009; Bristow et al. 2020).

Considering steady flows, like those developing in rivers and channels, large-scale
coherent structures, also called “boils”, generate downstream of submerged dunes, evolve
and propagate reaching the free surface while transporting sediment concentrations larger
than those within the surrounding flow (Best 2005). Specifically, the flow separates at
the lee side of the dune and the flow reattaches downstream at a distance of some dune
heights, while a shear layer separates the recirculating flow from the free stream fluid
above. Large-scale turbulence generates along the shear layer, while a wake zone grows
and dissipates downstream. At the same time, the flow expands at the upper/lee-side
of the dune and a boundary layer grows downstream of the reattachment region and
develops a more logarithmic velocity profile. The horizontal velocities are maximum over
the dune crest, where the turbulent flow strongly affects the bed shear stresses, as well
as both local bedload transport and sediment suspension (e.g., Bourgoin et al. 2019).
Hence, the local morphodynamics depend on the flow field generated over the riverbed,
although such flow field is strongly related to the bed permeability and hyporheic flows
(Sinha et al. 2017). Three-dimensional bed features exist in many environments and an
additional complexity arises from such patterns, as in the case of barchan dunes, whose
crescentic morphology provides secondary flows and complex vortical structures (Zheng
et al. 2019; Bristow et al. 2020).

Within the context of unsteady flows, like those evolving in the marine environment,
different types of waves have been tested in the past and the solitary wave was one of
the most commonly studied, for its capability to well reproduce the dynamics induced
by tsunami waves (e.g., Madsen et al. 2008). Among the first researches on such topic,
Chang et al. (2001) investigated the dynamics of vortices generated around rectangular
structures and induced by solitary waves, observing that the shoreward wave-crest motion
leads to an increase of the horizontal velocity above the obstacle, and also to the vortex
growth. Acknowledging that flow separation and vortex evolution are among the main
causes of failure of coastal structures, tests on breaking solitary waves travelling over
a vertical rectangular barrier were also carried out (Wu et al. 2012). During wave
propagation, a free-surface bulge generates at the lee side and interacts with the main
wave crest, providing a crest-crest exchange and a steepening of the slope of the tail
surface, which breaks in the seaward direction. Such phenomenon is referred to as
“backward breaking”, i.e. an overturning jet that impinges onto the free surface and
entraps air (e.g., Cooker et al. 1990; Grilli et al. 1994). As observed by Wu et al. (2012),
due to the backward breaking and the relative impinging jet, the air is trapped and an
anticlockwise vortex is generated at the free surface. Subsequently, the surface vortex
moves downward and interacts with the large clockwise vortex generated by the flow
separation occurring on the lee-side/top of the rectangular structure. An additional
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anticlockwise vortex may be induced at the bed, due to the interaction between the
clockwise vortex and the seabed (Cheng et al. 2010; Leweke et al. 2016). The vorticity
field generated by solitary waves travelling over submerged obstacles of various types
and configurations was investigated by Li et al. (2021), who observed that the clockwise
vortex generated by flow separation has a fundamental role in dissipating the energy of
the incoming wave, depending on the vortex characteristics (e.g., motion, magnitude).

To the best of the authors’ knowledge, few studies have been carried out on large-
scale vorticity generated by short waves travelling over submerged obstacles. Chang
et al. (2005) made cnoidal waves propagate over a rectangular obstacle, observing
the generation of both a nearbed clockwise vortex and a surface anticlockwise vortex.
Although similar to the solitary-wave-induced dynamics, vortices were seen to last much
less than in the presence of solitary waves. To better characterize the vortices generated
during the different tests, Chang et al. (2001, 2005) defined the vortex strength as its
maximum vorticity. They observed that the large clockwise vortex reaches its maximum
strength in correspondence of the wave crest, while the time evolution of the vortex
strength is well correlated to the maximum turbulence intensity. A linear relationship was
also observed between dimensionless vortex intensity and Reynolds number. Furthermore,
comparing the clockwise vortices on the lee side with those generated on the weather side,
only few cases displayed a larger vortex strength on the weather side, while most cases
had a larger vortex strength on the lee side.

Of interest for the hydrodynamics of the vortex-vortex interaction is the vortex pair
three-dimensional instability. Many researchers (e.g., Leweke et al. 2016; So et al. 2011;
Ryan et al. 2012) investigated the stability of different kinds of co-rotating and counter-
rotating vortices, with equal or unequal strength, by means of numerical simulations,
measurements and analytical approaches, describing an articulated scenario. Using the
core radius a as the reference dimension, two mechanisms of instability have been
identified: i) sinuous long-wave instability, with a wavelength much larger than the core
radius, ii) small-wave instability, with a wavelength close or equal to the core radius. The
long-wave instability, also known as Crow instability, is characterized by rigid sinusoidal
displacement of the two vortex cores as a whole, without deformation, with a wavelength
much larger than both the vortex radius and the separation distance between the vortex
cores b, with the wavelength potentially reaching values of an order of magnitude larger
than a and b (Crow 1970). The small-scale instability, on the contrary, is generated by the
exponential amplification of initial short-wave disturbances in each core, taking place in
a strain field caused by the other vortex of the pair (Leweke et al. 2016). In dependence
on the type of vortex, relative strength and relative rotation sign, one of the two or both
instabilities can occur with different intensities. While small-scale instability affects both
co- and counter-rotating vortex pairs, it has been proven that Crow instability affects
counter-rotating pairs only (Ryan et al. 2012).

Notwithstanding the many published works, the physical mechanisms governing the
dynamics of interacting counter-rotating vortices are not yet properly identified, hence
the effects of the impinging jet generated by the breaking wave, the mutual interaction
between vortices, the self-advection induced by the physical boundaries of the domain
and the vortex instability should be investigated, as these might play a fundamental role
in the evolution and breakdown of the vortices. In particular, the relative importance of
mutual advection, self-advection, vortex instability, and wave nonlinearity needs to be
clarified in dependence of the overall conditions that characterize this phenomenon (e.g.,
Chang et al. 2005; Leweke et al. 2016; Curtis & Kalisch 2017).

Thus, the aim of the present paper is to investigate the interaction of bottom- and
free surface-vortices, as generated by a wave travelling over a sloping seabed. Focus is on
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FIGURE 1. (a) Wave flume of the Hydraulics and Maritime Construction Laboratory of the
Universitd Politecnica delle Marche (Ancona, Italy), with indication of wavemaker, physical
model and gauge locations. (b) Detail of the investigated area.

the evolution and interaction of coherent large-scale vortices, rather than on small-scale
turbulence. The vortex-vortex dynamics have been studied by complementary means,
i.e. dedicated laboratory experiments and application of a semi-analytical point-vortex
model. The final goal is to describe the dependence of the different, documented scenarios
as a result of the amplitude and period of the selected wave history and quantify
the importance of the driving mechanisms (wave mean-motion, mutual advection, self-
advection), addressing, in particular, the effect of wave nonlinearity.

The manuscript is organized as follows. Section 2 describes the experimental tests and
the applied point-vortex approach. Section 3 illustrates the main findings from laboratory
data, which are then discussed also comparing with the point-vortex theory (Section 4).
Concluding remarks are provided in Section 5.

2. Experiments and theory

The following subsections describe both the experimental tests and the theory used
for the interpretation of the experimental observations.

2.1. Ezxperimental setup

An experimental campaign has been devoted to the analysis of the vortex-vortex inter-
action in correspondence of bed discontinuities. The framework was that of the project
“FUNdamentals of BREAKing wave-induced boundary dynamics” (FUNBREAK), that
aimed at better understanding the overall dynamics generated when breaking-induced
vortices directly interact with nearbed coherent structures. The facility, hosted by the
“Laboratory of Hydraulics and Maritime Construction” (Universita Politecnica delle
Marche, Ancona, Italy), was a 50-m long, 1-m wide and 1.3-m deep flume (figure 1a).
More details on the facility and some of the coastal models there reproduced are available
in Lorenzoni et al. (2010, 2016) and Corvaro et al. (2018).

The wave motion was forced by a piston-type wavemaker. An absorbing beach (slope
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TABLE 1. Distance of the free surface gauges from the wave paddle and from the FOV.

Name Distance from paddle (m) Distance from the FOV (m)

S1 9.37 -13.5
S2 13.37 -9.5
S3 16.87 -6.0
S4 18.37 -4.5
S5 19.87 -3.0
S6 21.37 -1.5
S7 22.87 0.0
S8 24.17 1.3

1:20) made of coarse gravel, was used to reduce the wave reflection (estimated around
5%) and was fitted about 10 m shoreward of the study area. Therefore, since the duration
of the recordings was in the order of (3-4)s, possible effects of the reflected wave in the
measuring area were regarded as negligible. The side walls of the central part of the flume
were glassed and enabled one to record and carry out optical measurements (e.g., Miozzi
et al. 2015).

The physical model, thus, represented an uneven seabed characterized by two sloping
aluminium platforms (slope of 1:10, length of 3 m and width of 0.98 m each) over which
waves travelled and broke. To allow for the generation of a nearbed vortex and its
interaction with a breaking-induced surface vortex, discontinuities were reproduced at
the seaward end of each platform using counter sloping transparent plates (slope 1:1).
Further, the transparent plates enabled the generation of a laser sheet within the study
area, fundamental for optical measurements (figure 1b).

Eight electro-sensitive wave gauges recorded the surface level with a frequency of
acquisition of 35 Hz, and thus wave heights, at different streamwise locations of the
flume (see table 1). The still water depth at the wavemaker was hg,,; = 40 cm.

To carry out optical measurements, two FLARE 12M125 CCD cameras with resolution
of 4100x 3072 pixels and a 16-bit pixel depth were used, each allowing the recording of
uncompressed images at ~ 125 fps at full resolution on a dedicated DVR Express Core 2.
The light source was a diode pumped, all-solid-state-laser by CNI, model MG. This green
laser was capable to deliver a 4 mm in diameter, 10 W beam, at a wavelength of 532 nm in
continuous wave mode. Use of this kind of lasers, in conjunction with high speed camera,
has been already investigated successfully in Falchi & Romano (2009), where small-scale
features and statistics were evaluated against a standard Particle Image Velocimetry
(PIV) acquisition system.

To properly seed the flow, hollow glass spheres (HGS) have been selected. The nominal
diameter was 10 um, while the specific weight was 1.1 g/cm?. Based on this data and on
the flow characteristics, the particle Stokes number was approximately equal to 1074.

From a data acquisition board connected to the main computer, a TTL (transistor-
transistor logic) trigger signal was sent both to the wave gauges and to the cores of the
cameras to synchronize the data recordings. Subsequently, the optimal frame-by-frame
synchronization of the images was obtained using another signal between the two cores.
The laser source, being continuous, was not connected in this control system. For each
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FIGURE 2. Layout of the electronic set-up and the triggering system.

test, the images taken from each camera were first stored in the core and then exported
to a dedicated PC. A sketch of the setup is illustrated in figure 2.

2.2. Tested waves

Many wave conditions have been tested at the beginning of the experimental campaign,
characterized by either a plunging-type breaking, a spilling-type breaking or a backward
breaking. However, spilling and plunging breakers resulted in no vortex-vortex interac-
tion, as the nearbed vortex was rapidly washed away by the mean wave motion and only
the breaking-induced vortex dominated the region just shoreward of the discontinuity. In
addition, when plunging/spilling occurred exactly on the discontinuity, a large portion
of the water body filled with air bubbles and, in such conditions, no particle tracking
measurement was possible. Hence, twenty different wave conditions leading to backward
breaking have been studied.

Waves were generated by imposing an external paddle displacement timeseries. Such
timeseries was not based on either solitary or cnoidal wave theories, rather on the linear
wave theory, with H, and T}, being the target wave height and period at the paddle (see
Table 2). Then, to reduce the presence of possible unwanted turbulent structures in the
investigated area caused by start-up transient waves, the ramp-up time was reduced to
only one wave period. Finally, the paddle was stopped once it reached its most forward
position, this leading to the generation of only one regular wave, which allowed us to
focus on a relatively simple vorticity field.

During a preliminary testing phase, both still water level hg,,; and wave characteristics
at the paddle (H,, T,) were chosen based on visualization of the flow field through the
recorded images. Repeatability tests were performed through multiple runs of the same
conditions, which showed that the overall behavior of the large-scale vortices was properly
captured and well repeated. After such phase, three different wave periods were selected
(Tp=1.5, 1.7, 1.9 s) and a wave height range was chosen for each of them. Within each
range, the intensity of the phenomenon changed from barely visible to a condition for
which the air entrainment deviated the laser sheet, hindering the optical measurements.

The values of the wave characteristics imposed at the paddle and measured at wave
gauges S1 (Hy, Th) and S6 (H, T) are summarized in table 2. Here, some relevant
dimensionless wave parameters are also reported (H/h and H/L), where h was computed
as the sum of the still water depth and the mean of the positive free surface elevation
at wave gauge S6, while L is the wavelength computed through the linear wave theory.
Therefore, the wave nonlinearity H/h ranges from 0.26 to 0.38 while the wave steepness
H/L from 0.014 to 0.019.

Figure 3 illustrates the time evolution of the free surface elevation of the first generated
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TABLE 2. Wave characteristics imposed at the paddle (H, and T}) and measured at the wave
gauge S1 (H; and T1) and S6 (H and T') and wave nonlinearity H/h and steepness H/L.

Test number H, (m) T, (s) Hi1 (m) 71 (s) H (m) T (s) H/h (-) H/L (-)

1 0.170 1.70 0.067 1.85 0.048 275 0.261 0.0138
2 0.180 1.70 0.071 1.90 0.052 2.78 0.279  0.0146
3 0.190 1.70 0.074 185 0.055 2.83 0.292 0.0152
4 0.200 1.70 0.078 1.85 0.058 2.90 0.310 0.0158
5 0.210 1.70 0.083 193 0.062 290 0.326 0.0167
6 0.220 1.70 0.087 1.90 0.065 3.00 0.343 0.0170
7 0.230 1.70 0.091 190 0.069 3.00 0.360 0.0179
8 0.150 190 0.072 1.85 0.051 2.78 0.277 0.0146
9 0.160 1.90 0.077 1.83 0.056 2.80 0.304 0.0156
10 0.170 1.90 0.082 1.88 0.060 2.83 0.318 0.0167
11 0.180 1.90 0.087 190 0.064 293 0.336 0.0171
12 0.190 1.90 0.092 190 0.068 295 0.356 0.0181
13 0.200 1.90 0.097 188 0.073 3.03 0.380 0.0188
14 0.220 1.50 0.067 1.90 0.049 2.80 0.266 0.0138
15 0.230 1.50 0.071 1.88 0.052 288 0.277 0.0141
16 0.240 1.50 0.074 1.88 0.055 2.90 0.291 0.0148
17 0.250 1.50 0.077 193 0.0567 290 0.305 0.0156
18 0.260 1.50 0.080 1.88 0.060 2.93 0.318 0.0161
19 0.270 1.50 0.083 193 0.063 298 0.335 0.0165
20 0.280 1.50 0.086 1.93 0.065 3.00 0.358 0.0171

7 (M)

t(s)

FIGURE 3. Example of free surface propagation along the flume for Test 6.

wave at some representative wave gauges along the flume. This figure refers to Test
6, but the same behaviour was observed for all the other tests. The time origin is in
correspondence of the wave crest. This allows for a better comparison of the shapes of
the travelling wave among different wave gauges. The spurious part of the signal tail,
after the second crest, has been omitted.

After generation, before reaching wave gauges S6 and S7, the wave height decreases,
while both wavelength and period increase. In addition, the measured wave period
increases for increasing initial wave height, while it is weakly affected by the period at the
paddle T},. Such behaviour is typical of solitary waves, for which the wave height is the
main controlling parameter. However, the shape of the wave seaward of the discontinuity
(from S1 to S6) remains comparable to that of a Stokes wave. On the contrary, in
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correspondence of the area of measurement (gauge S7), the wave is characterized by
a solitary-wave shape, its surface being above the still water level for a long time. The
second peak visible at time t =~ 1 s is ascribed to the backward breaking, which occurs
after the passage of the wave crest. To obtain local information about the wave forcing
the phenomenon, the characteristics of the waves in correspondence of S6 (H, T') have
been used in the following analysis.

2.3. Vortex characteristics

Following Leweke et al. (2016), the vortices detected in the experiments have been
characterized by concentrating the circulation of each vortex (I) in its center (x.):

F:/SwdS (2.1)

1
Xe = f/SXWdS (2.2)

where S was the surface occupied by the vortex, which was detected using the vorticity
field |w| > 2 s~ in regions where Ao < 0, Ay being the second eigenvalue of the velocity
gradient tensor. In particular, the two counter-rotating vortices were, respectively, defined
as the one with the largest positive circulation I't and the one with the largest negative
circulation I'~, among all the identified vortices. After that such maxima were reached,
each vortex has been identified using the vorticity region (positive or negative) closer to
the vortex center evaluated in the previous frame. The correctness of this procedure was
visually verified for all the tests and the results of stages characterized by a poor tracking
(e.g. when the main vortex divides into smaller structures) were omitted. The radius of
the vortex, a, was subsequently evaluated following Leweke et al. (2016):

1
a’ = —/ Ix — x.|> wdS (2.3)
I'Js
The kinetic energy Ej and the enstrophy Z were defined as:
1
Ep = f/ Iv|* dS (2.4)
2Js
1 2
Z=- | wdS (2.5)
2 /s

where v was the velocity field.

2.4. Visualizations and flow measurements

To fully detail the phenomenon under investigation, experimental tests were carried
out following a two-step method. The wave condition of Test 6 in table 2 was chosen for
the preliminary analysis on the tracking methods and on the filtering techniques. This
specific Test has been chosen because it was one of the most energetic, with a large wave
height, wave period and velocities. In addition, the air entrainment during this Test was
negligible.

Visualizations have been preliminarily used to get qualitative, nonetheless valuable,
information about the overall characteristics of the interaction between the bottom and
the surface vortex and its dependence on the wave time history and water depth. To this
purpose, a first camera set-up was designed, using large exposure times (120 ms) and a
reduced frame rate (8 fps) at the full resolution of 4100 x 3072 px (figure 4a).

As a second step, the two cameras were arranged one on top of the other (figure 1b)
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(b)
FIGURE 4. Example of (a) vortex visualization and (b) reconstruction of the velocity field
using the PTV technique for Test 6.

and the resolution of each of them was reduced to 4100x850 px, to achieve the larger
frame rate of 435 fps. This allowed us to reduce to 15px the maximum displacement
observed for the seeding particles between contiguous frames, thus to perform an optimal
tracking. The overlapping area between the two images was in the order of 5-10% of the
vertical dimension of each image. Before performing the particle tracking, images were
pre-processed through stitching and background-subtraction operations. These led to
a single-frame collection of images for each test, where reflections from both bottom
and free surface were removed, as well as any other kind of residual background. The
background removal algorithm was a sliding, time-minimum removal procedure in which
the value to subtract, constantly updated, was evaluated over 20 consecutive images
centred on the processed frame. This enabled us to enhance the particle image contrast
and to increase to signal-to-noise ratio.

The origin of the reference frame has been placed in correspondence of the highest
point of the first set of ramps (see figure 6). The final Field Of View (FOV hereafter)
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extends for around 0.46 m in the z direction and 0.18 m along y. The magnification
factor, after calibration, is equal to 8.9 px/mm.

Tracking of the seeding particles was performed by means of the Part2Track software
(Janke et al. 2020), which is an open source MATLAB package for double frame and
time resolved Particle Tracking Velocimetry (PTV). In order to handle high particle
densities, a histogram matching method was used and a sub-pixel accurate detection of
the tracer particles was achieved. The diameter of the particles was approximately 3px.
Since the cameras in use recorded with a bit depth of 16-bit, the maximum intensity
of a single pixel ranged up to a value of 65,535. The particle detection intensity was
set at 2,000 counts. The field of the search was set at 30px, i.e. twice the expected
maximum displacement. Due to the average seeding density used, 0.05 ppp (particle per
pixel), an error in the interval 1-2% has affected the proposed velocity measurements,
as evaluated in Janke et al. (2020). An example of the tracked particles is given in
figure 4b, which shows both bottom and surface vortices. For each test, from the scattered
results of the reconstructed trajectories, a structured velocity field with a grid spacing of
20px has been deduced by the polynomial binning approach. Before computing the main
parameters to characterize the vortical structures (Section 2.3), the structured velocity
fields have been post-processed to perform a fast, reliable and automatic detection of
the bottom and surface vortices, as well as of any other coherent structures that would
form. To filter out the small scale turbulence and to remove residual measurement noise,
different approaches have been used to obtain vorticity fields characterized by a smooth
evolution of the vortices without affecting the main quantities of interest, e.g. circulation,
vortex radius, enstrophy. To this end, two different approaches have been tested: time-
based and spatial-based analyses. A sliding, Gaussian filter and the snapshot Proper
Orthogonal Decomposition (POD) have been used to filter the data in time, while the
wavelet transform ( WT') has been used in the spatial domain. For each filtering technique,
in addition, a fine tuning of the parameters has also been performed. In the following
analysis, only the results with the best parameters have been reported. In more details,
the tested filtering approaches are:

e Gaussian time filter: the acquisition frequency in use was adequate to freeze the
particle positions in the stored snapshots but over-sampled in comparison to the coherent
structure time scale, the Gaussian-weighted moving average in time has been applied over
a window of 35 time steps (included among the functions available in MATLAB);

e time-snapshot POD filter: in view of the Reduction Order Modeling (ROM), only
the 50 most energetic modes have been used to reconstruct the instantaneous fields,
on the assumption that these contained the largest coherent structures (included in the
post-processing tools of the Part2Track software);

e Wavelet-based, multi-resolution analysis: instantaneous velocity fields have been
decomposed up to the 5 level, a threshold has been applied to retain the largest
coherent structures and the field has been reconstructed. In this view, in each velocity
field, small and incoherent disturbances have been filtered out independently of the other
instantaneous fields, differently from the two previous approaches.

To evaluate the efficacy of all methods, the circulation and the kinetic energy of the
vortices, described in Section 2.3, have been compared for the reference wave conditions
(Test 6) and the results are reported in figure 5, where unfiltered data are reported to
evaluate the effectiveness of the proposed algorithms. The trends are quite similar for
both I' and E}, although the application of the Gaussian filter seems to lead to smoother
results (darker colours). Application of either POD or wavelet decomposition introduces
more spikes. In addition, in comparison with the other methods, the Gaussian filter does
not underestimate the maximum values. On the contrary, a small underprediction of
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the maxima has been obtained with the wavelet spatial filter. Therefore, the Gaussian
time filter has been chosen to characterize the properties of the vortices, as discussed in
Section 3.

2.5. Point vortex analysis

Considering the two-dimensional domain reported in figure 6, the interaction and
migration of vortices due to mutual and self-advection can be simulated with the point
vortex method (Batchelor 1971), used in the literature in finite domains with periodic
boundary conditions to study the vortex-vortex interactions (Meunier et al. 2005; Ku-
vshinov & Schep 2016) and the interactions with the free surface (Curtis & Kalisch 2017).
This approach has been used in various contexts: an example is the vortex ring theory
applied to the dynamics of breaking-wave-induced macrovortices in the nearshore (Biihler
& Jacobson 2001; Brocchini et al. 2004; Kennedy et al. 2006; Terrile & Brocchini 2007).
In our case, the point vortex method has been used to reproduce the dynamics of the
vortices due to mutual and self-advection only, using the available experimental data as
initial conditions. The mutual advection of each vortex was given by the velocity field
generated by the other vortex, evaluated using the Lamb-Oseen vortex theory suggested

by Leweke et al. (2016):
r —r?
= — 1 — a2
Y= o [ ¢ }

where r = |x — x| was the distance of the coordinate point x from the vortex center
x. and vy was the velocity intensity, whose direction was perpendicular to x — x,.
Because of the complexity of the domain and boundary conditions, image vortices have
been used to reproduce the self-advection due to the interaction with the seabed and

(2.6)
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FIGURE 6. Sketch of the two-dimensional theoretical domain with the representation of the
two counter-rotating vortices, coloured in blue and red, and their image vortices: vortices with
indices imgl and img2 reproduce the contribution of the self-advection due to the interaction
with the seabed and the surface, respectively.

with the free surface: this implemented the effect of the velocity field due to image
vortices, characterized by an opposite circulation and a center located symmetrically to
the reference boundary, as depicted in figure 6. Since the model aimed at describing the
evolution of the vortices in the absence of waves, the free surface was taken equal to the
initial still water level. The initial location of the center and the circulation of the vortices
were extracted from the experiments by selecting an instant of complete development of
the vortices. Being the duration and intensity of the surface anticlockwise vortex smaller
than those of the bottom clockwise vortex, the initial condition was identified as the
time when the largest circulation of the surface vortex was achieved. The analytical
model was forced by such initial circulation, maintained constant during the subsequent
vortex evolution. To compare with the experimental results, the theoretical motion of the
two vortices was computed for the same time range and resolution of the experiments,
considering three different cases:

i) including only the mutual advection between the two vortices identified in the
experiments (i.e. considering only the blue and red vortices in figure 6);

ii) including the mutual advection between the two vortices identified in the experi-
ments and the self-advection exerted by the seabed over each vortex (i.e. the effect on
each vortex of the corresponding imgl vortex in figure 6);

iii) including the mutual advection between the two vortices identified in the experi-

ments and the self-advection exerted by both the seabed and the free surface over each
vortex (i.e. the effect on each vortex of the corresponding imgl and img2 vortices in
figure 6).
The comparison of the results of the three different point-vortex models with the experi-
mental results helps understand the role of the processes included in the models (mutual
advection between the two vortices, the self-advection exerted by the seabed and the self-
advection exerted by the free surface) with respect to the role of the neglected processes
(e.g. mean wave flow or dissipative phenomena).

3. Results

To better describe the results and make them portable, we use dimensionless variables.
The time-averaged depth at gauge S6 (see figure 1), i.e. h as defined in Section 2.2, is used
as the vertical length scale, while the wavelength estimated at S6, i.e. L, is the horizontal
length scale. Two velocity scales are used, i.e. the shallow water celerity Uy = v/gh and
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the maximum particle velocity U,,, = H/h+/g(H + h) (e.g., Chang et al. 2005), g being
the gravity acceleration. The time scale is given by the ratio between the length scale h
and the velocity scale Uy, which provides \/h/g. The dimensionless variables are, thus,
defined through a tilde:

1?: :z/g’ -%:%7 2:%7 é’:%’ BZ%’ 52%7 (31)
~ r_ T 7 _ Z oo B 5—1
o=—n Peip Z=f Bi=ofm =} (3:2)
—_— U?nh —_— U’VYL —_— U”YL
Re—T, Fr = \/g—h—TO (33)

where (z, z) represents the coordinate system, a is the vortex radius, b is the distance
between the vortex cores, s is the vortex distance from the origin of the Cartesian system
(20, 20) = (0,0), and 7 is the free surface elevation. Further, Z represents the enstrophy,
E}, the vortex kinetic energy, v = 107m?/s the water kinematic viscosity.

3.1. Vortex generation and evolution

Among all the tested waves, three wave conditions are chosen as representative of three
main nonlinearity classes, to highlight how the generation and evolution of both surface
and bottom vortices are related to the main dimensionless parameters. In particular, such
tests are selected to represent a weak/medium/strong interaction between the vortices
associated to the lowest/medium /largest values of H/h and H/L, within the tested range.
In agreement with the vortex-path evolution observed for all tests (see Section 3.2), the
wave conditions used for the analyses that follow are (see also table 2):

e Test 15: weak interaction - H/h=0.277; H/L=0.014;

o Test 5: medium interaction - H/h=0.326; H/L=0.017;

o Test 7: strong interaction - H/h=0.360; H/L=0.018.

The evolution of the vortical structures, identified as described in Section 2.3, is evident
from the representative phases reported in figure 7, for each of the selected tests. In the
first row, the free surface of the three tests measured at wave gauge ST7 is reported.
In the remaining panels, the vortex boundary is highlighted by a continuous green line
(@ &~ —0.27 for clockwise vortex and @ & 0.27 for counter-clockwise vortex, corresponding
to the dimensional threshold defined in Section 2.3).

During a first phase, a clockwise (negative) nearbed vortex is generated, due to the
large horizontal velocities under the wave crest (rows 2 and 3 of figure 7) seaward of
the seabed change of slope. In a second phase a counter-clockwise vortex is generated in
correspondence of the backward breaking and entered the measuring area (row 4 of fig-
ure 7). Next, some interactions occur (row 5 of figure 7) and finally the vortices dissipate
and/or move outside the FOV (row 6 of figure 7). Within this common behaviour, some
differences are discussed. First, the size of the vortices increases for the most energetic
wave conditions with different trends for the nearbed and for the surface vortex. The
clockwise vortex in the left panels (figure 7a) is rather small. A slightly larger nonlinearity
provides a marked size increase (figure 7b). At this point, a more energetic wave condition
(figure 7c¢) does not generate a significantly larger vortex. On the contrary, the size of
the counter-clockwise surface vortex increases more than the nearbed one moving from
Test 5 to those of Test 7 (figure 7, panels b-c). As a consequence, for the waves with
the smaller nonlinearity (or steepness) the size of the bottom clockwise vortex is always
2-3 times larger than that of the surface vortex. For the most nonlinear wave condition,
the size of both vortices is comparable. Such behavior is due to the increase of the wave
height and breaking intensity, which scales with the vortex size.

For all the tests, another coherent structure with negative vorticity can be identified in
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FIGURE 7. Vorticity fields filtered with A2 < 0 during five different time frames: (a) Test 15
(H/h = 0.277), (b) Test 5 (H/h = 0.326) and (c¢) Test 7 (H/h = 0.360). Row 1: free surface
measured at wave gauge S7; Rows 2-6: frames not evenly spaced in time, but selected at the
most representative phases of the phenomenon.

the top right part of the FOV. Such vortex is generated during the passage of the wave
crest at gauge S7 (£ ~ 0) by the interaction of the incoming nearsuface horizontal flow
with the quiescent water region located shoreward of the discontinuity, which induces
a shearing effect, and by the water depth that rapidly changes from 4 cm to 25 cm
(figure 7, al,bl,cl). Specifically, the shear layer is aligned orthogonally to the counter
slope and moves in the downward-shoreward direction during the passage of the wave
crest (rows 1-2 of figure 7). After such phase (f 2> 6) all vortices keep a stable position,
with the farthest structure in the top right area (Z = 0.10) looking unaffected by the
presence of the other vortices. The smaller shearing vortices are mostly dissipated before
the generation of the two main counter-rotating vortices and, thus, their contribution to
the overall phenomenon is regarded as negligible, thus not studied in detail in the present
work.

The analysis of the velocity and vorticity fields leads to a qualitative study of the vortex
breakdown process. Three main classes are identified depending on the wave nonlinearity
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H/h and the three wave conditions reported in figure 7 can be taken as representative
of such classes.

When the flow is quite weak (H/h < 0.30), the size of the vortices is rather small
compared to their distance, the structures keep coherent during their motion and no
evident increase in size nor breakdown occurs before the vortices move outside the FOV
(figure 7a). In such a regime, a small interaction between the vortices occurs, with the
surface vortex remaining near the center of the FOV for a long time and its intensity and
size remaining almost constant, (e.g., see figure 7, a4-a5). The bottom vortex, generated
in correspondence of the illumination limit (figure 7, a2), remains unaltered for the first
three phases and then moves upward and seaward because of the backflow of the incoming
wave tail, up to the point it completely disappears (figure 7, a5).

When the flow intensity increases (0.30 < H/h < 0.33), the bottom vortex increases in
size, remains coherent for a long time (figure 7, b1-b3) and slightly expands in the phases
that follow (figure 7, b5). The surface vortex is less coherent and, even if this effect is not
very evident in figure 7b, some patches detach from the main body of the vortex before its
breakdown. Specifically, when the surface vortex is generated (figure 7, b3), the distance
from the bottom vortex is small, leading to a large interaction and to an instability of the
surface vortex, which breaks down into smaller structures (figure 7,b4). A region where
positive and negative vorticity patches are dispersed is observed during the final phases,
in which the bottom vortex moves, again, seaward after a small fragmentation of the
vortex occurs (figure 7, b5-b6).

The third class (H/h 2 0.33) is characterized by larger and closer vortices, with the
surface vortex moving around the bottom vortex (figure 7c). Here, the size of both vortices
starts to increase at an earlier stage (f ~ 8 — 12) while their vorticity decreases. The
surface vortex is more energetic than that observed in the previous classes, and forces the
breakdown of the bottom vortex. This happens because both vortices break into smaller
vortices that mix up, strongly interact and allow their breakdown to occur faster.

Although our experimental setup only allows for measurement of 2D vortical structures,
our visual observation suggests the flow is also characterized by some 3D structures.
These seem to differ from the “Obliquely Descending Eddies (ODEs)”, first described
in Nadaoka et al. (1989) and typically generated by spilling and plunging breakers. In
the scenarios we here analyse, i.e. characterized by a backward breaking with reduced
splash-down and significant near-surface shearing, some downward-evolving 3D vortices
seem to evolve, likely generated by the instability of the 2D vortices here measured. To
this purpose, a specific analysis, by means of dedicated numerical simulations is being
carried out, whose results will be summarized as Part 2 of this effort.

3.2. Ewolution of vortex characteristics

The experimental tracking of the positive and negative vortices sorted by increasing
H/h is illustrated in figure 8. The results confirm that the motion of the core of the
bottom clockwise vortex is initially shoreward (light blue parts of the tracks), then it
slows down and remains in a steady position and, in some cases, it returns seaward. No
relevant differences in such behavior are evident for increasing nonlinearity (H/h), even
if larger nonlinearities are associated with larger shoreward motions. Some of the paths
are characterized by abrupt discontinuities (e.g., figure 8q,t), since the vortex-tracking
code “follows” the main circulation region but cannot easily identify the core when the
vortex breaks into many unconnected regions (e.g., see figure 7c3-c5).

The surface anticlockwise vortex is always generated more shoreward than the bottom
clockwise vortex and it moves around the other vortex in most of the experiments: the mo-
tion starts in the downward/shoreward direction and changes into a downward /seaward
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FIGURE 8. Evolution of the center of the vortices, sorted by increasing H/h. Cold colors, from
light to dark blue, represent the path of the clockwise vortex, while warm colors, from yellow to
red, represent the path of the anticlockwise vortex.

direction and, in some cases, into an upward/seaward direction. Also, the motion of the
core of the surface anticlockwise vortex becomes longer for increasing nonlinearity.

The time evolution of the vortex characteristics is reported in figure 9 for the three
representative experiments, characterized by increasing nonlinearity. The results of the
remaining tests are reported as online supplementary material. The experimental results
are characterized by a large variability in time, but we can recognize the increasing-
decreasing evolution of the circulations of both vortices, testifying their formation and
dissipation. In all the experiments, the bottom clockwise vortex is generated before the
surface anticlockwise vortex and maintains a significant intensity for a longer period (on
average |['"| ~3[[T| .

In figure 9b, two sets of data for each vortex are shown: the dots give the circulation of
both vortices as described in Section 2.3, while the crosses represent the overall positive
and negative circulations, evaluated following the approach of Gharib et al. (1998), over
a large area of the measured domain, delimited by z < 0.55 and Z > z, 4+ 2 mm, where
zp is the seabed location (using such domain, the overall circulation does not include
the circulation of far shoreward vortices and that due to the seabed shearing). In the
case of smaller nonlinearity (figure 9b1) both positive and negative overall circulations
largely differ from the positive and negative vortex circulations, even if the difference
remains almost constant in time. This is because the vortices are not very energetic
and the contribution of the surrounding vorticity is significant to the overall circulation.
Conversely, the cases with larger nonlinearity (figure 9, b2-b3) are characterized by a first
phase in which the overall clockwise circulation in the domain (sum of all same signed
contributions) is close to the bottom clockwise vortex circulation. Subsequently, at £ ~ 10,
the bottom clockwise vortex circulation drops and evolves with a larger difference from
the overall circulation. The decay of the bottom-vortex circulation is not monotonic,
mainly for the most energetic tests (e.g., see figure 9, b3). After reaching its maximum
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FIGURE 9. Time evolution of the free surface elevations (top panels) at gauge S7 and of the vortex
characteristics in Test 15, characterized by H/h = 0.277 (left panels), Test 5, characterized by
H/h = 0.326 (central panels) and Test 7, characterized by H/h = 0.360 (right panels). Cold
colors (from light to dark blue) are used for the clockwise vortex, while warm colors (from yellow
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(warm colors) and negative (cold colors) total circulations. Black dots in panels f* represent the
distance between the vortex centers.
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FIGURE 10. Evolution of the position of the centers the vortices: (left panel) Test 15; (central
panel) Test 5; (right panel) Test 7. Cold colors, from light to dark blue, represent the time
evolution of the center of the clockwise vortex, while warm colors, from yellow to red, represent
the time evolution of the center of the anticlockwise vortex. The sharp black lines represent the
time-averaged experimental trajectories, obtained with a 50-frames (i.e. 0.115s) moving average,
and initial time corresponding to the initial condition used for the point vortex model (circle).
Coloured sharp lines represent the theoretical evolution, predicted by the point-vortex model
with different contributions: i) only mutual advection (dotted lines), ii) mutual advection and
self-advection due to seabed (solid lines) and iii) mutual advection and self-advection due to
seabed and surface (dashed lines). All trajectories start with a circle symbol and end by a
triangle symbol.

(at t =~ 5), |['~| decays, with fluctuations evident for  ~ 5 — 10. Such fluctuations are
likely due to the interaction of the vortex with the breaking-induced jet. In particular,
the small but defined coherent structures generated in the left region of the jet are driven
initially by the jet itself, following its trajectory, and then captured by the bottom vortex.
The subsequent merging of such small vorticity patches with the bottom vortex leads
to a temporary increase of vorticity and circulation values, resulting in the measured
fluctuations (figure 9, b3,c3).

The initial circulation of the surface vortex is close to the overall positive circulation,
but it suddenly drops down to reach a quasi-steady evolution. Such drop is representative
of the vortex breakup, proving the loss of circulation of the main structures and the
subsequent evolution of less-intense, persistent structures.

Figure 10 illustrates the results of the point vortex model, superimposed to the
experimental results, for the three reference Tests. In all panels, three theoretical paths
are included, each indicating a different modeling approach (see Section 2.5), i.e. i) only
mutual advection (dotted lines), ii) mutual advection and self-advection due to seabed
(solid lines) and iii) mutual advection and self-advection due to seabed and surface
(dashed lines). All theoretical paths of the surface anticlockwise vortex are similar and in
good agreement with the experimental results, that of case iii) providing the best results.
Conversely, large differences are highlighted in the theoretical paths of the bottom vortex
for the three modeling approaches: i) for mutual advection only, the bottom vortex moves
downward, with a seaward curvature for the cases with the highest nonlinearity; ii) for
mutual advection and self-advection due to seabed, the bottom vortex moves upward and
seaward, because of the dominant effect of the self-advection due to the seabed, iii) for
mutual advection and self-advection due to seabed and water surface, the bottom vortex
moves in different manners: upward and shoreward, with an initial nose-shape motion
for the case with the highest nonlinearity. Generally, the surface-vortex path seems to be
fairly well captured by the point-vortex model, while the bottom-vortex motion is fairly
well described by the point-vortex model only for small nonlinearities. This suggests a
very different influence of the mean wave flow onto the two vortices, which is discussed
in Section 4.
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FIGURE 11. Dimensionless maximum quantities of the clockwise/bottom (blue) and
anticlockwise/surface (red) vortices from all tested configurations as function of H/h: (a)
circulation of both vortices and circulation difference (black); (b) distance between vortex core
and origin of the reference frame; (¢) vortex radius; (d) distance between vortex cores (black);
(e) maximum vortex energy; (f) maximum vortex enstrophy.

3.3. Mazximum values of vortex characteristics

Concerning all 20 tests carried out during the campaign, relevant and synthetic
quantities are extracted to describe the behavior of the vortex pair for different wave
conditions. Specifically, the maximum (or minimum) values of such quantities observed
during the entire duration of each Test are extracted for both vortices (blue for the
clockwise bottom vortex, red for the anticlockwise surface vortex). The aggregated values
coming from all Tests are given in the dimensionless form in figure 11 as a function of the
wave nonlinearity H/h, which also describes their goodness of fit through the coefficient
of determination (R?) and the root-mean-square error (RMSE). Analysis of the data
has shown that the most suitable best fit laws are of polynomial type i.e. y =Y ana™.

The maximum circulation is illustrated in figure 11a, where the clockwise bottom
vortex is reproduced by blue dots ('l:"r;ax) and the anticlockwise surface vortex is shown
by red dots (f o ). The function y = azx® well reproduces the relationship between the
normalized maximum circulation and the wave nonlinearity, with R? > 70% for both
vortices (blue and red lines). The circulation difference (AT 0 = I, — Iimys) s also
well described by the same function (black dots and line).
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Figure 11b-d illustrates the maximum distance of each vortex core from the system
origin (5} ..., 5 ...), the maximum vortex radius (@ ., @ ..) and the minimum distance
between vortex cores (l;mm). Although the fitting is not completely satisfactory for l;mm,
all data series show an increasing dependence on H/h, with the vortex distance from the
origin and the radius both characterized by a fairly good fitting, i.e. R? > 50%. While
the quadratic law y = aoxz? + a1z + o is used to fit both @pes and l;mm, a linear trend
y = aqx is used for §p,qz.

The normalized maximum kinetic energy of each vortex Ey,q, (figure 11e) also increases
with H/h, with a fairly high fitting degree (R? > 68%). Similarly, the normalized
enstrophy Zpq. (figure 11f) increases with the nonlinearity and shows a good fit for
both vortices (R? > 57%). The above normalized quantities are fitted using the law
y = a,z™, with n = 6 for the vortex energy and n = 4 for the enstrophy.

Figure 12 shows the dependence of the absolute vorticity from both the Reynolds
number Re and Froude number Fr. The surface anticlockwise vortex seems to be
relatively well described (R? > 60%) by y = a, 2™, with n = 2, while the bottom vortex
is described by a larger data scatter, although the vorticity intensity increases with both
Re and F'r. Despite the data scattering and the non-optimal fitting, the present results
for the bottom vortex are consistent with what was observed by Chang et al. (2005),
who documented an almost linear increase of the normalized maximum vorticity with
Re, although they used slightly different scales for the normalization and their fitting
line did not intersect the origin of the Cartesian axis.

Going back to dimensional quantities by means of equation (3.1), the above fitting
laws suggest the following;:

H2 3/2 H2 3/2
F’V:YEQJJ S (h) ; AFmax X (h) (34)
st oH ;af, oH (3.5)
H2\?
E* - 3.6
e () (36)
4 H4

+ . -

Zmaa: S8 h3 El Zmagg & F (37)

Specifically, although the best-fit for the radius is provided by the quadratic polynomial
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FIGURE 13. Time evolution of a/b (left) and I"/b (right) for Test 15 (H/h = 0.277, blue), Test
5 (H/h = 0.326, orange), Test 7 (H/h = 0.360, yellow).

Yy = asx? + a1x + ag, with ag = 0,1 # 0,z # 0, it can be proved that @q. depends
more on H/h than on (H/h)?, with coefficients of determination R? slightly smaller than
those previously obtained (figure 11c). Hence, all the above quantities strongly depend
on the local wave height and some of them, to a lesser extent, on the local water depth.
It is to be stressed that the vortex radius and the vortex distance from the origin are
almost completely governed by the wave height.

3.4. Vortex instability

We here provide some qualitative insight on the role played by instabilities in the
dynamics of the vortex interaction and breakdown. A quantitative analysis of instability
cannot be performed based on the available experimental data, collected over a vertical
plane of the flow.

As documented by the literature (e.g., Leweke & Williamson 1998; Fabre et al. 2002;
Leweke et al. 2016), the interaction of opposite, unequal strength vortices may lead to
both elliptic (short-wave) and Crow (long-wave) instabilities. Such investigations have
been performed in freely evolving conditions, different from the present experiment,
where the wave-breaking-generated jet and the rigid boundaries of the flume largely
influence the dynamics. In this framework, our analysis can only be qualitative (as we
only measured the main quantities on the vertical plane, with no information about the
spanwise wavelength).

The time oscillations of some vortex properties and the vortex breakdown can be
associated with instability phenomena. Hence, some parameters that are typically used
for the description of short-wave and long-wave instabilities valid for counter-rotating
vortices (Leweke et al. 2016) are computed for the three reference tests. Since the
potential for the vortex pairs to become unstable increases with the increase of the
radius-to-core-distance ratio a/b, its time evolution is shown in figure 13a-c. Further,
assuming that the instability growth rate o of a vortex is proportional to the normalized
circulation I’ / b? for both instability types (e.g., see the classical analytical formulations
shown in Leweke et al. 2016), I'/b? is illustrated in figure 13d-f.

All panels show a smooth evolution in the case of the smallest nonlinearity for all
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the three analyzed terms (blue dots), while a larger nonlinearity leads to the generation
(orange dots) and increase (yellow dots) of oscillations during the evolution. This suggests
that relatively small nonlinearities are characterized by almost stable values of both
radius and core distance (see section 3.2 and figure 9), while relatively large nonlinearities
force the vortices alternatively move closer and farther, testifying an unstable behavior.
For Test with H/h = 0.360 (yellow dots) the instability is confirmed by the evolution
of I'/b? (figure 13d-f), which shows much larger oscillations than the cases with smaller
nonlinearity.

As shown, the local maxima of a/ band I’ / b? are not always occurring at the same time
and their time evolution is rather different. As an example, for the case H/h = 0.360,
the instability is more likely to occur at ¢ =~ 34,38,42, when @/b reaches its maximum
values (figure 13a-c). On the other hand, the maximum growth rate is expected to occur
at £ ~ 34, when |I"/b?| is larger than that evaluated at  ~ 38 and much larger than that
evaluated at t ~ 42 (figure 13d-f).

The present experimental setup and geometry allows for the emergence of both short-
wave instability (perturbation lengths of the same order as the core distance b) and long-
wave instability (perturbation lengths up to ten times b). Specifically, assuming a ratio
a/b ~ 0.1 (figure 13a-c) and a core distance b ~ 0.1m (figure 9f), the Crow instability
occurs at A/b > 6 (Leweke et al. 2016), corresponding to A > 0.6m, which is smaller than
the flume width. Hence, we cannot exclude the existence of the long-wave instability and
both types of instability can, in principle, evolve in this flow. However, such instabilities
can only be speculated using the parameters available from our present analysis, which
do not provide information on the spanwise flow evolution. To clarify the role of long-
and short-wave instability, a 3D-approach is needed and represent the natural extension
of the present work.

4. Discussion

Our experiments have highlighted the generation of a pair of large-scale, counter-
rotating vortices, as a result of the propagation of a single regular wave over a sloping
platform followed by an abrupt discontinuity. The bottom vortex is characterized by a
shoreward-upward /seaward migration similar to that of the bottom vortex observed when
solitary or cnoidal waves travel over rectangular submerged structures, in the case of both
breaking and non-breaking waves (e.g., Chang et al. 2005; Wu et al. 2012). Conversely,
the surface vortex behaves differently depending on the nonlinearity.

The three identified classes of increasing wave nonlinearity, i.e. H/h = (0.26 — 0.30),
H/h = (0.30—0.33) and H/h = (0.33 — 0.38), are characterized by maximum quantities
(figure 11) that increase with the nonlinearity, at times of some orders of magnitude.
Specifically, passing from the first to the second to the third class, the maximum
normalized values of both circulation fmam and circulation difference ATmam (figure 11a)
are double or triple, respectively. In the case of the maximum distance 8,4, (figure 11b)
and maximum normalized radius dmq. (figure 11c), the values increase of, respectively,
~ 35% and ~ 15%. Much larger is the increase of the maximum energy Fq. (figure 11e),
where the relationship among the values of the first, second and third classes is about
1: 2.5 : 5.5, while the relationship in the case of the normalized maximum enstrophy
Zmae (figure 11f) is 1 : 2 : 4 (surface vortex) and 1 : 1.5 : 2.5 (bottom vortex).
Hence, the increase of maximum vortex properties increases (in absolute value) with the
wave nonlinearity, suggesting an increase of the interaction between the counter-rotating
vortices when moving from the first to the third class. This interaction is also supported
by a general decrease of the minimum distance between the vortex cores b with H /h
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(figure 11d). In summary, the larger is the wave nonlinearity, the greater are the vortices,
the smaller is their distance, the larger are the circulation, energy and enstrophy, and
the larger is their interaction.

Also the surface vortex dynamics show different characteristics for each different
class. The surface vortices of the first class, characterized by the smallest nonlinearities
(H/h ~ (0.26 — 0.30)), are more confined in the upper water column (the core reaching
a maximum depth Z ~ —0.4) and probably slightly affected by the interaction with
the bottom vortex, which does not allow the surface vortex to keep moving downward
but forces it to move seaward. In this condition, the time evolution of the main vortex
characteristics for the case with H/h = 0.277 (left panels in figure 9) suggests that the
surface vortex is characterized by almost constant flow /kinematic properties (@maz, I, E,
Z ), while the geometry changes and seems to be affected by the bottom vortex (see a and
B) Specifically, while the kinematic properties of the bottom vortex present an irregular
time evolution for £ < 10, the presence of the surface-vortex seems to increase/decrease
the maximum vorticity /enstrophy of the bottom vortex (f ~ (10 — 13)) and makes it
almost constant (£ > 13). Further, the radius @ of both vortices seems to be affected
by their mutual interaction, both radii increasing just after the surface-vortex release
(t ~ 10), followed by a stage during which the bottom vortex radius increases on average
while the surface vortex radius decreases on average (f ~ (12 — 13)). The opposite
behavior (decrease/increase for bottom/surface vortex radius) occurs at £ ~ (13 — 16),
this changing again (increase/decrease for bottom /surface vortex radius) at  ~ (16 —17)
and again (decrease/increase for bottom/surface vortex radius) at ¢ ~ (17 — 18), up
to the disappearance of the bottom vortex. A rapid increase of the vortex distance b
characterizes the two latest stages, i.e. during £ ~ (16 — 18), this also reduces the mutual
interaction between the vortices. Application of the point-vortex model reveals that, for
small nonlinearities, the surface-vortex path is clearly driven by the mutual advection
with the larger bottom vortex, which dominates over all other mechanisms (figure 10a).

Almost circular paths are followed by surface vortices of the second class, with medium
nonlinearity i.e. H/h ~ (0.30 — 0.33), initially moving downward and shoreward, then
seaward. In some tests, the vortex core reaches a deeper portion of the water column
(down to Z ~ —0.8), interacts with the nearby vortical patches and the mean motion,
but rarely reaches the seabed and the point-vortex model clearly shows that such motion
is triggered by both mutual interaction with the bottom vortex and self-advection due
to both free surface and seabed (figure 10b). Similarly to what was observed for smaller
nonlinearities, most of the surface-vortex properties do not change significantly like those
of the bottom-vortex. Conversely, the absolute value of both maximum vorticity and
enstrophy of the bottom vortex decrease just after the appearance of the surface vortex
(at £ ~ 6), while an abrupt increase occurs for radius, circulation and energy. Such
quantities decrease after some time (f ~ 8), with @, I" and E gradually decaying and
reaching values close to those characterizing the surface vortex. Differently from the
previous example, the size of the surface vortex seems to be unaffected by the bottom-
vortex change, despite both cases are characterized by similar distances between the
cores, i.e. b ~ 0.5 when the bottom-surface radius is maximum (compare panels (f1) and
(f2) in figure 9).

Finally, waves with even larger nonlinearity, i.e. H/h ~ (0.33 — 0.38), generate surface
vortices characterized by more pronounced circular paths, with a quite clear seaward and
upward motion after the initial downward-shoreward phase. In this case, the interaction
with the seabed lasts longer, thus suggesting that the self-advection mechanism plays an
important role, as confirmed by the point-vortex model (figure 10c). Test H/h = 0.360
displays (right panels in figure 9) some similarities with the smaller nonlinearity classes,
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e.g. |I'), E and Z of the bottom vortex begin to decay when the surface vortex comes
into the domain. However, differently from the other classes, the sizes of both vortices
are significantly close to each other and rapidly evolve in time, during the whole test,
suggesting a strong interaction between the two, which is also confirmed by the smaller
core distance (compare panels f1, 2 and f3 in figure 9). This can also be observed in
figure 8, where the surface vortex approaches the ground and climbs the counter slope
while moving seaward, thus getting closer to the bottom vortex.

A fundamental result is that the motion of the surface vortex is driven by both mutual
interaction and self-advection, the latter increasing its role with larger wave nonlinearity,
while the jet and the mean wave motion have a negligible effect on the evolution of
the surface-vortex motion, at least before the vortex breakup. On the other hand, it has
been seen that the breaking-induced jet significantly affects the circulation of the bottom
vortex, inducing some fluctuations before the beginning of circulation decay.

On the other side, the bottom-vortex motion shows an alternating seaward /shoreward
and upward/downward with no evident differences among the three classes of tests and
such motion, although the vortex does not migrate much seaward during the negative
wave phases, defying the typical evolution of previous laboratory experiments (e.g.,
Chang et al. 2005). In particular, comparing the experimental evolution of the centers in
figure 8 we find that for the least nonlinear waves (first class, H/h < 0.30) the seaward
motion is more frequent (see figure 8c-h)) than for the largest nonlinearities (third class,
H/h > 0.33), where the shoreward motion is more evident (see figure 8q-t).

The bottom-vortex motion is not well captured by a specific point-vortex approach
(figure 10). The path of the Test with the smallest nonlinearity (figure 10a) is comparable
with the theoretical model that includes both mutual advection and self-advection by the
seabed, while the experimental path of the Tests with larger nonlinearities (figure 10b-c)
are closer to the theoretical results that include mutual interaction and self-advection by
both seabed and free surface. In all cases, the theoretical vortex motion is much longer
and faster than that observed, likely due to the absence of both negative/seaward mean
wave flow and dissipative mechanisms. Due to the large scale of the vortices of interest
and their distance from the boundaries, we can assume the viscous dissipation to be
negligible, while the role of the wave flux is crucial, since the evolution of the vortices
(figure 9b,g and h) occurs during the seaward mean wave motion (figure 9a). Hence,
we can infer that the observed seaward motion, not properly represented by any of the
applied point-vortex models, is due to the mean wave motion.

In summary, for the smaller wave nonlinearity, the motion of the bottom vortex is
dominated by a seaward motion, attributable to both seabed self-advection and mean
wave motion. Further, for larger nonlinearities, the role of the mean wave motion is still
present, but the motion of the bottom vortex is more affected by both mutual and self-
advection. This suggests that results similar to those here illustrated may be obtained in
different configurations where counter-rotating vortices exist and interact. For instance,
different wave parameters giving a relatively small nonlinearity and a different geometry
of the investigated domain (e.g., the slope of the platforms, bottom depth) may lead to
similar vortex characteristics, since both self-advection and mutual interaction play the
major role, with the mean motion only slightly affecting the overall process.

Finally, the analysis of parameters a/ band I / 52, strictly related to the vortex insta-
bility, shows that the larger is the nonlinearity, the larger are such parameters, in terms
of both time-averaged and peak values (figure 13). Hence, as observed from the analysis
of the above parameters and also confirmed by the observations of the vortex breakdown,
the instability of both vortices increases with the wave nonlinearity and is related to a
larger probability of their breakdown.
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5. Conclusions

The present work illustrates the dynamics of large-scale, coherent vortices occurring
when waves break in correspondence of bedforms made of a seaward mild slope and a
shoreward steep slope and resembling submerged sandbars. A bottom clockwise vortex
is generated due to the flow separation at the tip of the bedform, while an anticlockwise
vortex is generated at the surface due to backward breaking.

The time evolution and the maximum values of the main characteristics of both vortices
have been estimated. Results show that the wave nonlinearity H/h strongly affects the
intensity of each vortex, being the maximum dimensionless quantities of the vortices
properly predicted by polynomial fits of the wave nonlinearity, and the dimensional
quantities having a stronger dependence on the wave height than on the local water depth.
In particular, the increase of vortex intensities and the decrease of the distance between
the vortices suggest an increase of the vortex interactions with the wave nonlinearity.

Further, the experiments highlighted the important role of different mechanisms that
drive the path of both vortices and their interaction: i) mean wave motion, ii) mutual
advection between vortices, iii) self-advection due to the seabed, iv) self-advection due
to the water surface. The weight of each mechanism depends on the wave characteristics,
e.g. the wave nonlinearity. Specifically, the motion of the surface vortex is not jet-
dominated, as one might expect, rather it is driven by both self-advection (bottom-
induced and surface-induced for relatively large nonlinearity, only bottom-induced for
relatively small nonlinearity) and mutual advection, as shown by the point-vortex model.
On the other side, the motion of the bottom vortex is dominated by a seaward motion,
attributed to both the bottom-induced self-advection and the mean wave motion. Bottom
vortices induced by waves of large nonlinearity are more influenced by mutual interaction
and self-advection, both dominating on the mean motion.

Finally, the present observations suggest the generation of a 3D long-wave instability
affecting the vortex pair, which grows with the wave nonlinearity. However, due to the
two-dimensional nature of the present experiments, such instability could not be directly
inspected, although it merits to be investigated in future works, via three-dimensional
experimental visualizations or numerical simulations.
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