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Abstract

Background
The use of administrative data in health and social science research continues to expand, with increased availability of data and interest from funders. Researchers, however, continue to experience delays in access, storage and sharing of administrative data. Training opportunities are limited and typically specific to individual data providers or focused on the analytical aspects of working with administrative data. The CENTRIC study was funded by the Information Commissioners Office, with the aim of developing a broader training curriculum for researchers working with administrative data in the UK.

Methods
A mixed-methods design informed curriculum content, including surveys with researchers, focus group discussions with data providers and workshops with members of the public. Researchers were identified from relevant administrative data networks and invited to participate in an online survey identifying training needs. Data providers were approached with a request to input to a face-to-face or online meeting with two members of the research team about their experiences of working with researchers. Data were analysed within the broad framework of the interview schedule, free text responses in the survey were analysed thematically.

Results
107 researchers responded to the online survey and four data providers participated in the focus groups. We identified five main themes, relating to research training needs for UK researchers working with administrative data: communication; timelines; changes & amendments; future-proofing applications; and, the availability of training and support. Data providers either provided additional evidence on these learning needs or ways to address identified challenges. Six modules were developed addressing these training needs. Quotes from the survey and focus groups are used anonymously in the online training modules.

Conclusion
The CENTRIC online training curriculum was launched in September 2020 and is available, free of charge for UK researchers. CENTRIC specifically addresses commonly identified training needs of researchers working with administrative data.
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Introduction

The use of administrative data for health and social care research continues to expand [1–3]. In health research, the UK Health Data Research (HDRUK) Alliance is leading the way in bringing together data, expertise and infrastructures enabling health research in the UK [4]. NHS DigiTrials is one of the initiatives born out of HDRUK, which aims to streamline trials applying for data through NHS Digital in England and offering support to clinical trials such as recruiting potential participants [5]. The use of administrative data for social science research is also expanding. In England, administrative data research (ADRUK) and Data First have facilitated linkages between the Department for Education and Ministry of Justice, enabling criminal justice, education and social care data to be linked for the first time [6]. Funding initiatives encouraging the use of administrative data are also increasing [7].

Despite the increased availability of data and interest from funding bodies, there remain challenges for data access, storage and sharing, and difficulties in conducting cross-national research [2, 8–11]. In addition, accessing data from multiple data providers remains a challenge with different applications, requirements and governance across providers [9]. Processes and legal frameworks also change over time, as is expected, with post-GDPR changes having most recently moved the goal posts for researchers applying for data [12].

The UK Clinical Research Collaboration (UKCRC), National Institute for Health Research (NIHR) and Health Research Authority (HRA) have historically attempted to bridge the gap between researchers and data providers, facilitating discussions and change informed by those experiencing the challenges [13–15] However, applications to access and process data shared by UK data providers are usually undertaken by researchers working alone or in small teams. This is evidenced for example, by the large number of data security protection toolkits listed for users of NHS Digital, often within the same university [16]. This fragmentation means that despite some central coordination by university research governance departments, much onus remains on individual teams in gaining access to and processing data. Problems accessing, storing and sharing data continue to be experienced in silos [11]. Data providers work with a large number of data recipients. Indeed, the breadth of research topics and projects that request administrative data means each application presents its own nuanced challenges making guidance and support challenging to address by each data provider.

To date, there have been limited training opportunities for health and social care researchers to learn about the challenges and opportunities involved in preparing, applying for and working with administrative data. Some data providers require researchers to undertake some form of training prior to working with administrative data. Mandated training invariably relates to safe researcher training (data protection, information security, confidentiality) and use of data safe havens specific to one data provider. Other established training (delivered by academic organisations) for researchers is heavily focused upon technical challenges such as data cleaning, standardisation and models of data linkage (i.e., probabilistic, deterministic linkage techniques) [17, 18].

The Information Commissioner’s Office (ICO) funded the CENTRIC project in 2019 to address this gap. The aim was to provide a broader training course that would better support researchers in understanding and navigating the process of gaining access to routine public sector data, and to help them process it in a regulatory compliant manner [19]. Importantly, the content of the UK-focused CENTRIC training course was to be informed through consultation with researchers, data providers and members of the public. Aligning with the ICO strategy, this funded work addressed three of their strategic goals: (1) increasing public trust and confidence in how data are used and made available; (2) improving standards of information rights practice through clear, inspiring and targeted engagement and influence; and (3) staying relevant, providing excellent public service and keeping abreast of evolving technology [20].

This paper sets out the methods applied to identify the key areas of training needs as identified by researchers and data providers. Methods of co-production with members of the public are to be published separately.

Methods

This was a mixed-methods study designed to understand learners’ needs from the perspective of both researchers and data providers, in order to co-produce a training package to address specific learning outcomes linked to the ICO strategic objectives [20]. Ethical approval for the study was provided by Cardiff University School of Medicine Research Ethics committee (Ref 19/51). The terms routine data and administrative data were used interchangeably during this study, with administrative data being used in the final training curriculum.

Researcher survey

We developed a survey aimed at UK researchers who work with administrative data to identify training needs and training preferences. The aim was to use the learning from these surveys, along with feedback from data providers, to develop an online curriculum with two face-to-face workshops.

The survey comprised four sections: (1) respondent characteristics; (2) a training needs assessment; (3) information about personal learning style; and (4) researcher experience of public involvement. These domains were selected to enable the team to understand who was completing the survey (i.e., their level of experience in routine data), the key areas a curriculum should cover to identify the desirability of different learning styles to ultimately be included for both the online course and face-to-face workshops and to explore current experiences of public involvement in routine data research aligning with the ICO strategic goals to increase trust and confidence.

The survey was piloted in June 2019, with eight researchers, five of whom participated in a de-brief interview. These individuals were accessed via a local routine data network of academics. The pilot ensured the flow of questions was acceptable, including checking the logic (i.e., skips) and user feedback helped to identify questions that could be worded better and topics felt to be missing. The time taken
to complete the pilot surveys were recorded, to inform future users of an expected completion time.

The main survey was hosted by Online Surveys (https://www.onlinesurveys.ac.uk) and respondents provided their consent before starting the survey. We used a non-probability convenience sampling approach with the intention to include researchers from a range of disciplinary backgrounds and across different public sectors but not with the aim of producing generalisable findings. We expected that we may attract in excess of n=100 respondents. Recruitment for the survey was via social media, e-mail distribution lists (e.g. AllStats, UK Trial Manager Network and UK CRC) and via local contacts in this field. The survey was open for 10 weeks. Survey questions were made up of both open and closed questions. Quantitative data were analysed descriptively. Participant responses in the free text boxes were analysed thematically. Codes were recorded using NVivo (version 12) and themes identified by authors (FL W, KM). All data for the survey are stored within Online Surveys secure data centres operated by Amazon Web Services and Cardiff University servers.

Focus Groups with UK data providers

We held focus groups with key UK data providers between July – September 2019, both face-to-face and by videoconference. We approached key staff at five data providers, who were involved in data access requests, from England, Wales and Scotland. We targeted those data providers who were considered national administrative data providers for researchers covering the health and social care sectors, informed by the literature [21]. Staff within each data provider were invited to take part in these focus groups, provided with an information sheet and those interested then contacted the study team and a mutual date and time was identified. Two researchers with experience in conducting focus groups (FLW with KM or MR) facilitated the sessions, which each followed the same topic guide. Topic guides were focused on the context of developing a training curriculum for UK researchers, and covered: a description of the data providing organisation and data access process; challenges and successes of data request applications; available training; the role of the public; monitoring and evaluation of their data provision (audits and at the service level). These areas aligned to both the outputs of the researcher survey and the ICO strategic goals. Consent was recorded via consent forms and confirmed verbally at the start of each session. All focus groups were recorded and transcribed verbatim. Transcripts were uploaded into NVivo (version 12).

Analysis (Survey and focus group)

We analysed survey free text responses and the focus group transcripts using framework analysis [22] based on the structure of the questions. This was performed by KM and FLW respectively. Other themes that emerged outside of the framework were identified and coded as such.

Curriculum development

Data from the survey and the focus groups were reviewed and discussed by the study team. The data gathered were used to both inform the scope and content of the training but also used as evidence in the training (i.e., quotes) to emphasise or explain a point.

Results

Survey respondent characteristics

A total of 107 responses were received. Not all questions were mandatory, so denominators are provided for each question. 88/99 (89%) respondents were based in a university and the remaining 11/99 (11%) were based at an NHS or Government agency. A breakdown by country of employer is available in Table 1. 95% (82/87) had worked with health administrative data but other data were represented also (Table 2).

Data provider characteristics

Twelve individuals working within data access roles from four data providers contributed to the focus groups. These data providers represented health, education and social care data from England, Scotland and Wales (NHS Digital, Department for Education, electronic Data Research and Innovation Service and the Secure Anonymised Information Linkage Databank).

Themes

There were five high level themes that appeared in both the focus groups with data providers (DP) and the survey with researchers (RS). These are illustrated by a sample of quotes in text and in Supplementary Appendix 1. Quantitative survey data supporting these themes are also presented.

Theme 1: communication

The first and most prominent theme from both the survey and focus groups was communication challenges. Two issues were apparent through the survey and focus group: a difference in conceptual understanding (i.e., understanding of some of the requirements involved in data applications); and terminological differences (the same term being consistently used differently or being understood differently). Both researchers and data providers mentioned speaking different languages and at times, at crossed purposes. This challenge, perceived by both parties, resulted in delays on both sides while meetings and subsequent drafts of data request applications were (re-)reviewed to ensure mutual understanding.

The different language [Data Provider] uses and learning it. Understanding what they mean in the questions on their application form. They do provide support, but it would be good to get a very good first draft prepared before needing the help. (RS44)

“We are essentially people who are from different backgrounds looking at things from different perspectives, and trying to communicate in ways that we can both understand.” (DP1)
Table 1: Country of employer

<table>
<thead>
<tr>
<th></th>
<th>N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>England</td>
<td>65 (60.1%)</td>
</tr>
<tr>
<td>Northern Ireland</td>
<td>&lt;5 (&lt;5.0%)</td>
</tr>
<tr>
<td>Scotland</td>
<td>13 (12.1%)</td>
</tr>
<tr>
<td>Wales</td>
<td>16 (14.9%)</td>
</tr>
<tr>
<td>UK wide</td>
<td>&lt;5 (&lt;5.0%)</td>
</tr>
<tr>
<td>Missing</td>
<td>9 (8.4%)</td>
</tr>
</tbody>
</table>

1Respondents provided the name of current main employing organisation which has been aggregated to country.

2Organisations which worked across more than one nation.

Table 2: Data types respondents reported accessing

<table>
<thead>
<tr>
<th>Type of data</th>
<th>N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health (incl. registries)</td>
<td>82 (95.3)</td>
</tr>
<tr>
<td>Office for National Statistics (ONS)</td>
<td>34 (39.5)</td>
</tr>
<tr>
<td>Education</td>
<td>13 (15.1)</td>
</tr>
<tr>
<td>Social Care</td>
<td>11 (12.8)</td>
</tr>
<tr>
<td>Criminal Justice</td>
<td>8 (9.3)</td>
</tr>
<tr>
<td>Third / Charitable Sector</td>
<td>5 (5.8)</td>
</tr>
<tr>
<td>Work and Pensions</td>
<td>2 (2.3)</td>
</tr>
<tr>
<td>Other†</td>
<td>4 (4.7)</td>
</tr>
</tbody>
</table>

†Other included transport, housing, environment and census data (Scotland).

We explored with data providers how best to address this challenge. From their perspective, the key challenge was researchers being able to simplify their language for non-expert readership, to ensure a shared understanding of the project and methods.

Theme 2: timelines

Although linked to communication, timelines appeared as a separate theme for both researchers and data providers including expectations of the process and related timelines for data access requests. Exploring this from both sides of the application process, it is clear that delays are incurred, and a source of frustration, for both parties.

“It is also challenging when you hear nothing / no updates for a period of time and have no information as to whether the application is progressing as it should or it’s been forgotten about (we have experienced both).” (RS96)

“An application is submitted, and we try and speak to the researcher to refine the form, and discuss the governance panel, and for one reason or another, they become quite incommunicado. So the forms can’t be progressed if we can’t have that engagement with the researcher... And not having that two-way engagement all the time slows down the process...it’s not always as easy to... hold their place in the queue, because while we’re waiting for them we’re processing other cases... because the delay, the impact on your own research project, it’s an impact on other projects as well that we’re trying to, trying to process.” (DP3)

Researchers regularly referred to a lack of transparency from data providers on such aspects as timelines and the likely time required to approve applications. From a data provider perspective, they had to manage what they felt were often unrealistic expectations on the speed of approval.

We explored with data providers how best to identify realistic timelines, and how they felt that researchers could potentially mitigate delays in data request applications that impacted time-sensitive aspects of their research. All four data providers emphasised the importance of researchers engaging with their application team as early as possible in the project. They all felt that this would address expectations on timescales, and identify any obvious stop-go criteria that would need to be addressed before proceeding with data request approval.

Theme 3 – changes and amendments

Another challenge related to timelines were the changing requirements of a research project over the course of the project. In part, this reflects the changing nature of research as new information / research comes to light, but does also highlight the need for the research team and data providers to engage at an earlier stage to agree datasets and associated costs.

“We do come across projects where they started off and they want three data sets, and by the
Data providers felt that significant changes could often have been avoided by discussing the data flows and datasets earlier in the study process. Designing data flows to maximise regulatory compliance requires input from all parties (data providers, regulators, and the sponsor). A data flow set-up for one project may not be appropriate for all future study designs, and as technology continues to advance, different methods of data transfer and storage may become a preferred option for data providers.

“As a department we don’t necessarily want to feel backed in or forced into a route. We want to work with, what’s the most secure way and most efficient way of achieving your project’s um desired outcome.” (DP3)

This quote also raises co-production of data sharing approaches and the importance of early discussions with those involved in the release of data.

**Theme 4 – future-proofing the application**

A significant challenge, and an area in which the needs of researchers and data providers could often diverge, related to the length of time that the research data could be held, for archiving and/or re-use in future research. Consent considerations for both of these scenarios, as well as associated costs require up front consideration. Consent wording will need to be approved at the data request application, and costs agreed at grant application stage. Researchers felt that this is not always feasible or realistic.

The survey asked researchers ‘What key challenges do you face in planning a study using routine data?’:

- **Lack of clarity about what is required on consent forms to link trial data to routine data in future (especially non-health data)** (RS89)
- **How long you are allowed to keep data, in order to plan whether several applications for extension will be needed over the course of a project or not.** (RS5)
- **Costs over time change (e.g. costs for archiving is now a consideration whereas before it did not need to be costed)** (RS107)

This highlights the ongoing challenge for researchers to put things in place at the start of a project that will still be relevant years down the line. Time between study set-up and linkage may well be one aspect that can be managed in future projects by conducting more than one linkage as the below data provider describes:

“I would always say to research projects: don’t leave it so long … people that tend to do this better will not collect stuff for 5 years and then try and link it. They’ll collect for 6 months and then they’ll do a trial linkage so we’re covering consent here but also just also in terms of data quality and linkage variables knowing what your collecting, is collected in the right way and the right format, is it linkable, have you got errors all these little things… it will help you out in the long term, rather than failing really hard at the end of the process.” (DP1)

One challenge (for both researchers and data providers) is when regulations change rendering earlier decisions incompatible with current regulations. The impact of General Data Protection Regulation (GDPR) on historic trials (i.e. set-up and consented years before the DPA changes were in development) remains a challenge today. Data providers and researchers continue to navigate this hurdle. Considerations related to section 251 support to enable a legal flow of data is a useful option for those working with health-related data, and awareness of this as an option seems important to enable research projects to continue their work.

**Theme 5 - training for researchers**

When asked about formal routine data training they had completed, one third of researchers (26/77) indicated they had completed no formal training related to working with routine data. 43% (n = 33) stated training such as the Medical Research Council (MRC) Research, GDPR and confidentiality training [23] and the ONS Safe Researcher Training [24] – which are mandatory for those accessing data from some data providers. Data provider specific training (including workshops and webinars) accounted for 13% of the training listed, in-house training was mentioned by 17% of researchers and 13% stated having received training on the statistical methods applied to routine data. Informal support researchers received primarily came from colleagues (43%), Data Providers (16%) and networking/conferences (19%). Multiple answers were possible for both of these questions.

The focus groups with data providers explored training that they make available, or recommend to those applying for data. Much of their training was in the form of guidance documents available on their website or sent to applicants alongside the application form or phone calls with applicants. Two data providers noted challenges relating to their guidance not being read when applications were being submitted and one data provider highlighted the problem of researchers often relying on informal training, or seeking support from colleagues who had previously applied for data under different governance arrangements.

“So in my experience I feel as though a lot of the experience in academic research is handed down. So we get new researchers coming through, PhD students etc, and they speak to people who’ve done research before, which obviously makes sense. And they might be told, ‘we use this consent form’ … and then they’ll use that consent form virtually word for word with just the particulars of their project passed on. And actually they’re not getting the current guidance. … Somebody who’s done research for 40 years will say what you do is you get the data,
Box 1: Data provider training wishlist

- Process of applying (flow diagram)
- Interdependencies on getting an application approved (ethics, security, etc)
- Opportunity for applicants to see data before requesting (dummy data)
- Required preparation before applying
- How to write a good application (using the right language)
- Safe haven (what it is, how it can be used)
- Disclosure control
- How to have a successful two-way conversation with data providers
- GDPR concepts / ICO requirements
- Understanding the legislative framework
- Privacy notices
- Timelines / project management
- Data management (recording what you’re doing, decisions made)

and you store it here and so on. Whereas actually I think it’s worth people considering whether they actually need to have the data there, whether that’s the optimum way forward, whether it’s the most cost-effective way forward. But also as part of that decision they should be talking to the data providers, because there’ll be an awful lot that people don’t know. People won’t necessarily know about [accessing data via a safe haven] for example. And their mentors in the profession won’t necessarily know that either, despite our best efforts to try and get the information out there.” (DP2)

Data providers reported providing support to the research community via local research networks, roadshows, conference workshops and workshops hosted at the organisation. Future plans included webinars, animations and videos to be made available on their website. Data providers were specifically asked what they would want to see in a training curriculum to address the challenges they experience with applicants, and also made suggestions throughout the focus groups. These were thematically coded and Box 1 presents all suggestions identified from the discussions.

Discussion

Summary of findings

Five main themes identified areas for improvement from which we elicited specific learning needs for UK researchers working with administrative data. These were: Communication; Timelines; Changes & amendments; Future-proofing applications; and, (lack of) available training and support. Although presented as two separate themes due to the wealth of data, communication and timelines both contribute to the problem of the other (i.e. poor communication leads to increased timelines and unrealistic expectations of timelines is due to poor communication). In a similar vein, changes to the study design or datasets can impact timelines of the study approvals and could be avoided with better communication, earlier in the study. The experiences and challenges of researchers attempting to future proof their applications are echoed by the data providers. Indeed, changing regulations have impacted both parties and the required changes to processes and data application requests. The availability of training for researchers for working with administrative data primarily focusses on the secure access and processing of such data or technical methodological approaches to analysing these data. Informal support from colleagues was the most relied upon form of training, however, data providers highlighted the risk in this approach (i.e. providing out-dated information) and the potential negative impact on data requests.

Other ongoing work

Many challenges highlighted here have been anecdotally reported in relation to specific projects or data providers [9, 11, 25]. Through this work, we have identified the broader current issues relating to working with administrative data, as well as developing a more detailed understanding and context around known issues by working with both researchers and data providers. Funding has been directed to address some of these ongoing limitations of administrative data with a report being issued by Department of Health and Social Care to review the current state of the use of health data for research and analysis (Goldacre Review[26]). The Health Data Research UK (HDR UK) was established in 2018 as the national institute for data science in health. Through the UK HDR Alliance (launched in February 2019) and funding
from UK Research and Innovation and medical charities such as the Wellcome Trust and the British Heart Foundation, HDR UK Hubs and HDR Gateway, HDR UK brings together health data assets with specialist expertise across academia, industry and healthcare [4, 27]. HDR UK have recently published, via HDR UK Futures, a range of bitesize videos across a range of curriculums including analytical skills, using the HDR UK Gateway, health data access and PPIE for health data research [28]. The Trials Methodology Research Partnership (TMRP), funded by NIHR and MRC, are also progressing the methodological challenges through the Health Informatics working group and routine data topic group [29]. Both national networks are addressing broad health-related and trial-related challenges respectively. At a more local level, data providers are reviewing their application forms, processes and communication with researchers.

**Strengths and limitations**

Aligned with the ICO strategic goals [20] we have developed a public-informed training programme through a process of co-production which explores public views and public understanding, tailored to the needs of researchers. We sampled researchers from many disciplines and levels of experience in using administrative data as well as four of the largest data providers in the UK. To note, this did not include a data provider in Northern Ireland (NI) and unique features of the data access arrangements and customers for NI data may not be well represented in our current curriculum. We will seek to address such potential gaps in future iterations of the training. Through co-production with members of the public we have ensured the “working with the public” module in particular is relevant and addresses areas of importance felt by the public. This training was developed pre-pandemic, and experiences of data access reflect a pre-pandemic view. Access to data has changed, in particular for COVID-19 related projects receiving expedited approvals causing delays for other (non-COVID-19 related) research. Processes in place to deliver COVID-19 research rely on the suspension of Regulation 3(4) of the Health Service Control of Patient Information Regulations 2002 which is only a temporary situation during pandemic times [30]. Calls for these changes to be implemented to the post-pandemic business-as-usual procedures have been supported by over 350 researchers in the UK [31, 32]. This may impact some elements of the CENTRIC curriculum and highlights a key challenge in this ever-evolving area of research – the need for regular review to ensure sustainability and ongoing relevance.

**The CENTRIC training curriculum**

Six modules were agreed upon to cover the content of training (Figure 1). Across the six modules developed for this training curriculum, all of the five mentioned themes and challenges are addressed and included. The training includes tips, checklists and examples throughout the curriculum to improve communication between researchers and data providers, highlighting common pitfalls and quotes from the focus groups. Modules 1 and 2 provide an overview of how accessing administrative data fits into the study lifecycle and notes key points in which delays can occur and ways to avoid this. To reduce the need for amendments, Modules 3 and 4 provide considerations to data storage and applicable regulatory considerations that may result in changes to aspects of study design (e.g., data flows). Module 5 provides detailed information on the application process which aims to familiarise the learner with this process and set realistic expectations related to timelines. Other relevant training courses are linked to throughout the course, where these fall
outside the remit of the curriculum: for example, statistical and data management skills. Public input and engagement is covered in Module 6, reflecting the importance as well as the practical challenges of public input and engagement in administrative data research. This final module was co-produced by members of the public and the development will be reported separately. The online course went live in September 2020. Face-to-face training days were planned for the summer of 2020, however, this was moved to online webinars (Getting a grip! Regulatory requirements when using administrative data; Involving the public in studies using administrative data – the How and the Why.) held in October 2020 due to the COVID-19 pandemic.

To assess impact, in the short-term, we evaluated the training curriculum in two ways. Firstly, within the online training course, learners were invited to provide module specific feedback via a brief survey. Secondly, we encouraged reflection and feedback from participants who took part in our online webinars, to assess whether the content of the online course (and the webinars themselves) matched the needs of the learners. For the longer-term, we are engaging with data providers, regulators and funders for feedback and endorsement. We will also continue to monitor the feedback being provided by learners in the course modules, to ensure that the content continues to meet researcher and data provider needs.

Conclusion

The CENTRIC online training curriculum has been developed using a co-production model informed by the public, researchers and data providers and is available, free of charge, for UK researchers. The training addresses the most commonly identified challenges and training needs, as described in this paper, for both researchers and data providers. We hope that this training course will facilitate improved access and management of administrative data in the UK and help reduce barriers that we have identified between researchers and data providers.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADRUK</td>
<td>administrative data research</td>
</tr>
<tr>
<td>CENTRIC</td>
<td>Co-Produced and stakeholder informed training for UK researchers working with routinely collected data</td>
</tr>
<tr>
<td>GDPR</td>
<td>General Data Protection Regulation</td>
</tr>
<tr>
<td>HDRUK</td>
<td>Health Data Research UK</td>
</tr>
<tr>
<td>HRA</td>
<td>Health Research Authority</td>
</tr>
<tr>
<td>ICO</td>
<td>Information Commissioner's Office</td>
</tr>
<tr>
<td>MRC</td>
<td>Medical Research Council</td>
</tr>
<tr>
<td>NIHR</td>
<td>National Institute for Health Research</td>
</tr>
<tr>
<td>TMRP</td>
<td>Trials Methodology Research Partnership (TMRP)</td>
</tr>
</tbody>
</table>
### Theme: Supplementary quotes

#### Communication

"As an example, everybody in the research environment seems to understand what it means to sponsor a study, and I’ve had numerous definitions of this and still don’t have a concrete view." (DP2)

“It’s the ability to step outside what you know, and view the same subject from the perspective of a lay person…it’s literally how you explain what you do to the man in the street … we see a lot of applications with an awful lot of Latin in, or very detailed information about the statistical analysis…” (DP2)

#### Timelines

“Time. Time. Time. It is almost impossible to even roughly estimate a timeframe for a project using routinely collected data. Information Governance approvals, data sharing agreements, and data transfer are all areas in which the researcher has no direct control over timeframe.” (RS58)

“And that’s one of our challenges that we face, where we’d receive an application form in, and [a researcher says] ‘I need my data in two weeks’ time’. You say well sorry but it takes two weeks to create and curate the data, never mind to get it through the governance process.” (DP1)

So it’s about engaging with us as a data sharing team at the earliest opportunity. You know, there’s some fantastic research ideas out there, and some fantastic people who want to do this research. But pressures of actually getting the data in a timely manner, you know, and talking to us first, and saying ‘I want to do this research, from your experience do you think it would be something that [data provider] could help with? How long might it take to get that data?’ But also about, not assuming you can automatically have the data. It’s not a given that you can have our data (DP3)

#### Changes and amendments

“It could be, we see this commonly with section 251, people go and get section 251 support, and then we’re actually not happy with the methodology, because it involves us flowing more data than is actually needed to. Or sometimes receiving a huge amount of data from a third party, such as an auditor or a register to link, whereas actually all we need is the identifying data, we don’t need the clinical data, and then we can provide a bridge file. So if we can liaise on things like methodology at the earliest point, we can address a lot of those issues.” (DP2)

#### Future-proofing the application

“I think consent as a concept changes over time and some of it can be handled on best intent at the time of collection of consent. But there are hard and fast rules that people can’t get around now with things like DPA, GDPR things like that so it’s just having that knowledge and being aware that when you are starting to collect data or when you want to start using it for research purposes, do you do things with best intent? Do you consult with the relevant data providers or whoever they are to get it as close as possible to correct?” (DP1)

“A lot of the studies are follow-up studies, so whilst they may have been having access to health records during that period, after a certain amount of years they’re then going to come into us to follow them up, to have the data. And it’s then that the consent model is a lot out of date, and it just doesn’t meet today’s standards or requirements. And that’s a big issue… It’s making that decision as well as whether, if there’s enough for it to stand as to meet the common law of duty, or whether you would then have to go and get section 251. And I think for some of our researchers that can be seen as… another obstruction, but it’s not, it has to meet, you know, it’s a legal requirement that you do have to have a legal basis to be able to have access to that”. (DP2)

#### Training for researchers

“The aim with the [guidance documents] is to firstly improve transparency with our customer base, so that they can understand this is what this part of the application form has to adhere to in order to meet the approval standard.” (DP2)

“we offer a service where if people want a telephone call to discuss their application, or discuss the requirements of their data share, we’re quite happy to speak to people. Or if people want a hand filling in the application form, we’ll also talk through application processes” (DP3)

“what we’ve done is we’ve written a guidance document, made that available within our environment for people to refer to. But you can lead a horse to water, but you can’t always get it to drink the water.” (DP4)

“the amount of organisations that don’t read the guidance that we put out.” (DP3)