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Abstract

Dryland regions, characterised by naturally limited water availability,

cover around 40% of the global land surface and sustain a vast population

of around 2.1 billion people. These environments pose many challenges

for water resources allocation for humans and water availability to ecol-

ogy, yet there are currently major limitations in our ability to assess the

dryland water balance, especially under a changing climate. Therefore,

understanding and quantifying the mechanisms that control the water

balance in dryland regions is of key importance not only to improve the

management of limited water resources, but also to understand the future

impacts of climate change in their spatial and temporal variability.

Here, a series of numerical models at different temporal and spatial scales

were developed to characterize and quantify the main mechanisms that

control the water partitioning and flow pathways in dryland regions. First,

by using physically-based numerical models which are able to describe

the complexity of groundwater - surface water interactions, the analysis

focused on the characterization of the infiltration of water through the

streambed of ephemeral streams. Focused groundwater recharge, sourced

from such transmission losses, is a mechanism that has received little

attention in the literature due to the highly dynamic characteristics of this

process and the scarcity of data required for a proper evaluation. Second,

a novel, parsimonious, hydrologic model of DRYland water Partitioning

(DRYP), has been developed to quantify the water partitioning in data

scarce regions. The performance of DRYP was firstly evaluated by using

synthetic experiments, and then it was tested in the data-rich Walnut

Gulch Experimental Watershed, Arizona, US. It was finally applied in the

semi-arid Upper Ewaso Ng’iro basin, Kenya, an area with limited data

availability.

Results of this study show that groundwater - surface water interactions

play an important role in water partitioning in drylands, and need to



be included in models in order to reduce the uncertainty of water bal-

ance quantification of these regions. The spatial and temporal variation

in model process description as well as forcing variables also have a great

impact on dryland water partitioning. A high spatial (≤1 km) and tempo-

ral (<1 d) resolution is required to adequately represent the development

and subsurface interactions of ephemeral streams. Although highly uncer-

tain, global datasets of climatological data, as well as regional and global

datasets of surface and subsurface parameters, used in the parsimonious

model DRYP can provide useful spatially and temporally information to

quantify water partitioning in data scarce-regions. This study also high-

lights the importance of recharge from ephemeral streams in the water

balance of dryland regions, a recharge mechanism that can become dom-

inant as the aridity increases.
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Chapter 1

Introduction

1.1 Background and Motivation

Drylands are regions characterised by much higher rates of potential evapotranspi-

ration than precipitation, and cover 40 % of the global land surface (Cherlet et al.,

2018; Reynolds et al., 2007a). They support a population of around 2.5 billion people

(Cherlet et al., 2018; Dai, 2012; Feng and Fu, 2013; Huang et al., 2015; Mortimore,

2009; Reynolds et al., 2007b; Trenberth et al., 2013; White and Nackoney, 2003), with

most of this population living in lower income countries where water resources are

scarce and tied to rural livelihoods (Cherlet et al., 2018). Dryland environments pose

many challenges for water resources allocation for humans and water availability to

ecology, yet there are currently major limitations in our ability to assess the water

balance in drylands, especially under a changing climate (Green et al., 2011).

Both the availability and quality of global water resources have been under increas-

ing pressure in recent decades due to rising population, increasing urbanisation, and

climate change. It has been estimated that by 2030 the global population will rise to

around 8.3 billion and over 9 billion by 2100 (UNEP and of Economic and Social Af-

fairs, 2017). A higher population will put more pressure on our planet by increasing

the demand for more food, biofuel and urban services (Foley et al., 2011; Rulli et al.,

2013). This has potential for increasing degradation of water, land, biodiversity and

climatic conditions (Foley et al., 2011) as more resources will be necessary to sustain

human activities (Mekonnen and Hoekstra, 2012; Nijdam et al., 2012; SERI, 2013).

This may exacerbate existing problems in regions with already over-exploited water

resources (Bredehoeft, 1997, 2002; Döll et al., 2012; Jasechko et al., 2017; Sophocleous,

1997; Sophocleous and Devlin, 2004) and may be particularly acute in dryland regions

(Alley, 2007; Huang et al., 2017).
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Water availability is highly dependent on the spatio-temporal variability of the

balance between precipitation and evaporative demand (Aryal et al., 2020; Wheater

et al., 2007; Zoccatelli et al., 2019), yet most precipitation arriving in dryland regions

is lost to evapotranspiration. This, in turn, generally results in less surface water

available, low soil water content and low groundwater recharge. Spatial variability is

also characterised by the concentration of short precipitation events of high intensity

over small areas (Goodrich et al., 1997; Pilgrim et al., 1988; Wheater et al., 2010;

Zoccatelli et al., 2019) which leads to the development of ephemeral streams. The

loss of water from the streambed of these ephemeral streams, known as transmission

losses, is thought to be the main source of groundwater recharge in dryland regions

(Abdulrazzak and Morel-Seytoux, 1983; Wheater et al., 2010).Additionally, precip-

itation varies significantly through time, over the year or even decades, punctuated

by drought periods in some dryland regions (Massuel et al., 2011; Wheater et al.,

1991). These characteristics result in a highly dynamic hydrological system prone to

flash flooding, and also to water scarcity and food insecurity, societal risks that are

exacerbated by climate change, population growth and dryland expansion (Cuthbert

et al., 2019a; Giordano, 2009; Gleeson et al., 2012; Huang et al., 2017, 2015; Reynolds

et al., 2007b; Schlaepfer et al., 2017; Siebert et al., 2010; Spinoni et al., 2015; Taylor

et al., 2012; Wang et al., 2017b).

Given the limited surface water availability, people in drylands mostly rely on

groundwater resources as their primary source of freshwater (Cuthbert et al., 2017;

Dai, 2012; Feng and Fu, 2013; Huang et al., 2015; IPCC, 2012; Trenberth et al., 2013).

However, due to the widespread ability to access this generally high quality water and

relative low sensitivity of groundwater aquifers to drought conditions (Cuthbert et al.,

2019b; MacDonald et al., 2012; Taylor et al., 2012; Villeneuve et al., 2015), ground-

water withdrawal has considerably risen along with demand for freshwater over recent

decades (Altchenko and Villholth, 2015; Gleeson et al., 2012; Jasechko et al., 2017;

Wada et al., 2010). This increased abstraction has threatened not only the long-term

reliability of groundwataer resources, but also its quality, both which can be exacer-

bated due to climate-related changes and anthropogenic pressures (Jasechko et al.,

2017; Padrón et al., 2020; Taylor et al., 2012). Despite the key role of groundwater in

water availability in drylands environments, there is still high uncertainty about the

impacts of climate change on groundwater resources (Acworth et al., 2021; Ferguson

et al., 2020; Taylor et al., 2012).

It is therefore essential to understand and anticipate changes to water partitioning

in drylands, i.e. how rainfall is partitioned between infiltration, runoff, and evapotran-
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spiration, thus affecting water storage in groundwater, soil moisture and streams.This

will enable more robust identification, estimation and prediction of the potential im-

pact on these components of the water balance arising due to climate change (Green

et al., 2011). Enhancing the understanding of water partitioning and consequently

recharge processes in arid and semi-arid regions is a key research gap required to de-

velop sustained management of groundwater resources (Alley and Leake, 2004; Bre-

dehoeft, 1997, 2002; Devlin and Sophocleous, 2005; Kalf and Woolley, 2005; Loáiciga,

2017; Maimone, 2004; Sophocleous, 1997; Sophocleous and Devlin, 2004).

However, assessing water partitioning in dryland regions is difficult due to a va-

riety of challenges such as lack of data (El Khalki et al., 2020; Pilgrim et al., 1988;

Shanafield et al., 2021), lack of understanding of the interactions between key pro-

cesses that control the water balance, such as recharge from ephemeral streams,

(Cuthbert et al., 2019b; Taylor et al., 2012), and the lack of efficient numerical tools

to evaluate all components of the water balance (Huang et al., 2017) as follows.

Historical data is essential for understanding the relationships between water bal-

ance components, yet drylands pose a severe paucity of data not only due to the lack

of research studies but also due to the high spatial and temporal variability of hydro-

logical processes that makes it difficult to collect data (i.e. ephemeral flows (Osborn

et al., 1979)) (Pilgrim et al., 1988; Taylor et al., 2013; Zimmer et al., 2020). This,

in combination with the lack of efficient tools (such as parsimonious modelling ap-

proaches), has limited understanding of the functioning and interactions of the water

balance components within drylands regions.

Enhancing understanding and quantification of water partitioning in dryland re-

gions requires the development of new techniques that can deal with the spatial and

temporal variability of the components of the hydrological processes (Cuthbert et al.,

2019a,b; Rassam et al., 2013), as well as the complexity of anthropogenic interactions

with water resources (Gorelick and Zheng, 2015). In addition to the high spatial and

temporal variability of hydrological processes, modelling water partitioning in dry-

land regions is challenging due to i) the poor understanding of transmission losses and

recharge from ephemeral streams, ii) limited availability of data for model calibration

and validation in most dryland environments, and iii) the lack of numerically efficient

tools to overcome the computational demand that current hydrological models face.

In this context, hydrological models provide important insights into the transla-

tion of climate information to water partitioning at or below the land surface. How-

ever, current hydrological models, mainly developed for humid regions, omit several
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key hydrological processes that characterise the hydrology of arid and semi-arid re-

gions (Huang et al., 2017). The lack of simple, computationally efficient hydrological

models for drylands undermines efforts to anticipate and plan for climatic and an-

thropogenic changes to water storage and fluxes in catchments, with implications for

water resources for ecosystems and society (Huang et al., 2017; Taylor et al., 2012).

1.2 Scope and Objectives

This PhD thesis aims to enhance understanding and quantification of water parti-

tioning and flow pathways in dryland regions. To address shortcomings in existing

approaches, I set the following specific objectives:

Objective 1: To enhance understanding of key processes that control the water

partitioning of dryland regions, particularly recharge from ephemeral streams, which

has been poorly characterised due to the lack of field studies as well as the paucity

of generalisable data;

Objective 2: To develop a simple, parsimonious approach to quantify water

partitioning in dryland regions;

Objective 3: To evaluate the sensitivity of water partitioning at the relevant

spatial and temporal scales of the processes;

Objective 4: To improve estimation of water balance partitioning in dryland

basins with limited data; and

Objective 5: To evaluate the sensitivity of water partitioning to the forcing

climatic conditions.

To achieve these objectives, in this thesis I have addressed Objective 1 using

physics-based models for characterising the factors that control the infiltration of

water through the streambed of ephemeral streams. A physics-based model, if well

understood, can give specific details of the sequenced infiltration process. Thus, I

designed a set of synthetic experiments that seek to understand the main factors

influencing the distribution and magnitude of infiltration rates. To have a better

understanding of the infiltration processes across the landscape, the analysis is per-

formed at both transect scale and reach scale.

To address Objective 2, a novel and numerically efficient, processes-based, dis-

tributed hydrological model is developed. The model considers the hydrological pro-

cesses deemed to be important to characterise and quantify water partitioning in

dryland regions. Knowledge gained from the transect and reach scale analyses is

incorporated into the new catchment model.

4



To address Objective 3, the performance of the newly developed model is tested

across different scales. Spatial and temporal variation of hydrological processes and

their influence on water partitioning is assessed by considering different spatial and

temporal aggregation and model structures. The model performance is evaluated us-

ing available data from one of the most extensively monitored watersheds of the world,

the semi-arid Walnut Gulch Experimental Watershed (WGEW), Arizona, USA.

To address Objective 4 and Objective 5, the developed model is used to char-

acterise the water partitioning at the data-poor Upper Ewaso Ng’iro basin, Kenya.

The lack of data is addressed by using global and regional datasets for model param-

eterisation as well as forcing data. To assess the sensitivity of water partitioning to

forcing data, two global datasets of precipitation were used.

1.3 Thesis outline

The present thesis is divided into eight chapters (Fig. 1.1):

Chapter 1 provides the introduction, context, and objectives of the present re-

search, as well as the structure of the thesis.

Chapter 2 gives an overview of the main hydrological processes that control the

water partitioning and characterises the main limitations of current numerical models

that restrict their use in dryland environments.

Chapter 3 and 4 provides an improved spatial and temporal characterisation of

focused recharge as one of the most uncertain components of the water partitioning

in dryland regions. Chapter 3 presents the characterisation of focused recharge at

a transect scale, whereas Chapter 4 complement the characterisation by extending

the transect analysis to the reach-scale.

Chapter 5 introduces DRYP, a parsimonious model I developed here for quan-

tifying water partitioning in dryland regions. An evaluation of the model and its

capability is also provided in this chapter.

Chapter 6, 7 and 8 present the use of DRYP for characterising water partitioning

in two study sites: Walnut Gulch in Arizona, US, and Ewaso Ng’iro basin at Kenya.

Chapter 6 is focused on the evaluation of water partition of Walnut Gulch, whereas

Chapter 7 is focused on the sensitivity of water partition to the temporal and spatial

scale of the model process description of DRYP. Chapter 8 characterises the water

partitioning of the semi-arid Ewaso Ng’iro basin, and evaluates the impact of the

uncertainty in driving climatological characteristics on the quantification of water

partitioning.
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Figure 1.1: Schematic structure of the present thesis

Finally, Chapter 9 presents a summary and general conclusions of the presented

research, as well as recommendations for future research.
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Chapter 2

Overview of Dryland Hydrology
and Modelling

2.1 Introduction

This chapter provides a general overview of the main hydrological characteristics

of dryland regions and also highlights the main limitations of current hydrological

models that restrict their use within dryland environments. This chapter begins

by introducing the definition and global distribution of dryland regions, and then

provide a characterisation of key hydrological processes controlling the water parti-

tioning. Processes such as infiltration, evapotranspiration, runoff, transmission losses,

and focused and diffuse recharge are described. Then, an overview of key issues of

current numerical hydrological models that limit their utility for drylands have been

presented. Finally, a summary of the main concepts have been provided at the end

of the chapter.

2.2 Definition of dryland regions

Dryland regions can be defined based on climatic, hydrological, geomorphological,

and land cover characteristics (Budyko, 1961; Chen and Sivapalan, 2020; Dai, 2011;

Hulme et al., 1992; McKee et al., 1993; Palmer, 1965; Stadler, 1987; Vicente-Serrano

et al., 2010). For the purpose of this thesis, drylands have been defined according to

the commonly employed ratio between annual precipitation (𝑃) and annual potential

evapotranspiration (𝑃𝐸𝑇), known as the Aridity Index (𝐴𝐼) (Cherlet et al., 2018;

D’Odorico and Porporato, 2006; Lerner et al., 1990; Simmers, 2003):

𝐴𝐼 =
𝑃

𝑃𝐸𝑇
(2.1)

7



Based on 𝐴𝐼, four climate classes have been specified for drylands (UNEP and

of Economic and Social Affairs, 2017): (i) Hyper Arid, with values of 𝐴𝐼 below 0.03;

(ii) Arid, with values from 0.03 to 0.2; (ii) Semi-Arid, with values from 0.2 to 0.5; and

(iii) Dry sub-humid, with values from 0.5 to 0.65. Regions with values above 0.65 are

considered Humid regions.

Based on 𝐴𝐼, drylands are globally distributed, with 64 % of the global area

located in Africa and Asia, 23 % in Australia and North America, and Europe and

South America representing 5 and 8 %, respectively. The large extent of these regions

also corresponds to their high population; almost 37 % of the world’s population live

in dryland regions with a great proportion of located in Asia and Africa (Cherlet

et al., 2018).

Figure 2.1: Global map of dryland regions based on values of the Aridity Index
(CGIAR-CSI, 2009; Zomer et al., 2007)

2.3 Main hydrological processes in dryland regions

In contrast to humid regions, where the amount of annual precipitation generally

exceeds annual rates of potential evapotranspiration, dryland regions exhibit key dif-

ferences in the dominant hydrological processes that can greatly impact the water

partitioning of arriving rainfall (see Fig. 2.2).

Drylands characterised by limited availability of seasonal or annual precipitation

(Pilgrim et al., 1988; Wheater et al., 2007). Although scarce, precipitation is delivered

in highly intense short precipitation events with great spatial variability, which results

in the development of short-lived ephemeral streams and flash floods (Abdulrazzak,
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Figure 2.2: Main hydrological characteristics of arid and semi-arid regions compared
to humid regions

1995; Aryal et al., 2020; Goodrich et al., 1997; Pilgrim et al., 1988; Wheater et al.,

2007; Zoccatelli et al., 2019). Air temperatures are high which, in combination with

lower humidity, results in environments with a high atmospheric demand of water

(Simmers, 2003; Wheater et al., 2007). This can affect plant water consumption and

soil water availability due to the high evapotranspiration rates (Huang et al., 2017;

Huxman et al., 2005; Kurc and Small, 2004; Liu et al., 1995).

Local rates of infiltration of precipitation into soils vary dramatically mainly due to

soil hydraulic properties, temporal variability of precipitation, land cover and surface

crusting, and residual water content of the soil prior to the rainfall event (Pilgrim

et al., 1988). Shallow soil depths and low soil water retention capacity influence

the amount of water that can be stored in the soil. Low water retention capacity

is attributed to limited soil organic matter (Pilgrim et al., 1988). Low infiltration

rates combined with low precipitation result in less water available for plants. Soil

profiles in drylands are often poorly developed which, in combination with the high

variability in climatic conditions, results in limited capacity to sustain vegetation

and/or produces high vegetation water stress (Sabathier et al., 2021; Warter et al.,

2020). Vegetation is limited and restricted to a small variety of species (Deblauwe

et al., 2008; Schenk and Jackson, 2002), that may be drastically reduced or even

disappear completely during dry periods (Warter et al., 2020).

The high variability of precipitation combined with these dryland soil and vegeta-

tion characteristics affect the production of runoff in dryland regions (Favreau et al.,

2009; Massuel et al., 2011, 2006; Pilgrim et al., 1988). High-intensity precipitation

events, which is often combined with low soil infiltration capacity, lead to a rapid

production of (Hortonian) overland flow as a result of the rapid exceedance of soil
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infiltration capacity (Pilgrim et al., 1988; Wheater et al., 2007, 2010; Zoccatelli et al.,

2020).

Transmission losses from streams, either via infiltration through the streambed

or/and direct evaporation (Shanafield and Cook, 2014), is a common process in dry-

lands and can considerably reduce or even totally consume flow in channels. Infil-

tration through the streambed depends on different factors such as streamflow hy-

drograph characteristics, channel geometry characteristics, hydraulic properties of

the streambed, the antecedent water content within the streambed, and hydraulic

characteristics of the underlying aquifer.

Streamflow characteristics include magnitude, shape, duration, and frequency of

streamflow events (Dunkerley, 1992; Flug et al., 1980; Knighton and Nanson, 1994,

2001; Lange, 2005; McCallum et al., 2014a; Zoccatelli et al., 2020). The hydrograph

of a typical flood event in dryland regions is characterised by a sharp increase (rise

to peak) followed by a rapid decrease (falling limb) of streamflow and stage, which is

typical of a high energy system (Datry et al., 2017; Wheater et al., 2010; Xie et al.,

2014). During long streamflow events and high stream stages, the pressure head

increases, consequently increasing the infiltration rate, whereas, short events produce

lower transmission losses, due to the limited amount of water available for infiltration

(Brunner et al., 2009a, 2017).

Geometrical characteristics and hydraulic properties of the channel boundaries

also influence the rate of transmission losses (Cataldo et al., 2005; Dunkerley, 1992,

2008; Hughes and Sami, 1992; Walters, 1990). Increases in the wetted perimeter

of the stream during streamflow events increases transmission losses (Brunner et al.,

2009a). Additionally, heterogeneity of the streambed influences transmission losses by

affecting the wetting time response of the unsaturated zone (Hughes and Sami, 1992)

and therefore the spatial distribution of the wetted front (Parissopoulos and Wheater,

1992; Peterson and Wilson, 1988; Shanafield et al., 2012; Xian et al., 2017). Hydraulic

characteristics of the streambed generally produce dynamic responses in which there

is significant temporal and spatial variation of hydraulic conductivity values (Wheater

et al., 2008). This variation can be attributed to geomorphic conditions of sediment

deposition that subsequently affect flow regimes and and may even produce streambed

clogging. However, conductivity can even vary over short time scales as was shown by

(Wang et al., 2017a) at the ephemeral river Heihe, located in an extreme arid-region

in China (Wang et al., 2014).

The degree of saturation of the streambed at the beginning of the streamflow

event also influences the infiltration rate such that high negative potentials in the
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unsaturated zone as a result of dry conditions may lead to high infiltration rates

(El-Kafagee and Rahman, 2011; Hill, 1996). Aquifer properties such as permeability,

specific yield, water table depth, and volume of the aquifer may influence surface

water interactions (Cuthbert, 2010, 2014; Cuthbert et al., 2016; Sophocleous et al.,

1995). However, this process has not been well understood and it is still challenging

to evaluate it in ephemeral streams.

Groundwater recharge occurs through two main mechanisms: (i) diffuse recharge,

which is the result of infiltrated precipitation flowing vertically through the unsatu-

rated zone into the saturated zone, and ii) focused recharge, which involves ponding

or flowing water, which infitrates via the unsaturated zone to the saturated zone

(Healy and Scanlon, 2010). Lerner et al. (1990) and Simmers (2003) use the term

direct recharge to refer to the mechanism of diffuse recharge and the term indirect

recharge for the mechanism of focused recharge. Lerner et al. (1990) also distinguish

two types of indirect recharge mechanisms: (i) local indirect recharge, to describe

the recharge from water bodies, and (ii) localised indirect recharge to describe the

recharge processes through fractures or joins after water concentrates on the surface.

Here, the terms diffuse and focused recharge are used to refer to these mechanisms of

direct and indirect recharge, respectively.

The interaction between different elements of the hydrological cycle in a dryland

environment can exhibit great variation in time and space (e.g.: Cook et al. (1989);

Dunkerley (2002); Villeneuve et al. (2015); Wang et al. (2014)). Diffuse recharge in

drylands is restricted due to the limited availability of water required to overcome

large soil moisture deficits that result from high rates of evapotranspiration combined

with the high production of Hortonian overland flow. When combined with low

rainfall, such diffuse mechanisms for recharge generation occur much less frequently

in dryland regions compared to humid areas (Cuthbert et al., 2019a; Small, 2005).

However, diffuse recharge can occur even during low precipitation events in coarse

dryland soils, primarily as a result of the rapid advance of the wetting front, the highly

seasonal variations of both precipitation and evapotranspiration, and the distribution

of storm sizes (Small, 2005). Although diffuse recharge is insignificant in hyper-arid

regions, it may increase with the degree of aridity (Cuthbert et al., 2019a; Small,

2005).

Conversely, focused recharge from streams is a much more common process in

drylands given the spatial and temporal variability of rapid runoff generation and

high transmission losses from ephemeral streams (Houston, 2002; Izbicki et al., 2000;

Lerner et al., 1990; Massuel et al., 2006; McCallum et al., 2013; Morin and Benyamini,
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1977; Qin et al., 2012; Sanford et al., 2004; Sorman and Abdulrazzak, 1993; Sorman

et al., 1997; Wang et al., 2014). Therefore, focused recharge can be a critical source

of groundwater in drylands (Favreau et al., 2009; Pool, 2005; Scanlon et al., 2006),

particularly as a result of extreme precipitation events (Cuthbert et al., 2019b; Taylor

et al., 2013).

Characterising transmission losses and groundwater recharge in dryland

regions

Research in different drylands across the globe has contributed to enhance our

understanding of key hydrological characteristics of these regions. In this context,

transmission losses and groundwater recharge processes play an important role in the

hydrological cycle (e.g. China (Wang et al., 2014; Ó Dochartaigh et al., 2010); the

Middle East (Dahan et al., 2008; Mansour et al., 2019, 2012; Shentsis et al., 1999;

Shentsis and Rosenthal, 2003; Sorman and Abdulrazzak, 1993; Sorman et al., 1997),

Southern Asia (Sharma and Murthy, 1995), Europe (Guardiola-Albert and Christo-

pher, 2011; Turner et al., 2015), Africa (Dahan et al., 2008; Hughes, 2019; Hughes

et al., 2004), North America (Goodrich et al., 2018; Pacheco-Guerrero et al., 2017;

Schoener, 2017; Schreiner-McGraw and Vivoni, 2018; Wallace and Renard, 1967; Wal-

ters, 1990), South America (Costa et al., 2012) and Australia (Dunkerley, 2008; Rau

et al., 2017). For instance, extensive studies related to the dynamics of streamflow

and transmission losses in dryland areas across the USA have shown how the stream-

flow shape, magnitude, and duration and frequency influence the rate of infiltration

through the streambed of arid streams (Cataldo et al., 2005; Schreiner-McGraw et al.,

2019; Schreiner-McGraw and Ajami, 2021). Most of this work has been extensively

supported by long and high spatial and temporal resolution datasets obtained from

well monitored catchments located in Arizona and Colorado, in the USA (Stone et al.,

2008). Similarly, studies performed in ephemeral streams in the Middle East have also

shown that transmission losses from alluvial channels and their tributaries are well

correlated to the upstream flow, channel width and the soil moisture conditions at

the beginning of the streamflow event (Abdulrazzak, 1995). Studies performed across

arid and semi-arid regions in Southern Africa, Australia and New Mexico have shown

the impact of the antecedent moisture conditions of the streambed on infiltration

rates (Dunkerley and Brown, 1999; Hughes and Sami, 1992; Lange, 2005; Thomas

et al., 2000). Low water content of the streambed increases infiltration rates and con-

sequently increases transmission losses. Reduction of up to 75 % of the streamflow

during the first event have been reported in ephemeral streams in Southern Africa

(Hughes and Sami, 1992).
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Transmission losses also reduce the size and duration of peak discharges, which in

turn reduces the impact of flash flood events as reported for ephemeral streams in Aus-

tralia (Dunkerley and Brown, 1999; Lange, 2005). Water lost from these ephemeral

streams can temporarily be stored in sediments underneath the streambed. These in

turn provide water for the riparian vegetation close to the stream and/or potentially

supply water for domestic and/or livestock uses as in the semi-arid Mara basin in

Kenya (Wekesa et al., 2020). Costa et. al. (2011) showed that evapotranspiration

from riparian areas is supported by ephemeral streamflow events in the semi-arid basin

of Majave, Brazil. Goodrich et.al. (2018) also highlight the hydrological, chemical

and ecological connectivity between ephemeral and intermittent streams and riparian

zones in the Southwestern U.S. which are mainly influenced by the physical landscape,

climate, and human impacts.

Transmission losses by direct evapotranspiration from streams can also play an

important role in the water availability along ephemeral streams. Daesslé et al. (2016)

found that direct evaporation can take up to 16 – 20 % of the available water in wide

channels such as the Colorado river. High values of direct evaporation have also been

reported in the Limpopo River in southern Africa (Hughes 2009) and in the Mara

River in Southern Kenya (Wekesa et al., 2020).

However, despite the increasing number of studies related to dryland hydrology in

general, the interaction between different components, particularly the groundwater

– surface water interactions, has not been well understood. In fact, despite the large

spatial and temporal distribution of transmission losses along streams, the contribu-

tion of focused recharge to total groundwater recharge has not been yet evaluated at

regional to global scales. Studies at local scale have shown the importance of consid-

ering the spatial distribution of groundwater recharge in dryland environments (e.g.

Wang et al. (2017a),Cui et al. (2017), Coelho et al. (2017), Houston (2002); Hughes

et al. (2008); Mansour et al. (2019)), however, the likely wide spread interaction

of groundwater – surface water has not been yet explored (Cuthbert et al., 2019b;

Ferguson et al., 2020; Taylor et al., 2012, 2013), and the impact of climatological

disturbances such as natural and human induced climate change at larger scales have

not been yet evaluated.

In this context, the use of numerical models developed to account for all the

relevant process in dryland environments are considered useful tools to enhance our

understanding of key processes and interactions between different components of the

water balance in dryland regions. Thus, the following section describe the main
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characteristics and limitations of current models to set up the framework of the present

thesis.

2.4 Modelling water partitioning in dryland re-

gions

The complexity of rainfall regimes, runoff generation processes and subsurface flow

paths in drylands create challenges for data collection, resulting in a paucity of data

from which to generalise, and also limits efforts to evaluate numerical models aimed

at enhancing understanding of the dryland water balance (Abbot, 1979; Cuthbert

et al., 2019b; Ewen et al., 2000; Ivanov et al., 2004; Michaelides and Wainwright,

2002; Noorduijn et al., 2014b; Schreiner-McGraw et al., 2019; Wheater et al., 2007;

Woodward and Dawson, 2000; Woolhiser, 1989; Šimŭnek et al., 2006).

Existing hydrological models, operating at catchment to regional scales, are chal-

lenged in drylands due to their inherent assumptions about key flow processes. De-

spite recent improvements (i.e. Hughes et al. (2006), Hughes (2019), Lahmers et al.

(2019), Mudd (2006)), the majority of models have been developed based on the

theory and hydrological processes of humid regions. This has resulted in models

that generally lack the ability to represent the development of ephemeral streams

and their potential hydraulic interactions with groundwater systems (Zimmer et al.,

2020). This is particularly problematic considering that ephemeral channels repre-

sent half of the global stream network length (Datry et al., 2017). The key processes

such as transmission losses below streambeds has received little attention by the mod-

elling community, despite the importance of groundwater resources for developed and

developing countries in dryland regions. Additionally, due to the inherent spatial

variability of streamflow events and the complexity of water movement in the unsat-

urated zone, transmission losses and consequently focused recharge has been poorly

characterised in dryland regions (Cataldo et al., 2005, 2004, 2010; Noorduijn et al.,

2014b; Schoener, 2017; Shanafield et al., 2014; Villeneuve et al., 2015; Walters, 1990).

The use of numerical models in drylands has also been restricted due to the com-

plexity and the high computational demand required to describe the highly dynamic

behaviour of dryland hydrological processes. These processes, which are highly non-

linear, require the use of complex numerical solutions (i.e. Saint-Venant equation

for surface flow (de Saint-Venant B., 1871) and Richard’s equation for flow through

porous media (Richards, 1931)), i.e physically-based models (Abbot, 1979; Kampf

and Burges, 2007). The use of Complex equations, such as the Richard’s equation,
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generally assumes homogeneous conditions that limits its application at large scales.

Additionally, there are numerical challenges to overcome with the equation and its

inability to represent discontinuities (Farthing and Ogden, 2017). This often leads

to numerical instabilities and convergence problems in addition to the high computa-

tional demand required for model simulations (especially to capture the emergence of

wetting and drying). The complexity of these models is also reflected in the usually

high number of parameters often included in such models, which are difficult to quan-

tify a priori or even to calibrate due to the high computational demand (Beven, 1989,

2001; Beven and Binley, 1992). Additionally, the degree of complexity of existing

models and their inherently high computational cost does not allow for comprehen-

sive sensitivity and uncertainty analysis, which would support the evaluation and

interpretation of model results (Beven and Binley, 1992).

At larger scales, regional to global hydrological models rely on coarse and low-

quality information available at these scales, so they are subject to great uncertainty

in estimating water balance components. Improving the quality, and reducing uncer-

tainty, of model inputs is key to reducing the uncertainty in model results. However,

model structure and its internal complexity also play an important role in the pa-

rameterisation of large-scale models. In this context, improving the model structure

by using parsimonious approaches may enable better evaluation of large-scale models

for dryland regions. Understanding the local and regional characteristics of focused

recharge supports insights into the main mechanisms and the driving forces that con-

trol water partitioning and flow pathways. In turn, it allows for the implementation

of focused recharge processes at larger scales - processes that have been neglected in

the current generation of large-scale models.

2.5 Summary

Although the understanding of the physical basis of the main hydrological processes in

drylands has improved, including flow through porous media or surface flow (particu-

larly at small scales), the interactions between different processes remains unclear. In

particular, transmission losses and focused recharge processes are underrepresented

in the literature, and their impacts on the water balance are typically neglected,

particularly at large scales.

In this context, numerical models have the potential to enhance the understanding

and improve the quantification of water partitioning and flow pathways of dryland

regions. Thus, it has been proposed here that the development of more efficient and
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parsimonious models will help to overcome the current limitations such as lack of

data and high computational demand. However, models must include key processes

of dryland hydrology in order to understand the main controls of the water balance

of these regions.

Furthermore, it has been proposed that understanding the local and regional char-

acteristics of focused recharge will give some insights into the main mechanisms and

the driving forces that control this type of recharge. In turn, this will allow the im-

plementation of focused recharge processes at larger scales - processes that have been

neglected in all global-scale models to date. Hence, improving our understanding of

focused recharge is specifically addressed in the following two Chapters.
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Chapter 3

Characterising groundwater -
surface water interactions in
dryland regions: A transect scale
analysis

This chapter is based on the published paper: Quichimbo, E.A., Singer, M.B.,

Cuthbert, M.O., 2020. Characterising groundwater–surface water interactions in

idealised ephemeral stream systems. Hydrological Processes 34, 3792–3806.

https://doi.org/10.1002/hyp.13847

3.1 Introduction

Loss of water through the streambeds of ephemeral streams is a key process for aquifer

recharge in arid and semi-arid dryland regions (Costa et al., 2012; Cuthbert et al.,

2019b; Keppel and Renard, 1962; Lerner et al., 1990; McCallum et al., 2013; Qin

et al., 2012; Renard and Keppel, 1966; Wang et al., 2017a, 2014; Wheater et al.,

2008). Understanding the mechanisms of recharge from ephemeral streams is thus

of critical importance for sustainable management of water resources in dryland re-

gions. Key to developing improved understanding of such dryland processes is a

better appreciation of the degree and extent of interactions between surface water

and groundwater within ephemeral stream systems. Furthermore, improved under-

standing of the moisture dynamics below and around ephemeral streams would en-

able a better characterisation of water availability to dryland vegetation and thus

climate-groundwater interactions (Cuthbert et al., 2019b), as well as biogeochemical

processing of key nutrients and contaminants within the short-lived hyporheic zone

(e.g.: Belnap et al. (2005); Meixner et al. (2007); Sargeant and Singer (2016); Singer
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et al. (2016); Snyder and Williams (2000); Valett et al. (1990). The current Chapter

contributes to this relatively under-studied aspect of dryland hydrology. The focus is

on the transect scale in order to develop the necessary understanding of small-scale

processes to underpin robust modelling of dryland water partitioning at larger scales

developed later in the thesis.

Thus, this chapter first provides an overview of the processes controlling the in-

filtration through streambeds of ephemeral streams. Second, a conceptual model

describing the key factors controlling the infiltration through the streambed is devel-

oped. Next, a numerical model to quantify the processes described in the conceptual

model is implemented. Then, a sensitivity analysis of the main factors controlling the

infiltration process is performed before drawing some conclusions from the analysis.

3.2 An overview of groundwater - surface water

interactions

Ephemeral streams are under-represented in existing hydrological research into ground-

water - surface water interactions, with much greater emphasis being placed on inter-

actions under perennial streamflow conditions (Jarihani et al., 2015). Nevertheless,

insights from studies of perennial losing streams can be useful in informing a deeper

conceptual understanding of ephemeral streams. For example, the steady-state loss

of water from a perennial stream has previously been characterised as follows (Brun-

ner et al., 2009a,b; Fox and Durnford, 2003; Xian et al., 2017): (i) connected state,

in which fully saturated conditions are developed in the region between the stream

and the aquifer; (ii) transitional state, characterized by a partially saturated zone

between the stream and aquifer; and (iii) disconnected state, in which an unsatu-

rated zone occurs between the stream and the aquifer. For a connected state under

steady conditions, the infiltration rate increases linearly with the water table depth,

whereas for the disconnected state, the infiltration rate stays at its maximum value

regardless of the water table depth, although theoretically, its behaviour is asymptot-

ical. The transitional state is an intermediate state in which the relationship between

the infiltration rate and the water table is non-linear. Under transient conditions, for

connected streams, the infiltration rate is expected to vary gradually under changes in

the river stage, whereas for disconnected streams the infiltration rate will immediately

change, reaching a new steady-state, after any change in the stream stage.

Despite this nomenclature becoming widespread in the literature, it is noted that,

even during a so-called disconnected state, flow of water still occurs between the
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stream and the aquifer - there is no disconnection between surface water and ground-

water in real terms. Rather, the term ‘disconnected’ simply refers to the fact that

additional lowering of the water table cannot induce a greater loss from the stream for

that particular set of conditions. Thus, the interaction between surface and ground-

water in the ‘disconnected’ state is still uni-directional, whereas in the ‘connected’

state there can be feedback from the groundwater to the surface water and thus the

interaction can be said to be bi-directional. it is also noted that the state of the sys-

tem may change through time (see for example, (Rau et al., 2017)), a further reason

that categorising surface water – groundwater (SW – GW) interactions as connected

or disconnected may be misleading.

An important characteristic of SW-GW interactions that has been also shown

in previous studies is the development of an inverted water table (IWT) (Peterson

and Wilson, 1988; Wang et al., 2016; Xian et al., 2017). The IWT is defined by

total pressure being equal to atmospheric pressure (i.e. pressure head equals zero).

However, owing to a lack of field observations, the development of the IWT has

only been tested using laboratory and numerical experiments (e.g. (Wang et al.,

2016)). Such research shows that, under steady-state conditions, the IWT could

develop inside the streambed for homogeneous materials and stream stages smaller

than the streambed thickness Wang et al. (2016), whereas for thin streambeds it may

extend well below the bottom of the streambed (Brunner et al., 2009a, 2011, 2009b;

Fox and Durnford, 2003). Under changes in stream stage, for thin streambeds, the

extension of the IWT may increase or decrease immediately below the streambed,

whereas for thicker streambeds the development of the IWT will gradually increase

its size for any change in stream stage (Xian et al., 2017). In ephemeral streams it is

anticipated that the development of the IWT should be controlled by factors such as

the degree of saturation, water table depth, the magnitude, timing, and sequencing

of streamflow events and hydraulic properties of the streambed sediments. However,

these factors have not yet been evaluated in the literature, despite recent advances

in understanding the nature of groundwater mounding beneath ephemeral streams

(Cuthbert et al., 2016).

In this context, in the following sections a general conceptual model is proposed

for characterising the main factors that control SW – GW interactions in ephemeral

streams and their role in affecting the water balance of arid and semiarid regions.

These concepts are then tested using a series of numerical model simulations, enabling

the quantitative evaluation of different scenarios of stream-aquifer interactions and

leading to some implications for dryland water resource management.

19



3.3 A conceptual model of ephemeral stream-aquifer

interactions

Despite the paucity of research on ephemeral stream-aquifer interactions, existing

hydrological theory can inform the likely range of controls on these interactions. It is

proposed that the following factors will be most important in controlling the degree of

bi-directional interactions: water table depth, stream stage, hydrograph shape, time

between events, channel shape, channel boundary permeability and water retention

characteristics of the subsurface materials. All these factors may vary individually

or in combination in real systems. Nevertheless, it can be characterised in two end-

member responses for ‘deep’ and ‘shallow’ water table systems that depend on the

variations between these parameters as shown in Figure 3.1.

In the case of a deep water table, the frequency of events will affect the degree of

saturation based on the prevailing time of drainage between events and consequently,

the rate at which the channel bed can infiltrate newly arrived water. The process of

water flowing through a thick variably saturated zone is depicted in Figure 1a in a

two-dimensional cross section. When the stream stage starts to rise the IWT starts

to develop, at a growth rate and size that are controlled by the antecedent saturation

and the hydraulic conductivity of the sediments. Under lower antecedent saturation,

which occurs under long time periods between flood events, more water will infiltrate

below the streambed due to higher hydraulic gradients. The rate of movement of the

IWT will depend on the degree of saturation, and for lower values of saturation the

IWT will move more slowly downwards. At the end of the event, the IWT becomes

separated from the streambed as it descends due to gravitational drainage. At the

same time, it decreases in size (areas decrease from t1 to t5 in Fig. 3.1a) due to the

losses associated with the spreading of water due to capillary forces. No influence of

the water table depth is expected during the advance of the IWT for this case of a

deep water table, and the rate of IWT movement is only a function of the saturation

state of the sediment surrounding and below the channel.

For the case of a shallow groundwater system, the frequency of streamflow events

combined with the antecedent water table depth will influence the infiltration rate.

This process is illustrated in Figure 3.1b. Under this scenario, as the IWT develops

within the thin variably saturated zone it rapidly interacts with the shallow water

table creating a continuous zone of saturation beneath the stream; the hydraulic

gradient is thus reduced and consequently the infiltration rate declines.
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For both shallow and deep water tables, the change in saturation within the ma-

terial surrounding and below the channel under different pressure heads will depend

on their hydraulic and water retention properties (hydraulic conductivity and soil

moisture retention curve).

To quantify the degree of interaction as well as to give insights into a SW-GW

processes, this conceptual model is numerically tested by using a physically-based

numerical approach.

Figure 3.1: Conceptual process model of interactions between ephemeral streams and
an underlying homogeneous aquifer for (a) deep and (b) shallow water tables. Dashed
lines represent the evolution of the inverted water table (IWT) and the water table
mound at time ti during and after a streamflow event. The hypothetical shape and
size of the IWT depend on the magnitude, shape, and duration of the streamflow
hydrograph and the antecedent conditions of saturation (inherited from the previous
dry period), as well as hydraulic and soil moisture retention properties of the sedi-
ments.

3.4 Methods

3.4.1 Numerical modelling

The purpose of the numerical modelling was to quantify the influence of key factors

that control transient infiltration rates from ephemeral streams. A set of scenarios was

developed to simulate the transient characteristics of the infiltration process under

variations in: 1) magnitude/duration of streamflow events; 2) frequency of the events

(and inter-arrival times); 3) water table depth; 4) hydraulic properties including soil

moisture retention properties of the homogeneous material underlying the channel;

and 5) the channel geometry.
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3.4.2 Model Geometry

The model was defined as a 2-D cross sectional block containing a rectangular ephemeral

channel, and a broad homogeneous aquifer (unconfined and variably saturated) with

a water table within it. This configuration is broadly representative of ephemeral

streams of dryland regions, which typically express as relatively simple geometrical

shapes (Singer and Michaelides, 2014; Sutfin et al., 2014). A homogenous aquifer

with a cross-section of 100 m width and 60 m depth was used in which processes are

modelled within a ‘half-space’ (Fig. 3.2). The width of the model domain was located

at a sufficient distance from the stream to avoid high variations of pressure head close

to the boundaries. The width of the stream, which can greatly vary in ephemeral

streams, was chosen to be 12 m, which broadly corresponds to the dimensions of an

incised alluvial stream located in a piedmont or a lowland zone of an arid or semiarid

region (Jaeger et al., 2017).

Figure 3.2: a) Shape of the flow event is implemented as a specified head boundary
condition at the stream base and sides. Before and after the flow event in the channel,
the boundary condition switches to become ‘no flow’; b) cross section of the idealized
transect considered in the numerical model, including a list of the boundary conditions
and parameters of the base case model.

3.4.3 Governing equations and numerical methods

Flow under unsaturated conditions can be described by Richard’s equation:(
𝐶𝑚

𝜌𝑔
− 𝑆𝑒𝑆

)
𝜕𝐻𝑝

𝜕𝑡
+ ∇

(
𝐾

𝜌𝑔
𝑘𝑟

(
∇𝐻𝑝 + ∇𝑧

) )
(3.1)

where 𝐻𝑝 is the pressure head [L], 𝐾 is the saturated hydraulic conductivity [LT−1],

𝑘𝑟 is the relative permeability [-], 𝑄𝑚 is a mass source term [M−1L−3T−1], g is the

gravity acceleration [LT−2], 𝜌 is the fluid density [ML−3], 𝑧 is the vertical elevation
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[L], S is the storage coefficient [M−1L−2T2], 𝑡 is time [T], ∇ is the gradient operator,

𝑆𝑒 is the effective saturation estimated by:

𝑆𝑒 =
𝜃 − 𝜃𝑟
𝜃𝑠 − 𝜃𝑟

(3.2)

where 𝜃𝑠 and 𝜃𝑟 represent the saturated and residual liquid volume fraction, respec-

tively. 𝜃 is described by using the van Genuchten soil moisture retention equation

(van Genuchten, 1980):

𝜃 =

{
𝜃𝑟 + 𝜃𝑠−𝜃𝑟(

1+|𝛼𝐻𝑝 |𝛽
)𝑚 𝐻𝑝 < 0

𝜃𝑠 𝐻𝑝 ≥ 0
(3.3)

where 𝛼 [L−1], n [-] and m [-] are empirical parameters.

Relative permeability 𝑘𝑟 is also estimated by the van Genuchten method in the

following way:

𝑘𝑟 =

𝑆
𝑙
𝑒

[
1 −

(
1 − 𝑆

1
𝑚
𝑒

)]
𝐻𝑝 < 0

1 𝐻𝑝 ≥ 0
(3.4)

The specific moisture capacity 𝐶𝑚 is defined by the following equation:

𝐶𝑚 =


𝛼𝑚
1−𝑚

[
(𝜃𝑠 − 𝜃𝑟) 𝑆

1
𝑚
𝑒

(
1 − 𝑆

1
𝑚
𝑒

)]
𝐻𝑝 < 0

1 𝐻𝑝 ≥ 0
(3.5)

COMSOL V5.1 Multiphysics, which is a numerical platform to solve partial dif-

ferential equations by using a finite element approach, was chosen for the numerical

model in order to have the necessary flexibility in the applied equations and boundary

conditions. Thus, COMSOL allows the quick implementation of complex boundary

conditions to represent the switch between dry to wet conditions or vice versa, as

explained in the following section.

3.4.4 Boundary conditions

Using COMSOL thus allowed the specification of appropriate boundary conditions

to represent the switch between ponded and dry channel conditions necessary to

simulate ephemeral flows. Since COMSOL does not consider explicitly groundwater

- surface water interactions under saturation excess, this condition was implemented

by assuming a continuity pressure and flux at the wetted perimeter of the channel.

This was specified by using a Cauchy boundary condition (Chui and Freyberg, 2009;

Jazayeri and Werner, 2019) to switch between Dirichlet and Neumann boundary
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conditions, representing pressure head and flux conditions respectively, by following

a similar approach described by Chui and Freyberg (2009):

𝜌𝐾∇
(
𝐻𝑝 + 𝑧

)
= 𝜌𝑅 (𝐻𝑟 − 𝐻) (3.6)

where: 𝐻𝑟 = 𝑧 + 𝑦 represents the hydraulic head in the channel, and 𝐻 = 𝑧 + 𝐻𝑝

represents the hydraulic head in the streambed, y is the stream stage [L], and 𝑅 is

a conductance term [L−1]. Values of 𝑅 in eq. 3.6 should be large enough in order to

guarantee a pressure continuity at the streambed and to keep at the same time the

pressure head similar to the stream stage at the bottom of the channel. In the present

simulation, a value of 1000 d−1 for 𝑅 was specified in order to assure the accuracy

and convergence of the model results in acceptable simulation times.

In order to simulate ephemeral channel conditions, the parameter 𝑅 was switched

to zero when the stream stage was zero, creating a no-flow boundary condition. This

switching was applied gradually over a period of two hours prior and after the event

by using a smoothing function. A smooth transition enables the convergence of the

model during large changes in hydraulic gradient due to dry to wet conditions (Chui

and Freyberg, 2009; Chui et al., 2011).

In order to define the size and distribution of the finite element model mesh,

various geometrical distributions were analysed in order to ensure the accuracy and

convergence of the results. As a result, a triangular mesh was specified for the entire

model domain, in which the size of the elements varies between 0.05 to 1.0 m, ac-

cording to the characteristics of the flow and the balance between the model accuracy

and efficiency. Elements with a minimum size of 0.05 m were specified in the region

below the corresponding to the flux boundary condition representing the stream (Fig

3.2). The mesh was also refined in the region located between the water table and

the streambed as well as above the water table. These refined regions allowed for a

better representation of the highly non-linear behaviour of the unsaturated zone at

the region corresponding to the capillary fringe.

The solution for the numerical model was obtained using the numerical solver

MUMPS (MUltifrontal Massively Parallel sparse direct Solver) in COMSOL v5.1.

MUMPS, which is based on the lower-upper (LU) decomposition, used an adaptive

time step with a minimum time step of 0.001 d, although the time step for the model

output was specified as 1 hour in order to optimize computational resources.

24



3.4.5 Initial conditions

Choice of initial conditions in ephemeral streams is non-trivial due to complex an-

tecedent moisture conditions implicit in such systems. Two options for initial condi-

tions often used in unsaturated zone models are either a hydrostatic initial state of the

water table and unsaturated zone or a periodic steady state for a specific dry period

length. However, both of these can be unrealistic considering the typically highly

variable frequency of flow events in ephemeral systems. Thus, a compromise between

these end members has been implemented as follows. First, a steady-state condition

for a small stream stage corresponding to 0.5 cm was specified in order to raise the

moisture state of the unsaturated zone above the unrealistically dry conditions that

hydrostatic conditions would imply. Second, using this initial steady state condition

the stream stage was then set to zero in order to let the sediment drain and to allow

the dissipation of groundwater mound for a period of approximately a year (360 days)

of no flow. Third, at the end of this no flow period, a pair of identical flow events were

modelled using the various types of flow event described below, separated in time by

a dry period whose duration was also varied as described below. The second event

of the pair was then analysed and included in the results presented in the following

sections.

3.4.6 Base Case scenario and sensitivity analysis

A base case model was defined with a K of 1.45 m day−1, which corresponds to sandy

loam sediments (Carsel and Parrish, 1988). This is consistent with the permeability

of a sandy streambed typical of ephemeral streams characterised as high-energy envi-

ronments due to high flow velocities that can reduce the chance of the deposition of

fine sediments on the bottom of stream (Peterson and Wilson, 1988; Xie et al., 2014).

While it is recognised that clogging layers can be deposited as ephemeral flows abate,

they are also often scoured out during the first stages of the next event (Lerner et al.,

1990). Given the objectives of the modelling to determine behaviour in a homoge-

neous system, this complication is out of scope of this paper but will be included in

future work.

Unsaturated soil parameters for the van Genutchten soil water-retention curve of a

sandy loam sediment were assigned as 7.5 m−1 and 1.89 for 𝛼 and n, respectively and

0.01 and 0.33 for residual, 𝜃𝑟 , and saturated, 𝜃𝑠𝑎𝑡 , moisture water content, respectively

(Carsel and Parrish, 1988). A pair of trapezoidal, seven-day flow events were then

simulated, in which the rising limb lasted one day, the peak was represented as a flat
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period of one day, and the falling limb comprises five days. The dry period between

the pair of events was 10 days for the base case.

Ephemeral streamflow events can show a huge variation in hydrograph shape,

return period and duration. In small ephemeral streams, streamflow shape is char-

acterized by a rapid increase and decrease of the stream stage (Costigan et al., 2017;

Malmon et al., 2004). Streamflow durations can vary from several hours up to several

days (Cataldo et al., 2004; Constantz and Thomas, 1997; Knighton and Nanson, 1994;

Wheater et al., 2008) or even weeks (Rau et al., 2017). Therefore, variations from

the base case were simulated in order to assess the sensitivity of the stream-aquifer

interactions to the aspects hypothesised to be important (see conceptual model de-

scription, Section 3.3) as follows: stream flow duration, dry period length between

flow events, and hydraulic properties.

Streamflow duration and water table depth

The shape of the event hydrograph was varied by changing the total duration of

the event from seven days to 16 days. The rising and falling limb of the hydrograph

were kept the same as the base case scenario (i.e. one day and five days for the rising

and falling limb respectively) but the duration of the peak of the event was varied

with values of one (base case), five, and ten days.

Length of dry period between stream flow events

The influence of the dry conditions is evaluated by two streamflow events separated

by a specific period of time. Time periods between events allow the drainage of water

from the unsaturated zone and the dissipation of the water table mound after a

streamflow event occurs, these conditions are reflected in the degree of saturation

and water table depth and they become the initial condition for the next event.

Duration of the dry period shows great variability in real ephemeral streams

(Costigan et al., 2017), in part due to the high spatio - temporal variability in runoff

- generating rainfall events (e.g., Michaelides et al. (2018); Singer and Michaelides

(2017). Therefore, a range of 10 to 360 days for the duration of the dry period has

been considered in order to include seasonal variations (Table 3.1). The analysed

event corresponded to an event peak of five-day duration event for the simulations.

Soil hydraulic and water retention properties

The characteristics considered in the sensitivity analysis were: i) hydraulic con-

ductivity, ii) water retention curve, and iii) storage capacity. These were evaluated

separately and are summarised in Table 3.1. Values of K were varied between 1.0 m

d−1 and 2.0 m d−1 in addition to the base case value of 1.45 m d−1. For the water

retention curve, its shape was varied by changing the 𝛼 and n parameters (Table 3.1).
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Table 3.1: Model scenarios and number of events per scenario. Parameters for the
base case scenario are 𝛼 = 7.5 m−1; K = 1.45 m d−1; n = 1.89.

Parameter being
varied

Range of variation Other parameters
that were varied
in combination
(number of com-
bined simulations
in brackets)

Length of dry
period between

stream flow events

10 days (base case)

Water table depth
(36)

30 days
60 days
90 days
150 days
360 days

Event peak duration
1 day (Base case) Water table depth

Dry period
(72)

5 days
10 days

Saturated
hydraulic

conductivity, K

1 m d−1 Water table depth
Dry period

(72)
1.45 m d−1 (Base Case)
2 m d−1

Soil hydraulic (van
Genuchten)

parameters, 𝛼 and
n

Coarse Material: 𝛼 = 10.4 m−1; n = 2.28 Water table depth
Dry period

(72)
Base Case: a = 7.5 m−1; n = 1.89
Fine material: a = 3.6 m−1; n = 1.56

Transmissivity
Aquifer thickness of 60 m (Base Case)

Water table depth
(72)

Increase of 10 m of the aquifer thickness
Decrease of 10 m of the aquifer thickness

Storage capacity
-10%: 𝜃𝑟 = 0.01, 𝜃𝑠𝑎𝑡 = 0.300

Water table depth
(72)

Base Case: 𝜃𝑟 = 0.01, 𝜃𝑠𝑎𝑡 = 0.33
+10%: 𝜃𝑟 = 0.01, 𝜃𝑠𝑎𝑡 = 0.373

Cross section shape
Rectangular (base case)

Water table depth
(72)

Triangular
Trapezoidal

Cross section width

1 m

Water table depth
(72)

2 m
6 m (base case)
12 m
24 m

Total number of simulations 252
Note: Each analysed event corresponds to the second streamflow event for each event pair

simulated (see section 3.4.3). Scenarios of water table depths (×6) were 1, 3, 5, 10, 15 and

20m below stream bed. Dry period between events (×6) modelled were 10, 30, 60, 90, 150

and 360 d. Total number of events are in parenthesis. Parameters for the base case

scenario are 𝛼 = 7.5 m1; K = 1.45 m d1; n = 1.89.
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Higher values of 𝛼 and n correspond to coarser material with higher content of sand

while low values of these parameters correspond to finer material with higher clay

content. Finally, the available storage capacity of the material (𝜃𝑠𝑎𝑡 𝜃𝑟) was varied

by increasing and decreasing the saturated water content by ±10%.
Transmissivity

The influence of aquifer transmissivity was evaluated by increasing and reducing

the height of the model domain by 10 m while keeping the K value constant.

Channel cross-section shape and channel width

Channel cross-section was evaluated by changing the channel width in relation to

the base case scenario. For a channel width larger than the base case scenario, the

model domain was also increased in order to reduce the influence of lateral boundary

conditions. Since it is intuitive that the increase in channel width increases the total

infiltration, the infiltration per unit length flowing through the streambed was used for

comparative analysis. Channel cross section shape was also considered by simulating

and comparing results for rectangular, triangular and trapezoidal shapes. For the

latter two cross sections, a slope of 1:1 was specified for the channel banks.

Combinations of parameters used in sensitivity simulations

All variations of the above parameter variations where carried out in combination

with variations in initial water table depth values of: 1, 3, 5, 10, 15, 20 metres below

the streambed (Table 3.1). In addition, the length of dry period and event peak

duration were also varied in combination (Table 3.1).

3.5 Results

3.5.1 Conceptualising a single flow event in time and space

Based on the results of the numerical simulations, the hydraulic processes governing

the loss of water from an ephemeral stream transect can be described as follows for a

three-day streamflow event with a 1 d peak (Figure 3.3), stage hydrograph illustrated

in Figure 3.4). During a streamflow event occurring after a dry period of no flow in

the stream (Fig. 3.3a, f), as the stream stage starts to rise a saturated zone and IWT

start to develop at the bottom of the channel (Fig. 3.3b, g).

For deep water tables, an IWT forms by the time the streamflow hydrograph

has reached its peak value. In this case, the hydraulic head at the bottom of the

channel is equal to the stream stage (2 m) plus the elevation (57 m), as shown in

Fig 3.3b. At the IWT, where the pressure head equals zero, the hydraulic head is

equal to the elevation head and consequently intersects the gravity drainage line.

28



Immediately below the IWT, the hydraulic head plots above the gravity drainage

line indicating unsaturated conditions. In the deeper water table case, the zone

of saturation below the streambed continues expanding during the event until the

streamflow ceases (Fig. 3.3c), after which the IWT starts to move downward until it

disappears as a result of lateral spreading dominated by capillary forces and downward

spreading dominated by gravity forces (Fig. 3.3d). Much of the remaining water above

the water table, which is temporally stored in pores, continues to move downward

through the unsaturated profile until it eventually reaches the water table producing

recharge (Fig. 3.3e). Since this process is relatively slow, no significant groundwater

mound develops underneath the stream as the lateral movement of water in the aquifer

towards the lateral boundary keeps pace with the rate of recharge.

In contrast, for the case of an initially shallower water table, the IWT quickly

expands downwards developing a fully saturated zone between the stream and the

aquifer (Fig. 3.3g). However, the water table drops below the channel once the

stream event ceases (Fig. 3.3i). In this case, lateral groundwater flow cannot keep

pace with the rate of recharge during the event and a groundwater mound is created

beneath the stream (Fig. 3.3j). For shallow water tables, the pressure head and the

infiltration rate at the peak of the event are similar to those within deep water table

simulations. However, fully saturated conditions between the stream and the aquifer

are reached faster after the onset of the event for shallow water tables (Fig. 3.3g)

as a result of the reduced storage capacity and a higher antecedent moisture content

arising from the initial conditions. Hence, at later times the infiltration rates are

lower for a shallow water table compared to the deeper water table case (Figs. 3.3c,

h), due to the lower hydraulic gradients produced by the quicker development of fully

saturated conditions between stream and aquifer.

Figure 3.4 shows how vertical flow rate at the bottom of the channel and pressure

head and saturation at 1.0 m below the bottom of the channel vary during the same

streamflow event plotted in Figure 3.3, for both the shallow and deeper water table

cases. At the beginning of the event (t = 0 d), the infiltration rate suddenly increases

as a result of the rapid change of the pressure head in the stream from zero to positive

values, which in turn produces high hydraulic gradients driving flow as a result of the

beginning of the development of a thin IWT. A short step-decrease of the infiltration

rate follows due to the rapidly declining hydraulic gradient at the streambed as the

IWT continues to develop. As the stream stage rises the pressure head also rises but

at a slightly slower rate, which in combination with the slower rate of development
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Figure 3.3: Variation of hydraulic head and vertical water flux at the centre of the
stream, and saturation states for the cross section of the model domain for deep (a-
e) and shallow (f-j) initial water table depths during the occurrence of a three-day
streamflow event (see stage hydrograph plotted in Figure 3.4a) which otherwise uses
the base case scenario parameters and geometry (see Fig. 3.2). Note that the vertical
depth axes in (a-e) and (f-j) are different and zero depth corresponds to the base of
the channel at an elevation of 57 m used in the calculation of hydraulic head.
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of the IWT results in the overall increase of the infiltration rate (0 < t < 1 d, Fig.

3.4a).

When the stream stage reaches its peak (t = 1 d), the infiltration rate reaches its

maximum values and suddenly declines due to the reduction of hydraulic gradient as a

results of the continuous rise of the pressure head beneath the stream and development

of the IWT (1 ≤ t < 2 d, Fig. 3.4a; 3.4b). The rate of rising of the pressure head

for shallow water tables is larger than that for deep water tables due to the quicker

feedback of the water table (Fig. 3.4b). Finally, when the stream stage starts to fall

(t = 2 d), the pressure head also decreases and becomes negative by the end of the

flow event. This results in the decrease of the hydraulic gradient and consequently

the reduction of the infiltration rate (Fig. 3.4a).

Figure 3.4: Temporal variation modelled at one meter below the centre of stream
(left side of model half-space) for the same scenarios of Fig. 3.3: a) infiltration rate,
with stream stage shown for comparison on right-hand axis b) pressure head, and c)
degree of saturation for deeper (20 m) and shallower (5 m) water tables (WT). Soil
parameters correspond to the base case scenario (Fig. 3.2).
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3.5.2 The influence of dry period duration between flow events
and water table depth on streambed infiltration rates

As dry period duration between flow events varied, it is found that total streambed

infiltration increased with the length of dry periods, irrespective of water table depth

(Fig. 3.5a). The total volume of infiltration shows a particularly high range of

variation for dry periods with a duration of less than ∼35 days (Fig. 3.5a). For longer

dry period durations, the total volume of transmission losses approaches a constant

value. As water table depth varied, it is found that for water tables shallower than

∼10 m, infiltrated volumes increase significantly with water table depth. For water

tables deeper than 10 m, the variation of the total infiltrated volumes is relatively

unaffected by any further increases in water table depth, although there are still small

variations (<10 %), associated with variations in dry period duration (Fig. 3.5b).

These results are intuitive because for events occurring after short dry periods, it

is expected that the rate of decay of the degree of saturation to be higher after the

event has ceased caused by the downward movement of the IWT (Fig. 3.5c). For

longer dry periods following an event, the rate of change in the degree of saturation

decreases considerably, and becomes nearly constant (Fig. 3.5c). This reduced varia-

tion of saturation states for long dry periods between events means that the infiltrated

volume does not vary much when an event occurs, reaching an almost constant value

depending on the depth of the water table (Fig. 3.5a).

For shallow water tables of <3 m in the present study, the range of variation of total

infiltrated volume due to the length of dry period is also restricted, but for a different

reason, in this case due to the rapid connection of the IWT with the water table

and the influence of the capillary fringe (Fig. 3.5a). The extension of the capillary

fringe represents a region in which the degree of saturation reaches a constant value.

Therefore, the initial conditions for a shallow water table will be similar for any dry

period length, which in consequence will result in a similar volume of water losses for

events, irrespective of dry period duration between events.

3.5.3 The influence of streamflow duration

A summary of the simulation results used to test the influence of streamflow dura-

tion on total streambed infiltration volumes are shown in Figure 3.6. As expected,

infiltrated volumes increase with the duration of the event. Variation in flow event du-

ration shows that the maximum value of infiltrated volume is asymptotically reached
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Figure 3.5: Variation of the total infiltrated volume into the streambed during one
event against varying: a) dry period durations between events (specified as the num-
ber of days with zero streamflow) – with different data series representing a different
water table depth, dashed line represents the dry period at which the rate of variation
of infiltrated water becomes log - linear, and b) water table depths, with the vari-
ation due to different duration of dry periods indicated by the shaded area, dashed
line represent the approximate apparent water table depth threshold.

later for longer stream flow durations and for deeper water table depths. For exam-

ple, the increase in infiltrated volume reaches a steady value at water table depths of

around 10 m, 15 m, and >20 m for one-, five- and ten-day long flow events respectively.

For shallow water tables, the increase of infiltration losses is limited due to the

rise and lateral expansion of the groundwater mound below the stream which quickly

reduces the hydraulic gradient and regulates the infiltration rate (Fig. 3.3i). For deep

water tables, there is more pore-space available to enable continued lowering of the

IWT which enables higher infiltration and, consequently, a larger increase in total

infiltration volume (Fig. 3.6). As the streamflow duration increases, the maximum

depth at which this feedback from the water table occurs is therefore also greater.

Thus, the limit to the depth of eventual SW - GW bi-directional interactions may

be 10s of metres in the scenarios simulated, but in principle even greater for other

combinations of high permeability sediment and long flow durations.

3.5.4 The influence of sediment properties

Simulations showed that the total streambed infiltration volume per event increases as

the sediment hydraulic conductivity increases (Fig. 3.7a), the ‘coarseness’ of moisture-

retention curve increases (Fig. 3.7b), or the amount of total pore space available

increases (Fig. 3.7c).
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Figure 3.6: Variation of streambed infiltration volume during a single event as a
function of the duration of the streamflow event, the length of dry period between
events (shaded range in the style of Figure 3.5), and water table depth.

Total infiltration is particularly sensitive to changes in hydraulic conductivity due

to the fact that infiltration rate is proportional to the hydraulic conductivity and the

hydraulic gradient. For a specific stream stage, the hydraulic head and consequently

the hydraulic gradient remain similar. The opposite occurs for low values of hydraulic

conductivity. However, when the shape of the moisture-retention curve is changed,

rates of infiltration also change due to changes in hydraulic gradients. Higher changes

of hydraulic gradients are expected for coarser material, particularly at low degrees

of saturation, due to the sharper change of pressure head in relation to water content.

Total infiltration increases with increasing storage capacity, it is expected since

there is more pore space available under partly saturated conditions that can be filled

at higher rates of infiltration when the material is partially saturated. However, this

effect is quite small. This suggests that the capacity for water to flow through the

streambed and underlying sediments, rather than the absolute volume of storage avail-

able beneath the stream, is the primary control on the overall volume of streambed

infiltration.

For the relatively high transmissivity values (68.2-95.7 m2 d−1) considered in the

analysis, simulations (not shown) showed that the infiltration rates and water table

depth thresholds are relatively insensitive to changes in this parameter. A small

variation which varies from 5 % for shallow water tables to 0.3 % for the deeper

water table was observed of the total infiltration rate in relation to the base case

scenario due to the development and dissipation of the groundwater mound and its

interaction with the IWT. For deep water tables, the interaction with the water table
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was limited and consequently the variation of the total infiltration due to changes in

transmissivity was negligible.

Figure 3.7: Variation of infiltrated volume in relation to water table depth for changes
in the hydraulic properties: a) hydraulic conductivity, shaded area indicates the range
of variation for dry period duration between flow events of 10 to 360 days, b) water
retention curve shape, and c) variation of storage capacity; part b) and c) correspond
to a seven-day event occurring after a dry period of 360 days (see Table 3.1).

3.5.5 The influence of geometrical characteristics of the stream
channel

It is found that infiltration through the streambed for both trapezoidal and rectan-

gular channel geometries showed differences with higher values (6 %, not shown) for

the rectangular shape which are consistent with the shorter wetted perimeter in com-

parison with the trapezoidal shape that reduces the influence of lateral flow due to

capillary flux during the advance of the IWT. Since the triangular channel geomtery

does not have a ‘streambed’ as such, for comparison of all three geometries tested,

just the infiltration through the streams’ banks was considered. Figure 3.8 shows

that the total bank-infiltrated volume increases substantially for both the triangular

and trapezoidal shapes in comparison with the base case rectangular shape. The

increase is also affected by the water table depth, although a threshold for maximum

infitration rates is still reached for deeper water tables for all cross-section shapes.

The increase of the bank-infiltrated volume for triangular and trapezoidal shapes

is intuitive due to the increase of the wetted perimeter. The combination of both

vertical and lateral flow driven by gravity and capilary forces plays an important role

in total stream losses. The higher stream bank losses for a triangular cross section

is explained by the smaller perimeter of the wetted front which makes the combined
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horizontal-vertical flow reach higher values. For the trapezoidal shape, the base of the

channel increases the perimeter of the overall wetted front affecting both the lateral

flow due to capillary forces and the vertical flow which in turn results in less infiltration

in comparison to the triangular shape. In the case of the rectangular channel, the

low infiltrated volume at the banks is the result of the short wetted perimeter of the

channel and the lower influence of lateral flow which in turn makes the vertical flow

higher than the streambed flow of the trapezoidal shape section (Xian et al., 2017).

Figure 3.8: Variation of the infiltrated volume due to variations in the shape of the
channel cross section for the flow event defined in the base case scenario. Plotted
values correspond to water infiltrated only through the streambanks (red lines)

Figure 3.9 indicates that the infiltration per unit length varies for different com-

binations of changes in channel width and water table depth. For example, for wider

channels, the infiltration per unit length receives feedback from the water table at

deeper water tables whereas for narrow channels this interaction only occurs for shal-

lower water tables (Fig. 3.9a). The smaller degree of interaction with the water table

for narrower channels is explained by the shorter wetted perimeter of the IWT which

results in a rapid advance, at highest rates of infiltration, of the IWT. When the IWT

reaches the water table, the development of a groundwater mound, which is also nar-

rower, is more easily spread laterally due to the higher hydraulic gradient, resulting

in less feedback to the infiltration rate. As the channel width increases, the interac-

tion with the water table last longer due to the development of a bigger groundwater

mound which reduces the hydraulic gradient and consequently the infiltration rate.

The variation of the infiltration rate through both the streambed and streambank

shows a non linear relation with the stream width. Figure 3.9b shows how the infil-

tration per unit length through the streambed changes from higher values for narrow
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channels to almost a constant value for wider channels. For shallow water tables, the

streambed infiltration reaches a constant value for channels wider than 5 m, whereas

for a deep water table of 20 m, the infiltration through the streambed only reaches

a constant value for channel greater than 15 m. This result shows that lateral flow

has greater influence in narrow channels than in wide channels. Additionally, the

infiltration rates through the streambanks increase as the water table depth increases

as shown for the two end members plotted in Figure 3.9.

Figure 3.9: Channel width analysis: a) Variation from the base-case (BC) scenario
of the infiltrated volume per unit length, for different stream channel widths (B) and
water table depths; b) variation of the volume infiltrated per metre width through
the streambed (solid lines) and streambank (dashed lines) in relation to the channel
width for a shallow and deep water table (WTD).

3.5.6 Caveats and limitations of the analysis

Evapotranspiration processes as well as preferential flow are not considered in present

analysis. For evapotranspiration, it is expected to increase the infiltration rates due

reduction of water in the unsaturated zone by direct evaporation from the streambed

or plant transpiration. This effect may be even more significant for wider channels

were a great area is exposed to evaporation processes. Additionally, evapotranspi-

ration may extract a significant amount of water for cases in which the water table

is shallow, it will affect the degree of saturation of the unsaturated zone and conse-

quently lead to changes in infiltration rates. In the case of preferential flow, flow paths

can pathways with higher rates of infiltration resulting in higher volumes of transmis-

sion losses and consequently the potential increase of focused recharge (Zarate et al.,

2021).
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Additionally, the analysis considers the development of ponded conditions due to

a water accumulation rate higher than the infiltration capacity of the streambed by

using a constant head boundary condition. This condition restricts the appropriate

evaluation of the initial infiltrated volume, since in a 2-D model the pressure head

boundary condition supplies an infinite amount of water which can results in an

unrealistic infiltrated volume. It also implies that the only limitation to provide

water is the duration of streamflow event.

It is also known that streamflow events show a stochastic behaviour and the

saturation and water table depth can show highly ranges of variation, this condition

has not been in order to take control of the degree of saturation and the water table

depth which in turn will allow a comparison between different dry condition and

streamflow events.

3.6 Conclusion

A conceptual model of factors that control infiltration through the variably saturated

zone around, and below, an ephemeral streambed has been developed. Then a quan-

tification of the relative importance of these factors using a suite of numerical model

simulations was performed. Specifically, streamflow characteristics, time duration be-

tween streamflow events, water table depth, aquifer hydraulic properties and channel

geometry have been evaluated in the present chapter.

For a given streamflow event, the initial saturation conditions characterised by the

duration of the antecedent dry period, the hydraulic conductivity of the sediments,

and the water table depth all provide strong controls of the infiltration rates lost from

the stream. As expected from the conceptual model, deeper water tables combined

with longer dry periods and higher hydraulic conductivity increase the amount of

infiltrated water; the opposite occurs when these parameters decrease.

Analyses of the variability of infiltration rates when the geometrical character-

istics of the channel change, have important implications for hydrologic and land

surface models, especially for large scale models where narrow channels are difficult

to represent, which can result in the gross underestimation of infiltration rates. At

smaller scales, the variation of infiltration rates through streambanks due to changes

in the cross section will also impact the availability of water for biochemical processes

occurring within the streambed.

Simulations also show that infiltration rates vary non-linearly with water table

depth, although they become constant, dependent on the local conditions, when a
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threshold in the water table depth is reached. For a homogeneous aquifer with hy-

draulic properties corresponding to a sandy loam material, the threshold for a 7-day

streamflow event (with a 1 day peak) is reached for water table depths greater than

approximately 10 meters. This threshold, beyond which bi-directional SW – GW

interactions become limited, increases for longer events and can be 10s of metres in

some of the scenarios tested.

In all these cases, the initial condition beneath the stream is one of partial satura-

tion, and yet it has been demonstrated that feedback from the underlying groundwater

is common during the simulated ephemeral stream flow events. Hence, it is concluded

that the paradigm of characterising streams as either ‘connected’ or ‘disconnected’

derived from studies of perennial streams (Brunner et al., 2009a; Winter et al., 1998)

is not applicable to ephemeral stream systems. In fact, caution should be considered

against the current practice of using the term ‘disconnected’ streams at all, in favour

of referring to unidirectional or bi-directional SW – GW interactions, depending on

the relative extent of feedback given by groundwater to stream losses.
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Chapter 4

Characterising groundwater -
surface water interactions in
dryland regions: A reach scale
analysis

4.1 Introduction

Chapter 3 outlined and quantified the key processes controlling transmission losses

in typical ephemeral stream transects. Factors such as duration, frequency, shape

and magnitude of streamflow events, in addition to aquifer hydraulic characteristics,

water table depth and channel characteristics were shown to play an important role

in groundwater - surface water interactions (see Chapter 3). However, that analy-

sis did not address the spatial variation of groundwater - surface water interactions

longitudinally along an ephemeral channel. This has also received little attention in

the literature (Cuthbert et al., 2019a; Green et al., 2011). While it is expected that

the same controls and processes seen in the 2-D transect analysis will also operate

longitudinally down an ephemeral stream network, the changing availability of the

streamflow available for infiltration will also vary. This may potentially lead to com-

plex patterns of transmission losses downstream, which are important to understand

for the wider aim of improving dryland water balance partitioning. To enhance such

an understanding of the spatial extent of ephemeral groundwater - surface water in-

teractions, a series of 3-D numerical simulations using a fully coupled physically-based

distributed model was carried out, and this forms the basis for the current Chapter.
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4.2 A conceptual model of groundwater - surface

water interactions in ephemeral streams

Transmission losses and subsequent focused recharge from ephemeral streams is a

common feature of mountain front basins of arid and semi-arid regions (Lerner et al.,

1990; Pool, 2005; Simmers, 1997). In these settings, recharge mainly occurs by stream-

flow losses during episodic streamflow events received from upstream (commonly more

humid) headwaters. Extending the concepts outlined in Chapter 3 (Fig 3.1) into 3-

dimensions, a conceptual model representing focused recharge processes from an ide-

alised ephemeral stream into a homogeneous isotropic aquifer is represented in figure

4.1. In addition to the initial water content of the streambed, which has been eval-

uated in the Chapter 3, infiltration and consequently the development of the IWT

along the channel is mainly influenced by available water for infiltration along the

channel, the lateral movement of water below the channel, and the water table depth.

The amount of water available along the channel depends on the balance between

how fast the streamflow moves along the channel and the streambed infiltration rates.

When a streamflow event enters a reach from upstream, water flowing in the chan-

nel starts to infiltrate into the shallow alluvial aquifer. Higher infiltration rates are

expected at the onset of the streamflow event depending on the degree of saturation

of the streambed prior to the event (see Chapter 3). If the amount of water flow

in the channel is less than the infiltration rate, the downstream end of the channel

will become dry. The extent of the IWT below the streambed is expected to vary

along the channel due to infiltration rates and the lateral flow below the channel.

The water moving within the streambed in the direction parallel to the channel will

influence the degree of saturation along the channel and consequently the infiltration

rates. If the water table is deep, infiltration rates along the channel will be higher due

to higher hydraulic gradients in the IWT (Fig. 4.1b and c), which in turn result in

higher values of total infiltration rates. However, if the water table depth is shallow

enough, a fully saturated zone along the channel may develop between the stream

and the aquifer as the IWT joins up with the water table below (Fig. 4.1d). This

will likely result in lower infiltration rates due to lower hydraulic gradients between

the stream and the aquifer and eventually result in lower transmission loss from the

stream.

A groundwater mound will be developed as a result of infiltrated water reaching

the water table, and its width and height is expected to vary longitudinally and trans-

versely to the channel, depending particularly on the infiltration rates and hydraulic
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properties of the aquifer. The height of the water table mound will decrease along the

channel as long as the infiltration rates along the channel are lower than hydraulic-

driven recession rates of the aquifer. Otherwise, or for initially shallow water table

conditions, the groundwater mound is more likely to intersect the channel streambed.

When there is no more inflow into the channel at end of the streamflow event,

the channel becomes dry and the water table or the IWT starts to seperate from the

streambed (see Chapter 3). Depending on the presence of an unsaturated condition

between the stream and the aquifer, the rate at which the water table/IWT separates

from the streambed will depend on the location in relation to the source point and

the hydraulic properties of the aquifer. Locations far from the upstream boundary

are expected to result in a faster rate of separation due to the influence of the higher

recession rate closer to the upstream inflow as rates of recharge tend to reduce with

distance from source. Groundwater mounding will start to recede once recharge

rates decline below the groundwater hydraulic-driven recession rate (Cuthbert, 2010;

Cuthbert et al., 2016; Healy and Scanlon, 2010). Eventually, the groundwater mound

will become fully dissipated as it spreads out laterally and longitudinally.
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Figure 4.1: Conceptual representation of groundwater - surface water interactions
during a streamflow event: a) dry channel, no groundwater - surface water interaction;
b) hydrograph of streamflow event at the upstream end (left) and streamflow event
at the downstream end of the channel after transmission losses have occurred (right);
c) groundwater - surface water interactions occurring during a streamflow event for
deep water table conditions; d) groundwater - surface water interactions for shallow
water table conditions. Arrows represent flow directions.
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4.3 Methods

4.3.1 Numerical modelling

The purpose of the numerical modelling undertaken here was to quantify the influ-

ence of key factors controlling the spatial variation of transient infiltration rates along

idealised ephemeral streams. A set of scenarios was developed to simulate the spatial

variability of the infiltration process under variations in: 1) streamflow event dura-

tion; 2) initial water table depth; and 3) hydraulic properties of the homogeneous

material underlying the channel. Other factors such as magnitude and frequency of

streamflow events and channel geometry also influence infiltration rates below the

channel (Chapter 3). However, their influence on the spatial variability along the

channel can intuitively be extended to the reach scale, since those parameters will di-

rectly increase or decrease the rate at which groundwater - surface water interactions

take place. Therefore, in this Chapter 3 only the three scenarios listed above have

been considered, since they govern the longitudinal controls on water partitioning

along the streambed.

4.3.2 Distributed River Flow and Sediment Transport Mod-
elling System, SHETRAN

SHETRAN is a physically-based distributed modelling system, which is able to model

water flow, sediment and solute transport in a river basin (Birkinshaw et al., 2010;

Ewen, 2001; Ewen et al., 2000). SHETRAN allows for the characterisation of surface-

subsurface processes in a fully 3-D environment and hence is an ideal choice for the

purpose of the present analysis. The model uses a fully coupled finite difference

scheme to solve the Richards equation (see Appendix A, eq. A.1) for a variable

saturated zone, and the diffusive-wave equation for overland flow and channel flow

(see Appendix A, eq. A.3). SHETRAN represents the different components of the

hydrological cycle by using three basic elements: (i) rectangular grid elements rep-

resenting surface and subsurface stores; (ii) channel links representing rivers and

streams between grid cells; and (iii) bank elements located on both sides of the chan-

nel links. A full description of all modules as well as the binary files can be found in

https://research.ncl.ac.uk/shetran/. Only the water flow module was needed

for the following analysis.
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4.3.3 Model Geometry

As in Chapter 2, the geometry of the model was defined according to common values

from ephemeral streams in arid and semi-arid environments (Chen et al., 2019; Singer

and Michaelides, 2014; Sutfin et al., 2014). The aquifer system was parameterised

to represent typical characteristics of mountain front aquifer systems (Sutfin et al.,

2014), where groundwater is mainly recharged by the loss of water from ephemeral

streams (Lerner et al., 1990). Thus, the model domain was specified as a rectangular

basin 2 km wide and 10 km long with a stream located in the middle along the longest

dimension (see Fig. 4.2). The aquifer depth was specified as 60 m, typical of alluvial

aquifers in arid and semi-arid regions (Lerner et al., 1990; Pool, 2005). Channel cross

sections were specified as rectangular and 12 m wide (see Fig. 4.2) (Jaeger et al.,

2017).

The dimensions of the domain were chosen in order to reduce the influence of the

boundary conditions on the simulated processes. Thus, the specified model width is

wide enough to support a groundwater mound underneath the channel, as a result

of focused recharge, which is subsequently dissipated within the domain. The main

direction of groundwater flow is assumed to be parallel to the stream except when

mounding occurs during/after flow events, when there will be a transverse component.

Stream slope and surface slope were specified as 1 %, consistent with common dryland

channel gradients (Chen et al., 2019; Singer and Michaelides, 2014).

To capture the spatial variation of groundwater - surface water interactions, the

model was discretised horizontally in 47 × 53 rectangular elements. Grid elements

vary in area but have the same length (200 m) in the direction parallel to the stream.

In the direction perpendicular to the stream, grid cells below and around the stream

were refined in order to properly capture the spatial and temporal variation of in-

filtration as well as the dissipation of the groundwater mound in the aquifer. Thus,

cells below the stream have a width of 3 m (3 cells) and cells on both sides of the

stream have a width of 5 m. The remaining cells varied with distance to the stream

from 10 to 100 m with the first 5 cells increasing to 10 meters up to a maximum of

50 m width. Then, the following 13 cells were specified as 50 m width each. Finally,

the last 3 cells had 100 m width each.

Vertically, the model was discretised into 40 elements. In order to capture the

highly nonlinear variation of the wetting front below the stream, the first 100 cm of

the variable saturated zone was discretised in 10 elements of 10 cm depth each. Then,

the subsequent 200 cm were discretised with 20 elements of 20 cm, followed by 19

elements of 1 m depth. Finally, one element of 38 m to reach a depth of 60 m.
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Figure 4.2: Schematic of the model domain, geometry and boundary conditions cor-
responding to a typical alluvial aquifer found in arid and semi-arid regions. Not to
scale.

4.3.4 Boundary conditions

Boundary conditions of the aquifer were assumed to be no-flow conditions for the

bottom and both sides of the model domain. A no-flow boundary condition on the

sides assumes a system of parallel streams, a simplified condition that is a reasonable

assumption in arid and semi-arid mountain basins (Kernodle, 1999; Morin et al.,

2009). The downstream end of the model was specified as a constant head boundary

condition. This condition represents a discharge (exfiltration) zone such as lakes,

perennial streams, or wetlands.

To best observe the behaviour of the development and dissipation of the ground-

water mounding, the initial water table elevation in the model was set parallel to

the ground. Therefore, the relative behaviour of any groundwater mounding should

result only as a response to recharge and the global water table gradient, with no

influence from the shape of the initial water table. The upstream end of the model

was specified as a lateral flux boundary condition which implicitly assumes that a

steady-state condition has been reached prior to the start of an infiltration event.

Use of a flux boundary condition as opposed to, for example, a head boundary, also

restricts the unrealistic outflow of water from the top end of the model domain, which

may otherwise be produced by a change in direction of the hydraulic gradient. The

flow rate at the boundary was estimated as:

𝑞 = 𝐾𝑠𝑎𝑡Δ𝑦ℎ𝑆𝑜 (4.1)

where: 𝑞 is the flow rate [L3 T−1], 𝐾𝑠𝑎𝑡 is the saturated hydraulic conductivity, Δ𝑦 is

the grid size in the direction parallel to the stream [L], ℎ is the saturated thickness

of the aquifer [L], and 𝑆𝑜 is the surface slope [L L−1].
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The use of these improved boundary conditions overcomes a major shortfall in

an analogous modelling analysis previously attempted for my MSc dissertation which

led to ambiguous results (Quichimbo, 2016).

Input flow to the stream was imposed as a flux boundary at the upstream end

of the channel (see Fig. 4.2). The boundary was specified only on the stream cell

of the uppermost layer, so it has no direct influence on the aquifer. The boundary

condition at the downstream end of the channel was specified as a head dependant

flux boundary, called a weir link in SHETRAN (Ewen, 2001).

4.3.5 Model time step

Since highly non linear conditions are developed in the unsaturated zone, the time step

is automatically adjusted in SHETRAN in order to guarantee numerical convergence

and stability of the model (Ewen, 2001). Nevertheless, model results were reported

at 1 h time steps.

4.3.6 Model parameters

4.3.7 Test case scenarios and sensitivity analysis

A base case model was defined with a 𝐾𝑠𝑎𝑡 of 1.05 m day−1, which corresponds to sandy

loam sediments (Carsel and Parrish, 1988). This is consistent with the permeability

of a sandy streambed typical of ephemeral streams, characterised as high-energy en-

vironments due to high flow velocities that limit the deposition of fine sediments on

the streambed (Peterson and Wilson, 1988; Xie et al., 2014). While it is recognised

that clogging layers can be deposited as ephemeral flows abate, they are also often

scoured out during the rising stage of the next event (Lerner et al., 1990). Channel

hydraulic properties were specified using a Manning’s roughness of 0.035 [-] (Strickler

coefficient, M = 20), which corresponds to coarse sandy material within a regular

cross section (Phillips and Tadayon, 2006).

Unsaturated soil parameters for the van Genuchten soil water-retention curve of a

sandy loam sediment were assigned as 7.5 m−1 and 1.89 for 𝛼 and n, respectively and

0.01 and 0.33 for residual, 𝜃𝑟 , and saturated, 𝜃𝑠𝑎𝑡 , moisture water content, respectively

(Carsel and Parrish, 1988).

Streamflow event characteristics

Ephemeral streamflow events may show a huge variation in hydrograph shape,

return period and duration. In ephemeral streams, hydrograph shape is characterised

by a rapid increase and decrease of the stream stage (Costigan et al., 2017; Malmon
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et al., 2004). Streamflow durations can vary from several hours up to several days

(Cataldo et al., 2004; Constantz and Thomas, 1997; Knighton and Nanson, 1994;

Wheater et al., 2008) or even weeks (Rau et al., 2017). Therefore, to simulate an

event with such characteristics, a linear reservoir model was used to create synthetic

hydrographs (Beven, 2004).

A linear reservoir model assumes that water discharged from the reservoir 𝑄 [L3

T−1] is proportional to its storage 𝑆 [L3]:

𝑄 = 𝑘𝑆 (4.2)

where: 𝑘 is proportionality constant [T−1].

By applying a mass balance for the reservoir:

Δ𝑆 = 𝐼 −𝑄 (4.3)

and combining Eq. (4.2) and Eq. (4.3). The resulting equation was discretised over

time, and then solved by a finite difference approach. The final equation for discrete

streamflow event resulted in:

𝑄𝑡 = (1 − 𝑘Δ)𝑄𝑡−Δ𝑡 + 𝑘Δ𝑡 𝐼𝑡 (4.4)

Parameter 𝑘 of the above discrete transfer function represents the inverse of the

residence time of the reservoir 𝑇𝑟 [T], which in the case of a continuous time model

can be specified as:

𝑇𝑟 = − Δ𝑡

ln (1 − 𝑘Δ𝑡) (4.5)

The hydrograph obtained from eq. 4.4 for a rectangular pulse event results in a

hydrograph with a sharp rise at the beginning of the event, followed by an exponential

decay of flow rate.

Using eq. 4.4, a streamflow event with a mean residence time of one day was

specified as the base case scenario. The streamflow was generated considering a pulse

event of 12 m3 s−1 applied for one day. This large event size was chosen to allow

for the evaluation of infiltration rates under the influence of high streamflow stages

(pressure head), as well as infiltration rates dominated by capillary forces at lower

stages.

Water table depth

In order to evaluate the influence of the water table depth on transmission losses,

a set of scenarios was defined by fixing the baseline hydraulic properties and flow

hydrograph but varying the water table depth between a specified range (2 and 20
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meters, with 2 m increments) below the streambed. Flux at the upstream end of the

aquifer was estimated using Eq. (4.1).

Streamflow variation

In order to evaluate the impact of hydrograph shape on infiltration rates along

the channel, the residence time of the linear reservoir controlling the streamflow (Eq.

4.5) was varied between 1 and 10 days with 1 day increments, while the hydraulic

properties were fixed and in combination with shallow and deep initial water table

scenarios. The total magnitude of the event (12 m3 s−1) was held constant. A

summary of model scenarios is presented at the end of this section in Table 4.2.

Aquifer hydraulic properties

In order to evaluate the influence of the sediment hydraulic properties, two dif-

ferent sets of substrate properties characterising high and low permeabilities were

analysed in addition to the base case scenario: loamy sand (high) and loam (low).

The hydraulic properties are specified in Table 4.1. For these scenarios, all the simu-

lations were performed for the same ranges of initial water table depth (2-20 m) (see

Table 4.2).

Table 4.1: Aquifer hydraulic properties considered for the analysis (Rawls et al., 1982)

Sediment Texture
Sediment hydraulic properties

𝜃𝑠 𝜃𝑟 n 𝛼 K𝑠𝑎𝑡 𝜃𝑠–𝜃𝑟
[m3 m−3] [m3 m−3] [-] [m−1] [m d−1] [m3 m−3]

Loam (fine) 0.43 0.045 1.56 3.6 0.2496 0.39
Sandy loam (medium) 0.41 0.065 1.89 7.5 1.0608 0.35
Loamy sand (coarse) 0.41 0.057 2.28 12.4 3.5016 0.35

Table 4.2: Model scenarios and number of simulations

Parameter Scenario
Range of
variation

[d]

Water
Table [m]

Number of
simulations

Hydraulic properties
Loam (fine) - 0 - 20 10
Sandy loam (Base case) - 0 - 20 10
Loamy sand (coarse) - 0 - 20 10

Residence time
Shallow water table 1 - 10 10 10
Deep water table 1 - 10 20 10

Total 50
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4.4 Results

4.4.1 Characterisation of groundwater - surface water inter-
actions

The model results show highly dynamic interactions between surface and groundwater

components, which is illustrated for the deep initial water table base case model in

Fig. 4.3. When the streamflow event starts (t = 0 d), an inverted water table

(IWT) starts to develop below the bottom of the channel. The IWT initially keeps

expanding longitudinally and below the stream as more water infiltrates into the

aquifer. However, sometime between day 2 and 3, the IWT starts to shrink as the

amount of water provided by the streamflow is less than the rate of infiltration. At

day 5, infiltrated water starts to impact the water table depth, hence a groundwater

mound has started to develop (Fig. 4.3). As the groundwater mound keeps rising in

a direction parallel to the channel, it is also transversely and longitudinally dissipated

towards the boundaries (Fig. 4.3b, day 6).

The size of the groundwater mound depends on the amount of recharge. Hence,

as the amount of water infiltrated along the channel decreases with distance to source

point, the height of the groundwater mound also decreases in the downstream direc-

tion of the channel.

From day 6, streamflow rates have decreased to a value lower than the saturated

hydraulic conductivity, so no additional ponding occurs in the channel and the IWT

dissipates. The wetting front keeps moving downward, eventually causing an abrupt

rise in the water table on day 6 (see Fig. 4.3). From day 6 until the end of the

streamflow event (day 10), groundwater recharge occurs only at the upstream end of

the channel. Therefore, a further increase in the groundwater mound is expected in

locations below the streamflow source point (i.e. Fig. 4.3, day 10). Finally, from day

10 onward the groundwater mound starts to dissipate longitudinally and transversely

to the channel, as infiltration rates become zero.
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Figure 4.3: Groundwater - surface water interactions for a deep initial water table
condition (depth (z) = 20 m). The inverted water table is shown in transparency.
z=0 corresponds to the elevation of the bottom of the channel. Hydraulic properties
of the sediments correspond to the base case sandy loam texture (see Table 4.1). A
streamflow influx was used with total magnitude 12 m3 s−1 (see Sect. 4.3.7), the
hydrograph and cumulative flux of which is shown in the uppermost panel. Times
were selected to indicate an illustrative variety of states of groundwater - surface
water interaction.

The development of the IWT during the streamflow event can be clearly observed
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in figure 4.4, where there is variation in the degree of soil saturation with depth for

both shallow and deep water tables and at specific locations along the channel. The

variation of the saturation is reported at the beginning of each time step. For both

initial water table depths, the state of full saturation defines the extent of the IWT.

The size of the IWT along the stream decreases with distance from the source point,

located at 10 km on the y axis (Fig. 4.4, rigth panels). There is a relatively linear

decrease in the depth of the IWT along the channel for both deep and shallow water

table conditions (days 1 to 4) (see Fig. 4.4, shallow and deep saturation profiles).

Fig.4.4 shows a comparison of the responses for the deep and shallow initial water

table conditions. For a shallow initial water table (solid blue line in Fig.4.4), the

IWT grows at a rate similar to the deep water table case. However, as less water is

required to fill the unsaturated zone, the interaction between the IWT and the water

table starts earlier (during day 3). A fully saturated zone between the surface water

and groundwater is already developed at day 3, and infiltration rates decline as a

result of lower driving hydraulic gradients.

A similar initial rate of development of the IWT for both deep and shallow initial

water tables can be attributed to an initially similar water content within the unsat-

urated zone and there is no upward hydraulic feedback from the water table in either

case.
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Figure 4.4: Temporal and spatial variation of the degree of saturation with depth
for selected locations along the channel and longitudinal profile for specific times.
Longitudinal saturation profiles along the centre of the channel correspond to deep
(dashed red line, depth = 20 m) and shallow (solid blue line, depth = 10 m) initial
water table conditions. Hydraulic properties of the sediments correspond to the base
case sandy loam texture (see Table 4.1). The based case streamflow hydrograph of
12 m3 s−1 (see Sect. 4.3.7) was used as for Fig 4.3. Times were selected to indicate
an illustrative variety of states of groundwater - surface water interaction.

Variation of infiltration rates along the channel

Variation in infiltration rates along the channel as well as in stream stage and water
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table depth for both shallow and deep initial water tables are shown in figure 4.5.

The total available water along the channel in relation to the total amount of water

entering the channel at the upstream boundary is mainly characterised by a smooth

variation for both shallow and deep water tables (Fig. 4.5a). Small fluctuations

along the channel are attributed to high infiltration rates occurring under unsaturated

conditions below the channel.

For both shallow and deep initial water table conditions, rates of infiltration at

the beginning of the streamflow event (day 1) are very similar, as expected given the

previous analyses (see Fig. 4.4 and also Sect. 3.5.2). Infiltration rates increase closer

to the downstream outlet due to the lag caused by the flow routing along the channel

(Fig. 4.5d day 1). Higher rates of infiltration correspond to lower values of stream

stage, attributed to initially lower levels of saturation below the streambed that result

in higher hydraulic gradients that push water faster into the subsurface. At the onset

of the streamflow event, the growth of the IWT is fastest at the upstream end of the

channel. This influences the degree of saturation of downstream cells by lateral flow

and consequently, the infiltration rates. As the influence of hydraulic feedback of the

IWT decreases with distance from the upstream boundary (10 km), this results in

higher infiltration rates at distances closer to the downstream channel outlet (0 km,

day 1).

At the beginning of day 2, hydraulic feedback from the water table on infiltration

below the streambed is still limited, so infiltration rates for both shallow and deep

initial water tables are similar. Infiltration rates are less influenced by the stream

stage and there are nearly constant values of infiltration rates observed along the

channel (see Figs. 4.5 c and d).

At the beginning of day 3, infiltrated water for the shallow initial condition reached

the water table as recharge. A fully saturated zone developed beneath the stream at

distances between 6.2 km to 9.0 km (Fig. 4.5d left). This results in the reduction

of the infiltration rates as the hydraulic gradient under unsaturated conditions is

reduced by the change from negative to zero matric potentials. Values of infiltration

rates stay high for the region of the channel that has not developed a fully saturated

zone between the channel and the water table. This condition is also observed at the

beginning of day 4 between 1 and 6 km, where higher infiltration rates, regardless of

stream stage, are observed in areas where a fully saturated condition has not been

reached during the event. However, the further increase in infiltration rates at day 4

between 1 and 2 km is mainly attributed to the rapid change of saturation conditions
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as the water table quickly decreases as a result of a combination of lower recharge

values and pressure wave propagation (Fig. 4.5e, left)

For intially deep water table conditions, infiltration rates remain high for a longer

time, almost until the end of the streamflow event (day 5). Temporal and spatial

reductions of infiltration rates along the channel are mainly attributed to the lateral

movement of water in the unsaturated zone and the stream stage. It can also be

seen that as more water infiltrates, less surface water is available as the stream stage

decreases faster and ultimately all water in the channel is consumed by transmission

losses.
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Figure 4.5: Spatial and temporal variation fluxes and states along the channel for
both shallow (left) and deep (right) initial water tables: a) ratio between the total
volume of water along the channel, over the entire simulation period and the total
volume of water entering the channels as streamflow; b) instantaneous surface water
stage profile (stream stages) at specific times indicated in the legend; c) instantaneous
infiltration rates at specific times just below the streambed; and d) water table depths
for specific times corresponding to panels c and d. Left-hand panels are for initially
shallow, 10 m, water table conditions, and deeper, 20 m, initial water table depths
in the right-hand panels. Hydraulic properties of the sediments correspond to the
base case model with sandy loam texture (see Table 4.1). The streamflow event was
generated using a pulse of event of 12 m3 s−1 (see Sect. 4.3.7) - the hydrograph is
shown in figure 4.3. Times were selected to indicate an illustrative variety of states
of groundwater - surface water interaction.
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4.4.2 Assessing the sensitivity of transmission losses

Sensitivity to initial water table depth variation

The influence of the initial water table position on transmission losses is presented

in figure 4.6. The total amount of water lost by the steam increases non-linearly with

depth to the water table (see Fig. 4.6a) up to a threshold above which the total

volume of water lost by the stream becomes almost constant. As shown in the previous

section (4.4.1), high infiltration rates that contribute to the total infiltrated volume

are the result of the limited hydraulic feedback between the IWT and the water table.

However, as the water table elevation decreases, there is increased negative feedback

between the water table elevation, resulting in lower infiltration rates (see Fig. 4.5d

and also Chapter 3). This is consistent with the transect results of Chapter 3, but

the 3-D analysis here also enables the variations along the channel longitudinally to

be seen.

Infiltration rates along the channel vary depending on the presence or absence of

a fully saturated zone between the stream and the aquifer (Fig. 4.6c). Lower total

infiltration rates generally occur for shallower water table conditions. Ups and downs

in total infiltration rates indicates that a unsaturated condition has been developed

along the channel during either wetting or drying conditions (see also left panel of

figure 4.5). For depths greater than 10 m, total infiltration rates increase with distance

from the downstream outlet at higher rates in comparison to shallow water tables.

This occurs because there is limited hydraulic feedback from the water table (see Fig.

4.6c), which is in agreement with the rates of total infiltrated water shown in figure

4.6a.

Initial infiltration rates at the beginning of the streamflow event contribute con-

siderably to the total infiltration, as can be seen in the steep increases at early times

(see Fig. 4.6b). However, this steep increase slows down as the feedback from the

water table increases, as can be seen in the departure off the cumulative infiltration

curve as the water table depth decreases. This is because infiltration rates remain

high as long as unsaturated conditions develop between the stream and the aquifer.

Cumulative infiltration keeps rising until the streamflow event ends or infiltration has

consumed all available water in the channel (see Fig. 4.6b).

To evaluate the contribution of infiltration rates along the channel in relation

to the total infiltrated volume, the cumulative infiltration in the upstream direction

was calculated. Thus, the ratio between the cumulative total infiltrated volume at

each cell along the channel and the total infiltrated volume from whole channel (Fig.

4.6d) shows how channel sections contribute to the total infiltrated water over the
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whole channel length. Thus, for shallowest water table condition, total infiltrated

volume along the channel is almost constant (Fig. 4.6c). Therefore, the percentage

of cumulative infiltration follows a straight line (Fig. 4.6d). As the water table depth

increases, small deviations from the straight line are observed. This small variation

indicates that each part of the channel contributes nearly proportionally to the total

infiltrated water along the channel, regardless of the proportion of streamflow in the

channel. Therefore, despite the highly non-linear behaviour in groundwater - surface

water interactions along the channel, a simple constant rate may be considered enough

to represent water losses along the channel.

Figure 4.6: Temporal and spatial variation of infiltration rates below the stream in
relation to the water table depth: a) the ratio between the total infiltrated volume and
total input volume in relation to water table depth, b) total cumulative infiltration
along the channel, c) temporal variation of total cumulative infiltration, and d) ratio
between the cumulative, in the upward direction, total infiltrated volume at each cell
along the channel and the total infiltrated volume of the whole channel. Hydraulic
properties of the sediments correspond to the baseline sandy loam texture (see Table
4.1). The same streamflow event was generated using a pulse of event of 12 m3 s−1

(see Sect. 4.3.7) as shown in Fig 4.3

Sensitivity to the choice of hydraulic properties
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Hydraulic properties directly impact the rate of total infiltrated water volumes,

as shown by different gradients of the loss ratios (total infiltrated volume over total

streamflow volume) in relation to the water table depth (Fig 4.7). These properties

are also reflected in different thresholds at which the water table reduces its influence

on infiltration rates as follows.

For finer materials, the overall sensitivity of loss ratios to water table depth

changes is relatively low. Infiltrated water moves slowly through the unsaturated

zone, which in turn delays the development of a fully saturated zone between the

stream and the aquifer, hence limiting any bi-directional interactions. A threshold

in water loss of around 41 % is reached at shallow depths ( 6 m), suggesting that a

further decrease in the water table will have minimal impact on infiltration rates.

For medium materials, groundwater - surface water interactions increase with

depth, as can be seen in higher loss ratios in comparison to the scenario with finer

materials. A threshold is reached at a greater depth, around 13 m, which results in

higher volumes of water loss from the stream. The maximum amount of water loss

reaches ≈82 % of the volume of the streamflow event.

Coarser materials result in faster groundwater - surface water interactions due

to high infiltration rates, as a result of the high saturated hydraulic conductivity.

This water quickly reaches the aquifer and produces a groundwater mound. How-

ever, although more water is supplied to the aquifer, the high saturated hydraulic

conductivity of the material quickly dissipates it laterally and the bi-directional feed-

back is potentially more limited as a result. For these coarser materials, transmission

losses from the stream are high enough that they consume the total volume of water

supplied by the streamflow event at the upstream boundary. The plateau seen in

figure 4.7 is due to this effect and not a threshold effect of the water table feedback.

However, for larger streamflow events, the depth at which the water table shows no

further impact on infiltration rates is expected to be higher for coarse materials than

for medium and fine materials (i.e. greater than 13 m).
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Figure 4.7: Ratio between infiltrated volume and total input streamflow volume in
relation to the initial water table depth for different hydraulic properties specified in
Table 4.1. Streamflow event was generated using the base case pulse event of 12 m3

s−1 (see Sect. 4.3.7)

Sensitivity to the duration of streamflow events

The duration of a streamflow event also has a substantial impact on the total

volume of water losses from the channel as can be seen in figure 4.8b. For the initial

shallow water table depth scenario higher residence times (6) result in increased water

losses up to a maximum equal to the amount of the streamflow event. For a deep

initial water table depth scenario, all water entering into the channel is consumed by

transmission losses for all residence times analysed.

For a shallow initial water table (depth = 10 m) (Fig. 4.8c left panels), total

infiltrated water along the channel does not show great variations. This is because a

fully saturated zone develops between the stream and the channel at early times so

the feedback from the water table quickly regulates infiltration rates. For residence

times >5 days, streamflow is totally consumed before it reaches the downstream end

of channel (i.e. the channel become dry at 2 km for a 𝑇𝑟 = 9 days). This is, as

expected, due to higher infiltration rates in relation to the rates of the streamflow

event.

For the deep water table condition (Fig. 4.8a right panel), total infiltrated volumes

along the channel are higher in relation to shallow water table conditions. The higher

volumes result in water losses that consume the total streamflow event at distances

closer to the source point at larger residence times (i.e. the channel become dry at 6

km for a 𝑇𝑟 = 9 days). The higher infiltration rates are attributed to the limited feed-

back from the water table, which is the result of unsaturated conditions between the

60



stream and the aquifer. However, as the residence time decreases, the feedback from

the water table increases and consequently infiltration rates also decrease. Therefore,

the residence time in combination to infiltration rates, directly impact the temporal

availability of water along the channel.

The ratio between the total cumulative infiltration along the channel and the

total infiltrated volume shows that the contribution of infiltrated water at different

sections of the channel varies smoothly along the channel for both shallow and deep

water table conditions (Fig. 4.8d). However, the shape of the hydrograph has a

greater impact on the amount of total water infiltrated along the channel. Thus,

for shallow water tables and longer residence times there is an increase in the rate

of change of the relative cumulative infiltration rate along the channel in relation to

short residence times. However, the rate of change does not show a great variation

for the residence times analysed here (Fig. 4.8d, left). This is mainly attributed to

higher water table feedback at shallow conditions that quickly regulate infiltration

rates along the channel. For deep water table conditions, the range of variation of

the relative cumulative infiltrated water increases considerably as the residence time

increases. Thus, for longer residence times there is a steep decrease of the relative

cumulative infiltration in relation to short residence times (Fig. 4.8d, right). This is

mainly attributed to the higher rates of infiltration rates developed under unsaturated

conditions as a result of the limited feedback from the water table underneath the

channel.

There is a significant temporal variation in cumulative total infiltration for dif-

ferent hydrograph durations for both shallow and deep initial water table conditions

(see Fig. 4.8e). Cumulative total infiltration is greater for initially deep water table

conditions, with especially high contributions to the total infiltrated water at early

time steps (see Fig. 4.8e right). The high infiltration rates at the beginning of the

streamflow event are attributed to the limited feedback from the water table. Thus,

for a shallow water table and longer residence times, the interaction between the wa-

ter table and stream along the channel is limited. This, in combination with the low

amount of water entering into the stream, result in lower infiltration rates that slowly

increases the total infiltrated water. As the residence time decreases, there is more

water available along the channel, so more water can infiltrate into the streambed.

This results in slightly increased cumulative infiltrated water. Similar conditions are

developed for deep water tables. Larger residence times results in small increases in

infiltration rates over time, whereas short residence times result in high infiltration

rates that produce a more steep increase in the cumulative infiltrated water.
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Figure 4.8: Temporal and spatial variation of infiltration rates below the stream in
relation to the streamflow duration for shallow (10 m) and deep (20 m) water table
depth conditions: a) total cumulative infiltration along the channel, b) ratio between
the total cumulative infiltration along the channel and the total infiltrated volume,
and c) temporal variation of total cumulative infiltration. Hydraulic properties of the
sediments correspond to sandy loam texture (see Table 4.1). Streamflow event was
generated using a pulse of event of 12 m3 s−1 (see Sect. 4.3.7)
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4.4.3 Caveats and limitations of the analysis

The present analysis neither considers the effect of evapotranspiration nor the influ-

ence of preferential flow (e.g., macropores). As indicated in Chapter 3, evapotranspi-

ration is expected to increase infiltration rates by inducing lower degrees of saturation

either as direct evaporation from the streambed or as riparian plant transpiration from

banks and floodplains. This effect may be even more significant for wider channels

where a greater area is exposed to evaporative processes. For shallow water tables,

plant evapotranspiration may also take water directly from the aquifer, which in turn

will affect the degree of saturation of the unsaturated zone and consequently lead

to changes in infiltration rates (Wang et al., 2017a). Preferential flow may create

pathways with higher rates of infiltration resulting in higher volumes of transmission

losses and consequently affect the potential increase of focused recharge (Zarate et al.,

2021). These pathways, which can be the result of faults, heterogeneity, or even an-

thropogenic activities, may exert great control on focused recharge due to their flow

regulation capacity (Zarate et al., 2021). Additionally, floodplains and stream banks

may also impact infiltration rates by increasing the infiltrated area and/or by the flow

regulation capacity of bank storage (Dunkerley, 2008; Zarate et al., 2021).

4.5 Global distribution of ephemeral stream - aquifer

interactions

Global distribution of ephemeral streams

In order to estimate how significant the influence of different water table depths

may be on infiltration rates from ephemeral streams globally, water table depth dis-

tributions below all dryland streams was estimated. The analysis was restricted to

dryland regions, since stream networks in these regions are likely to develop losing

and ephemeral conditions. For the analysis, databases of equilibrium water table

depth, global stream networks, and aridity index were taken into account.

Unfortunately, field observations of water table depth are quite limited globally

and restricted to small areas generally located in developed countries. However, a sim-

ulated equilibrium water table depth dataset at the global-scale has been estimated

by Fan et al. (2013) and it is available on www.sciencemag.org/cgi/content/full/

339/6122/940/DC1 at a 30” grid size. The water table at each location has been es-

timated under steady-state assumptions and it does not represent the effect of locally

perched conditions developed above regional groundwater systems. The equilibrium
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water table considers vertical flow as recharge and lateral movement of water in the

saturated zone driven by topography (Fan et al., 2013; Miguez-Macho et al., 2007).

The model does not consider the influence of focused recharge, an omission that can

lead to an overestimation of water table depth in certain regions (Reinecke et al.,

2019).

Information about stream networks was obtained from Lehner and Grill (2013);

Lehner et al. (2008) and is available on http://www.hydrosheds.org/. These data

are available at scales above 15” in vector and raster formats. The analysis was

performed using the 15” database. This dataset also provides stream flow information

based on discharge estimation from the global WaterGap model (Döll et al., 2014).

This information was then used to map perennial streams, specified as stream flow

>0.001 m3 s−1 considering the uncertainty of stream flow estimates (Döll et al., 2012,

2014). Although the uncertainty of stream flow estimation is high, especially in arid

and semi-arid regions (Döll et al., 2014), this method provides a global map of the

distribution of perennial streams.

Dryland regions were delimited using the aridity index (AI), estimated by Tra-

bucco and Zomer (2009) (information available on http://www.cgiar-csi.org/

data/global-aridity-and-pet-database). Dryland regions (AI ≤ 0.65) were se-

lected for the analysis. Datasets of water table depth and AI were resized to a common

scale of 15” in order to obtain a uniform grid size. Stream networks were mapped onto

the global water table depths in order to assess their relationships. Then, streams

were classified according to region and water table depth. The grid-based analysis

includes the whole stream network, including rivers located in regions where the wa-

ter table depth is shallow (below 0.25 m). Regions with water table depth below 0.25

m generally correspond to areas where groundwater is discharged or permanently

inundated areas (Fan et al., 2013). A summary of the analysis, representing the per-

centage of the river network classified by water table depth, aridity index (AI), and

flow above 0.001 m3 s−1 is presented in Table 4.3.
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Figure 4.9: Global distribution of perennial and non-perennial streams (based on
Lehner and Grill (2013); Linke et al. (2019). Dryland and humid regions are based
on values of the Aridity Index (CGIAR-CSI, 2009; Zomer et al., 2007)

Streams in dryland regions represent ≈60 % of the global river network, despite the

fact that dryland regions (AI < 0.65) represent ≈ 44 % of the total continental area

excluding Antarctica (see Chapter 2). Within dryland, including dry-humid regions,

streams in arid and semi-arid areas represent around 33 % and 36 %, respectively,

whereas hyper-arid region rivers represent just 12 % of the total river network.

Table 4.3: Distribution of water table depth below streams in dryland regions (based
on Fan et al. (2013)), all values represent percentages.

Region
Water Table Depth

Total Rivers≤ 0.25m ≤5m ≤10m ≤15m ≤20m >20m
Tot G Per G Tot Per Tot Per Tot Per Tot Per Tot Per Tot Per

Hyper-arid 7 0.2 13 0.2 11 0.1 9 0.1 8 0.0 53 0.3 12 0.1
Arid 22 2 22 1 12 1 8 0 6 0 31 2 33 1.9
Semiarid 36 13 21 6 10 3 6 2 5 1 23 6 36 11.0
Dry-Humid 43 31 21 15 11 8 6 4 4 3 16 9 20 13.9

Total 29 11 20 6 11 3 7 2 5 1 28 4 100 27

Tot = total river network, Per = perennial rivers, Tot G = total gaining river network,
Per G = perennial gaining rivers.

Comparing water table depths across the global stream network indicates that

potentially losing rivers in dryland regions account for 70 % of the total river cells

(depth > 0.25 m). As expected, the percentage of perennial streams decreases with

aridity and also with water water table depth. Note that rivers with water table

depths ≤0.25 m in Table 4.3 all should be considered as perennial.

Potential groundwater - surface water interactions in ephemeral streams

65



Based on the analysis of groundwater - surface water interactions using the tran-

sect (Chapter 3) and reach scale models (this Chapter), typical water table depths

of ≈ 5 to 10 m can be considered as the threshold above which any increase in wa-

ter table depth will not significantly exert changes on infiltration rates below the

stream. Although the uncertainty of this threshold is high, given the assumption and

limitation of the analysis, it is considered conservative.

Looking at the cumulative distribution of water table depth below the stream

presented in figure 4.10, it can be seen that the proportion of streams with water

table depths less than 10 m decreases as the aridity increases e.g. dry-humid regions

have ≈75 % of rivers with water table depths less 10 m, whereas in hyper-arid regions

this values decreases to 35%. For a more conservative threshold of 5 m, the proportion

of rivers in the dry-humid regions decreases to 65%, although still high, whereas in

hyper-arid regions it reduces to 20%. This indicates that hyper-arid regions are less

sensitive to changes to water table depths, and consequently to focused recharge as a

consequence of the limited hydraulic feedback. However, it markedly contrasts with

the rest of the AI regions, where a great proportion of rivers are underlain by water

tables with depths less than ten meters. This implies that focused recharge in dry-

humid regions could be seriously affected by changes in water table depth, due to

the potential bi-directional feedback from the water table. As was shown in previous

sections, depending on aquifer properties, variations of water table depth of just 1.0

m may increase transmission losses and consequently potential recharge by around

10 % (based on coarser material).

Figure 4.10: Water table depth distribution and accumulated water table depth for
dryland regions (based on Fan et al. (2013))

However, despite the fact that this analysis shows broadly that changes in water

table depth may affect focused recharge over large parts of the Earth’s surface, the
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magnitude of this effect as a proportion of total aquifer recharge in dryland regions

is still unknown. Additionally, there is significant uncertainty in the values of water

table depth and ephemeral stream network used in the present analysis, and hence

the specific percentage values presented should be viewed with caution.

4.6 Conclusions

A spatial and temporal characterisation of groundwater - surface water interactions

has been performed in order to enhance the understanding of transmission losses from

ephemeral streams. The analysis applied a fully coupled physically-based distributed

model in order to capture the high spatial and temporal variation of infiltration rates

along the channel. The findings enhance the understanding gained from the transect

analysis performed in Chapter 3 as follows:

• the temporal and spatial variation of infiltration rates along the channel is highly

influenced by streamflow duration, water table depth and hydraulic properties

of the streambed. Longer streamflow events in combination with deep water

tables can more quickly reduce the streamflow along the channel, resulting in

complete loss of inflows and dry channels over shorter distances from the source

point.

• short residence times result in water reaching location far from the source which

in turn increase the channel surface for infiltration to occur. However, this

effect can be counterbalanced by shorter periods of available water in channel,

which may ultimately lead to less recharge per channel length. Conversely, long

residence times will result in more available water for infiltration, and if the rate

of water flowing along the channel is equal to, or less than, infiltration rates,

infiltration will exhaust water at short distances from the input source.

• the contribution of early infiltration during the onset of a streamflow event

(rising limb) can reach up to 25 % of the total infiltration. However, this

contribution is reduced to 6 % for longer residence times (T = 9 d). Hence, for

working at larger scales, in many instances it may be reasonable to simplify the

infiltration rate to a a steady rate during an event.

• the contribution of local infiltration along the channel to the total infiltrated

volume is only slightly non-linear (4.6c and 4.8d). Therefore, a temporally
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variable but constant-in-space infiltration rate may be used to represent the

longitudinal infiltration along channels, particularly at larger scales.

• global comparisons of water depth and ephemeral stream networks (although

rather uncertain) show that potential losses from a large percentage of dryland

streams may be sensitive to changes in water table depths. Feedbacks between

rates of recharge and changes in water table depths due to, for example, climate

change or pumping may have important implications for the availability and

consequently, management of water resources in dryland regions.

The models presented here have been kept deliberately simple in order to quantify

a first conceptual outline of the dynamics of groundwater - surface water interactions

in ephemeral systems. Overall, the analysis highlights the importance of spatially

and temporally variable groundwater - surface water interactions for the availability

of surface water along the channel. Further work will also explore the influence of

evapotranspiration as well as heterogeneity and layering of sediments. Nevertheless,

these results give an improved insight into the possible importance of bi-directional

feedback between groundwater systems and ephemeral streams. Such interactions

may have several implications at increasing scales, anthropogenic activities or natural

or human-induced climate change.

In the context of climate change, it is highly likely that changes in climatic con-

ditions will result in short but more intense precipitation events that in turn will

result in the development of flash flood events (IPCC, 2013; IPCC6, 2021). Such

short but high magnitude events may result in less focused recharge per unit length

along ephemeral streams. These changes could have a great impact on the temporal

and spatial availability of groundwater resources that may threaten its sustainability

(Ferguson et al., 2020).

Human interventions may also have an impact on groundwater - surface water

interactions. As the demand for water resources increases with population growth, the

increasing use of flow regulation systems, such as dams, may have impacts on surface

and groundwater resources. Flow regulation in streams will result in changes of the

frequency, shape and magnitude of streamflow events (McCallum et al., 2014b), which

in turn will affect the transmission losses and focused recharge, and consequently the

availability of groundwater resources.

Groundwater - surface water interactions may be very widespread across dryland

regions, where water tables are typically within a few tens of metres of the surface (Fan
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et al., 2013). Oversimplified categorisations of ephemeral streams that assume ‘hy-

draulic disconnection’ between surface water and groundwater in dryland regions for

water management purposes may therefore be highly misleading, since any increase

or decrease in water table depth caused by natural or human activities could still

affect the amount of recharge that the aquifer receives in many cases. Such ‘capture’

of additional recharge (Theis, 1940) is generally ignored for dryland regions (Brede-

hoeft, 1997; Bredehoeft et al., 1982; Bredehoeft, 2002). Since dryland groundwater

aquifers supply a significant proportion of the world’s water for irrigated agriculture,

the depletion of groundwater from such regions is a major global issue. Additional

research into the potential feedbacks between SW and GW in these contexts is still

needed.

It is therefore important to develop models that take into account focused recharge

from ephemeral streams and their interactions with the underlying groundwater sys-

tem. Including such processes will enhance the the understanding and quantification

of water partitioning. However, the highly non-linear behaviour of such processes

may create challenges in terms of numerical and computational demands.

Given that channel losses depend on the amount of water available along the chan-

nel, which is in turn highly dependent on streamflow characteristics and the temporal

variation of infiltration rates, the lateral flow in the unsaturated zone between the

stream and the aquifer becomes less significant in relation to the longitudinal variation

of infiltration rates. Therefore, for large scale models, a 1-D vertical flow for infil-

tration below the channel may be considered as a good approximation for estimating

channel transmission losses as long as the longitudinal variation of infiltration rates

is included. This will also reduce the computational demand, especially for longer

simulations. However, in the case of shallow water tables, the transverse flow of the

saturated zone should still be considered where possible, as it will more significantly

affect the infiltration rates.
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Chapter 5

Development of a parsimonious
model for quantifying water
partitioning in dryland regions:
DRYP

This chapter is partially based on the paper: Quichimbo, E.A., Singer, M.B.,

Michaelides, K., Hobley, D.E.J., Rosolem, R., Cuthbert, M.O., 2021. DRYP 1.0: A

parsimonious hydrological model of DRYland Partitioning of the water balance.

Geosci. Model Dev. Discuss. 2021, 1–34.

https://doi.org/10.5194/gmd-2021-137. (Under review)

5.1 Introduction

Modelling water partitioning in drylands regions gives rise to a variety of challenges

due to spatial and temporal characteristics of key hydrological processes, paucity of

data, and the lack of computationally efficient hydrological models (see Chapter 1).

Key processes such as transmission losses and focused recharge have been underrep-

resented despite the potential impact on water partitioning in dryland regions (see

Chapter 3 and 4). These processes also show high temporal and spatial variation

driven by the combination of spatio-temporal characteristics of precipitation, soil

hydraulic properties, groundwater system, and anthropogenic activities.

In this chapter, a novel parsimonious model, DRYP, is developed to quantify water

partitioning in dryland regions using a combination of insights from the previous

Chapters, and from the existing literature on dryland hydrological modelling. The

model considers the main processes that control the water partitioning, fluxes, and

changes in water storage in dryland regions for estimation of runoff, soil moisture,
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actual evapotranspiration and groundwater recharge. First the main characteristics

and processes included in DRYP are described in detail, as well as their numerical

implementation. Second, the ability of the model to describe hydrological processes

is demonstrated using synthetic experiments before some conclusions are drawn from

the analysis.

5.2 DRYP: a parsimonious model for DRYland re-

gions water Partitioning

5.2.1 Model overview

The main hydrological processes that control fluxes and storage of water in dryland

regions are shown schematically in Fig. 5.1a. The movement of water through the dif-

ferent storage components within the catchment is characterised as follows: spatially

distributed rainfall falling during individual events over the surface is partitioned into

infiltration and runoff, depending on the temporal and spatial characteristics of the

rainfall and the antecedent soil moisture conditions at the beginning of the rainfall

event (Goodrich et al., 1997; Zoccatelli et al., 2019). Water infiltrated into the soil can

be extracted by plant evapotranspiration and/or soil evaporation, or it can percolate

to the water table as diffuse recharge. Runoff is routed to the nearest stream based

on topographic gradient. In each stream reach, water may be added through ground-

water discharge as baseflow or water may be lost through the porous boundaries by

transmission losses as it moves downstream. The volumes of both baseflow and trans-

mission losses are dependent on the water table depth. Transmission losses into the

near-channel alluvial sediments increase the water available for plant evapotranspira-

tion in the riparian zone and also generate focused recharge when the water holding

capacity of the sediments in the riparian zone is exceeded (a la Schreiner-McGraw

et al. (2019)). Groundwater discharge into streams depends on the hydraulic gradient,

occurring when the water table elevation is higher than streambed elevation. Addi-

tionally, when the water table is close to the surface, capillary rise increases the root

zone water availability for riparian plant evapotranspiration. Finally, anthropogenic

activities, such as localised stream and groundwater abstraction as well as irrigation,

may affect the storage and fluxes of the water balance.

The only forcing variables in DRYP are spatially explicit fields of precipitation and

potential evapotranspiration. The partitioning of the water balance then depends on
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the combination of this forcing and its interactions with spatially distributed param-

eters representing topography, land cover, soil hydraulic properties, hydrogeological

characteristics of the aquifer, and anthropogenic activities (Fig. 1b). Hydrological

processes in DRYP are structured into three main components: i) a surface wa-

ter component (SW) where precipitation is partitioned into infiltration and overland

flow, which is then routed through the model domain based on the topographic gra-

dient; ii) an unsaturated zone (UZ) component that represents the soil and a riparian

area parallel to streams; and iii) an saturated zone (SZ) component which represents

groundwater flow (Fig. 5.1c). All three components in DRYP are discretized as square

grid cells, and all components are vertically integrated into a computational one-way

sequential scheme (Fig. 5.1c). However, all components are hydraulically intercon-

nected, allowing for gradient-driven, and potentially bi-directional water exchange

(Fig 5.1c and d).

DRYP is written in Python and uses the Python-based Landlab package, which

has versatility to handle gridded datasets and model domains (Barnhart et al., 2020;

Hobley et al., 2017). DRYP is structured in a modular way to allow user flexibility

to control the desired level of process and parameter complexity, as well as the grid

size and time-stepping choices appropriate for the desired application of the model.

The grid size is the same for all layers, but the time step for different components

may vary flexibly as described below. Each grid cell potentially consists of all the

process elements shown in Fig. 1d. However, the stream and riparian components

can be excluded if stream channel characteristics are not provided, in which case all

generated runoff in a cell will simply be routed to the next downstream cell with no

additional losses or interactions.

For all cells, at the beginning of every time step, the input rainfall (P) is parti-

tioned into surface runoff (RO) and infiltration (I) depending on the available water

content of the unsaturated zone (UZ). Water in the UZ can be extracted as actual

evapotranspiration (AET), a combination of soil evaporation and plant transpiration,

and/or percolate (R) to the saturated zone (SZ), depending on the water content and

hydraulic properties of the unsaturated zone. If a cell is defined as a stream, trans-

mission losses (TL) or groundwater discharge contributing to base flow (BF) and a

riparian unsaturated zone (RUZ) are included in the local partitioning. The ripar-

ian zone is defined as an area parallel to the stream with a specified width. The

riparian zone receives contributions from TL and a volume of infiltrated water pro-

portional to the riparian area. Water within the riparian zone can either percolate,
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Figure 5.1: Schematic representation of DRYP showing a) the main hydrological
processes controlling water partitioning in dryland regions; b) distributed datasets
needed to derive input parameters; c) vertical and horizontal discretisation and rep-
resentation of topographically-driven surface runoff, vertical flow in the unsaturated
zone, and hydraulic gradient driven groundwater flow in the saturated component; d)
model structure and potential processes within a single grid cell for the surface com-
ponent (see Sect. 5.2.2), unsaturated zone (see Sect. 5.2.3) and saturated zone (see
Sect. 5.2.4). Arrows represent flow directions and red lines represent anthropogenic
fluxes.

73



becoming focused recharge or it can be extracted by plants as riparian evapotran-

spiration. Focused and diffuse recharge are combined as the main inputs to the SZ,

which may also interact with the UZ depending on the water table elevation as it

rises and falls through the simulation. The movement of water in SZ is driven by the

lateral hydraulic gradient. Additionally, anthropogenic interactions in the model are

implemented as localized fluxes from the saturated zone (ASZ) and streams (AOF),

whereas water abstraction for irrigation (AUZ) is delivered to the surface where it

then contributes to infiltration into the unsaturated zone.

5.2.2 Surface Component

Two main processes are considered in the surface component: i) the partitioning of

precipitation into infiltration and runoff, and ii) runoff routing and the partitioning

of runoff into streamflow and transmission losses in stream cells. These are described

below.

5.2.2.1 Infiltration and runoff

The partitioning of precipitation into infiltration and runoff at the land surface is a

key process in drylands and a potentially major source of uncertainty in the overall

water partitioning for these regions. Hence, four different infiltration approaches have

been included in DRYP, which can be toggled on or off within the main control file

(prior to simulation) to allow the user to experiment with different infiltration model

structures. These approaches include two point-scale methods: the Philip infiltration

approach and the Modified Green Ampt method; and two upscaled methods for sum-

marising infiltration over larger areas: the Upscaled Green Ampt and the Multiscale

Schaake approach.

Method 1: Infiltration based on Philip’s equation

In this option, infiltration, f [L T−1] during a rainfall event is based on the explicit

solution of the infiltrability depth of Philip’s equation (Philip, 1957).

𝑓 (𝑡𝑐) =
1

2
𝑆𝑝𝑡𝑐

− 1
2 + 𝐾𝑠𝑎𝑡 (5.1)

where: Ksat is saturated hydraulic conductivity [L T−1], Sp is sorptivity [L2 T1/2],

and 𝑡𝑐 is time since the beginning of the precipitation event [T]. The sorptivity term

is estimated by using the following equation (Rawls et al., 1982):

𝑆𝑝 =
[
2𝐾𝑠 (𝜃𝑠𝑎𝑡 − 𝜃)

��𝜓 𝑓 ��] 1
2 (5.2)
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where: 𝜃 is volumetric water content [L3 L3], 𝜃𝑠𝑎𝑡 is volumetric water content at

saturated conditions [L3 L3], and 𝜓 𝑓 is suction head [L] estimated as (Clapp and

Hornberger, 1978): ��𝜓 𝑓 �� = 𝜓𝑎 2𝜆 + 2.5

𝜆 + 2.5
(5.3)

where: 𝜓𝑎 is maximum suction head [L], and 𝜆 is a parameter that represents the

pore size distribution of the soil [-] (Clapp and Hornberger, 1978).

The total infiltration depth in any given cell, 𝐼 [L], during a precipitation event is

estimated by solving the integral of Eq. 5.1 over the event duration. The integral of

Eq. 5.1 is solved using the time compression approach (TCA) (Holtan, 1945; Mein and

Larson, 1973; Sherman, 1943; Sivapalan and Milly, 1989), assuming that infiltration

after ponding depends on the cumulative infiltrated volume. Therefore, to match the

initial infiltration rate at the beginning of each time step with the infiltration at the

end of the previous time step, the start time of infiltration is shifted to match the

total cumulative infiltration. A more detailed description and the analytical solution

of the approach can be found in Assouline (2013) and Chow et al. (1988).

Method 2: Infiltration based on a Modified Green - Ampt method

A modified version of Green Ampt approach defined by the following equation

has been implemented (Michaelides and Wilson, 2007; Scoging and Thornes, 1979):

𝑓 (𝑡𝑐) = 𝐾𝑠𝑎𝑡 +
B

𝑡𝑐
(5.4)

where: 𝐵 represents initial suction head [L], 𝑡𝑐 is the same as Eq. 5.1; here I use

sorptivity (Eq. 5.2) as a proxy of the initial head owing to the nonlinear dependency

of sorptivity on the water content of the soil.

The integral of Eq. 5.4 was also solved using the time compression approach

(Holtan, 1945; Mein and Larson, 1973; Sherman, 1943; Sivapalan and Milly, 1989).

However, since there is no explicit solution for Eq. 5.4, an implicit solution has been

used.

Method 3: Infiltration based on an Upscaled Green - Ampt method

This method is based on the semi-analytical solution of the Green and Ampt

equation for spatially heterogeneous hydraulic conductivity developed by Craig et al.

(2010):
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𝐼 (𝑡) = 𝑝
2
erfc

(
ln(𝑝𝑋) − 𝜇𝑌

𝜎𝑌
√
2

)
+ 1

2𝑋
log |𝐾𝑠𝑎𝑡 | erfc

(
𝜎𝑌√
2
− ln(𝑝𝑋) − 𝜇𝑌

𝜎𝑌
√
2

)
+ 𝑝

∫ 𝑋 (𝑡)

0
𝜀 (𝑋 (𝑡), 𝐾s) · 𝑓𝑘 (𝐾s) d𝐾s

(5.5)

where: 𝐼 is the mean infiltration rate [L T−1], p is the precipitation rate [L T−1], tc

the same as Eq. 5.1, 𝑓𝑘 is the probability density function of 𝐾𝑠𝑎𝑡 , 𝜇𝑌 and 𝜎𝑌 are

mean and standard deviation of the log saturated hydraulic conductivity,

𝜇𝑌 = ln |𝐾𝑠𝑎𝑡 | − 1

2
𝜎𝑌

, 𝑋 is a dimensionless time estimated as:

𝑋 =
1

1 + 𝛼
𝑃𝑡𝑐

(5.6)

where: 𝛼 = |𝜓 𝑓 | (𝜃𝑠𝑎𝑡𝜃), with 𝜓 𝑓 representing the suction head.

The 𝜖 (𝑋, 𝐾𝑠) in Eq. 5.5 is an error function that can be estimated by the following

approximation (Craig et al., 2010):

𝜀 ≈ 0.3632 · (1 − 𝑋)0.484 ·
(
1 − 𝐾sat

𝑝𝑋

)1.74 (
𝐾sat

𝑝𝑋

)0.38
(5.7)

The 𝑓𝑘 (𝐾𝑠) is assumed as a lognormal distribution following Craig et al. (2010):

𝑓𝐾 (𝐾sat) =
1

𝐾sat𝜎𝑌
√
2𝜋

exp

{(
− (ln (𝐾sat) − 𝜇𝑌 )2

2𝜎2
𝑌

)}
(5.8)

As suggested by Craig et al. (2010), the integral of the Eq. 5.5 was efficiently

solved using a 2-point Gauss-Lagrange numerical integration method.

Method 4: Infiltration based on the Multi-scale Schaake method

The Schaake et al. (1996) approach is based on the assumption that rainfall and

infiltration rates follow an exponential distribution to approximate spatial heterogene-

ity of soil properties. Therefore, the spatially averaged infiltration 𝐼 [L] is estimated

as:

𝐼 =
𝑃𝐼𝑐

𝑃 + 𝐼𝑐
(5.9)

where: 𝑃 is total rainfall [L] and 𝐼𝑐 is cumulative infiltration capacity [L].
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Infiltration capacity is estimated as (Schaake et al., 1996):

𝐼𝑐 = (𝜃𝑠𝑎𝑡 − 𝜃) (1 − 𝑒𝑥𝑝 (−𝑘𝑑𝑡)) (5.10)

where 𝑘𝑑𝑡 is a constant that depends on soil hydraulic properties.

Following Chen and Dudhia (2001), 𝑘𝑑𝑡 was defined as:

𝑘𝑑𝑡 = 𝑘𝑑𝑡𝑟𝑒 𝑓
𝐾𝑠𝑎𝑡

𝐾𝑟𝑒 𝑓
(5.11)

where: 𝐾𝑟𝑒 𝑓 [L T−1] is a reference hydraulic saturated conductivity equal to 2 × 106

m s−1 (Chen and Dudhia, 2001; Wood et al., 1998) and the parameter, 𝐾𝑑𝑡𝑟𝑒 𝑓 , is

specified as a scale calibration parameter.

5.2.2.2 Runoff routing and transmission losses

Rainfall that does not infiltrate (i.e. precipitation, P, minus infiltration, I) into the

unsaturated component is routed over the model domain based on topography. This

feature of the model is critically important based on the results presented in Chapter 3

and 4 of this thesis, and often missing from existing, particularly large-scale, dryland

models. The flow routing scheme varies depending on whether a cell is defined as

a stream or not. A simple flow accumulation approach is used in cells without a

defined stream, whereas for defined stream cells, an additional flux term is added

to the flow accumulation approach to account for groundwater interactions via the

riparian zone. This flux will either be a transmission loss or a baseflow contribution

from the saturated component.

Flow routing in cells without streams

Runoff produced in any given cell is instantaneously routed to the next down-

stream cells using the flow accumulation approach implemented in Landlab (Braun

and Willett, 2013; Hobley et al., 2017). The next downstream cell is estimated using

a D8 flow direction approach (8 potential directions based on adjacent cells). The

flow accumulation method adds the amount of runoff from the upstream cells:

𝑄𝑖 =

𝑁∑︁
𝑖=1

𝑄𝑖𝑛𝑖 (5.12)

where: 𝑄𝑖𝑛 [L3] is the volume of water that discharges from upstream cells into the

current cell 𝑖, 𝑁 is the number of upstream cells discharging into the current cell. and

𝑄𝑖 [L
3] is the volume of water in the cell.

Flow routing in stream cells
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In defined stream cells, the amount of water entering the cell, 𝑞𝑖𝑛 [L3 T−1], is

instantly reduced by any transmission losses, 𝑖𝑐ℎ [L3 T−1], and any remaining water,

𝑞𝑜𝑢𝑡 [L
3 T−1], is moved to the next downstream cell:

𝑞𝑜𝑢𝑡 = 𝑞𝑖𝑛𝑖𝑐ℎ (5.13)

Water from the upstream cell, 𝑞𝑖𝑛, is assumed to be released to the next cell following

a linear reservoir approach:

𝑞𝑖𝑛 = 𝑞0𝑒
−𝑘𝑇 𝑡∗ (5.14)

where: 𝑘𝑇 [T−1] is a recession term that is equal to the inverse of the residence time

of the streamflow at each cell, 𝑡* represents time [T], and 𝑞0 is the initial flow rate of

water entering the channel, estimated as:

𝑞0 = (𝑄𝑖𝑛 + 𝑆𝑆𝑊 −𝑄𝐴𝑆𝑊 ) 𝑘𝑇 (5.15)

where: 𝑄𝐴𝑆𝑊 [L3] is the volume of water abstracted from the stream, and 𝑆𝑆𝑊 [L3] is

water stored in the channel.

It is assumed that the sediments in the streambed are homogeneous. Consequently,

the rate of infiltration depends on the wetted perimeter of the channel, and the

infiltration rate, 𝑖𝑐ℎ at the stream cell is estimated assuming a unit gradient Darcian

flow across the wetter perimeter:

𝑖𝑐ℎ = 𝐾𝑐ℎ (2𝑦 +𝑊) 𝐿𝑐ℎ (5.16)

where 𝐾𝑐ℎ [L T−1] is saturated hydraulic conductivity of the streambed, 𝐿𝑐ℎ [L] is

channel length for a given cell, 𝑊 is channel width [L], and 𝑦 is streamflow stage

[L]. For the purposes of modelling at larger scales, this implicit assumption of 1-D

vertical flow beneath the channel is justified on the basis of the results from Chapter

3 and 4, which indicated that channel losses are more influenced by the longitudinal

contribution of infiltration as streamflow in channel moves downstream. If the rate

of water entering the stream cell is less than the potential channel infiltration rate,

flow to the next downstream cell is set to zero (all water is lost via infiltration) and

𝑖𝑐ℎ = 𝑞𝑖𝑛

.

Stream stage, 𝑦, is estimated by assuming that flow velocity does not change along

the channel in any given cell (no flow acceleration). Therefore, the streamflow stage

and the volume at any time along the channel are kept constant in any given stream
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cell. A constant-velocity approach assumes that there are no backward effects on the

streamflow routing approach. Thus, the stream stage is estimated as the height of

the rectangular prism with area

𝐴 = 𝑊𝐿𝑐ℎ

and volume at time 𝑡 as:

𝑦 =
𝑞𝑖𝑛

𝐴
(5.17)

After substituting Eq. (17) into Eq. (16) and then into Eq. (13), the time integral

of Eq. (13) represents the total amount of water, Qout [L3], that moves to the next

downstream channel cell (becoming Qin):

𝑄𝑜𝑢𝑡 =

∫ min[𝑡𝑞=0,Δ𝑡]

0

[
𝑞0𝑒 − 𝑘𝑇 𝑡 − 𝐿𝑐ℎ𝐾𝑐ℎ

(
2𝑞0𝑒

−𝑘𝑇 𝑡𝑊𝐿𝑐ℎ +𝑊
)]
𝑑𝑡 (5.18)

Note that the time step choice is important to bear in mind with respect to the size

of the catchment modelled, since it represents the minimum travel time for flow to

reach the catchment outlet.

The amount of water stored in the channel is estimated by applying a mass balance

of all inputs and outputs of the channel:

𝑆𝑡𝑅𝑂 = 𝑄𝑖𝑛 + 𝑆𝑡−1𝑆𝑊 −𝑄𝐴𝑆𝑊 −𝑄𝑇𝐿 −𝑄𝑜𝑢𝑡 (5.19)

where: 𝑡 represents the current time step, and 𝑄𝑇𝐿 [L3] is transmission losses esti-

mated as the integral of the second term of Eq. (5.18). The total of 𝑄𝑇𝐿 is restricted

to the storage available in the aquifer:

𝑄𝑇𝐿 = min[𝑄𝑇𝐿 ,max[(𝑧 − ℎ) 𝐴 𝑆𝑦, 0] (5.20)

where: 𝑧 is the surface elevation [L], ℎ is water table elevation [L], 𝐴 is the area of

cell [L2], and 𝑆𝑦 is aquifer specific yield [-]. This simplification not only results in

the reduction of the computational demand, but also considers the feedback from the

water table (Chapters 3 and 4). Thus, when the water table is deep, there is more

space available for channel losses, whereas for shallow water tables, channel losses

will be limited. However, one of the main limitations is that the non-linear feedback

from the water table (Chapters 3 and 4) will not be adequately represented, and if

the saturated zone is modelled at larger time steps, the behaviour will likely become

linear. Additionally, local groundwater mounding in stream cells is not considered

in the model, although this effect is expected to be reduced at small spatial-scales

(Brunner et al., 2011) (see Chapter 3). This condition could result in more channel

losses.
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5.2.3 Unsaturated Component

Water infiltrated into the soil or through the stream channel becomes a flux input to

the UZ (Fig. 5.1d). The unsaturated component comprises the soil and the riparian

zone, explained below, both of which are simulated using a linear ‘bucket’ soil moisture

balance model (Fig. 5.2a), following an approach similar to the FAO water balance

model (Allen et al., 1998):

Δ𝑆𝑈𝑍 = 𝐼 +𝑄𝑇𝐿𝐴𝐸𝑇–𝑅 (5.21)

where: Δ𝑆 represents storage change [L], 𝐴𝐸𝑇 represents actual evapotranspiration

rate [L T−1] and 𝑅 represents potential recharge rate [L T−1]. The term 𝑄𝑇𝐿 is only

defined for stream cells. Diffuse potential recharge results from the local vertical

percolation of the unsaturated zone, whereas focused potential recharge is produced

in the riparian unsaturated zone (see Fig. 5.1).

Figure 5.2: Schematic illustration of the unsaturated component. The right panel
represents the variation of the ratio of potential to actual evapotranspiration in rela-
tion to the water content of the soil. Please refer to Sect. 2.2 and 2.3 for a detailed
explanation of the terms shown here.

The amount of water available for plant evapotranspiration in the UZ, 𝐿 [L],

is estimated as the product of the rooting depth, 𝐷𝑟𝑜𝑜𝑡 [L], and the relative water

content, 𝜃 [L3 L−3]. The maximum amount of water that the soil can store is limited

by the field capacity of the soil (𝐿 𝑓 𝑐), whereas the minimum amount is constrained

by the wilting point (𝐿𝑤𝑝). Thus, the total available water for plant transpiration,

𝐿𝑇𝐴𝑊 , is estimated by the difference between 𝐿 𝑓 𝑐 and 𝐿𝑤𝑝 (see Fig. 5.2).

The potential amount of water that plants can remove water from the UZ as tran-

spiration, 𝑃𝐸𝑇 [L T−1], which is the result of the product between a crop coefficient,
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𝑘 [-], and the reference potential evapotranspiration, 𝐸𝑇0 [L T−1] (Allen et al., 1998).

When there is enough water to supply plant energy demands, water can be extracted

from the UZ at a rate equal to 𝑃𝐸𝑇 . However, when there is not enough water in the

UZ to supply the 𝑃𝐸𝑇 , plants are considered to be under stressed conditions and the

actual evapotranspiration (𝐴𝐸𝑇) is constrained as:

𝐴𝐸𝑇 = 𝐼 + 𝛽 (𝑃𝐸𝑇 − 𝐼) (5.22)

where: 𝛽 is a dimensionless parameter that depends on the water content and is

estimated by:

𝛽 =
𝐿 − 𝐿𝑇𝐴𝑊
𝐿𝑇𝐴𝑊 (1 − 𝑐) (5.23)

where: 𝑐 is the fraction of 𝐿𝑇𝐴𝑊 [-] at which plants can extract water from the UZ

without suffering water stress, and set to 0.5 as recommended by the FAO guidelines

(Allen et al., 1998), although this can be varied in DRYP.

If after accounting for infiltration and 𝐴𝐸𝑇 , there is a surplus of water in the

soil that exceeds the field capacity, diffuse recharge (𝑅) to the groundwater system

occurs. If the model is run at daily time steps, it is assumed that all water content

above field capacity will percolate and produce 𝑅. However, for sub-daily time steps

it is more realistic to assume that the soil slowly releases water as 𝑅 when it is above

the field capacity, depending on the soil water retention curve. Hence, in this case

it is assumed that percolation to the water table depends on the water content and

occurs only under the influence of gravity as follows:

𝐷𝑈𝑍
𝑑𝜃

𝑑𝑡
= −𝐾 (𝜃) (5.24)

where 𝐾 (𝜃) is estimated by using the Brooks and Corey (1964) relations and Clapp

and Hornberger (1978) (see Eq. (5.3)):

𝐾 (𝜃) = 𝐾𝑠𝑎𝑡
(
𝜃

𝜃𝑠𝑎𝑡

) (2𝜆+2.5)
(5.25)

Assuming that the soil drains immediately into the groundwater component after

evapotranspiration loss, and substituting Eq. (5.25) into Eq. (5.24), an analytical so-

lution based only on drainage without considering other inputs or outputs is specified

by:

𝜃 = exp

{(
− (2𝜆 − 1.5) log

����𝜃−2𝜆−1.5 − Δ𝑡 (2𝜆 + 1.5) 𝐾𝑠𝑎𝑡
𝐷𝑈𝑍 𝜃

2𝜆+2.5
𝑠𝑎𝑡

����)} (5.26)

The UZ model component in DRYP can also change its behaviour when the head

in the SZ component beneath restricts downward movement of water. This case is

described below in Section 5.2.4 (Unsaturated – Saturated zone interactions).
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Riparian zone component

The riparian component is an area parallel to the stream, with length similar

to the river but different width 𝑊𝑅𝑈𝑍 [L], which is a user-defined parameter. Flow

in the riparian component is assumed to be unsaturated. Riparian soil parameters

are assumed to be the same as the unsaturated zone (𝜃𝑠𝑎𝑡 , 𝜃 𝑓 𝑐, 𝜃𝑤𝑝, 𝐷𝑟𝑜𝑜𝑡), and the

saturated hydraulic conductivity is assumed as 𝐾𝑐ℎ.

5.2.4 Saturated Component

Lateral saturated flow underneath the unsaturated zone assumes Dupuit-Forchheimer

conditions for the Boussinesq equation and Darcian conditions for flow in/out of each

model cell:
𝜕ℎ

𝜕𝑡
+ 𝑞𝑠 + 𝑞𝑟𝑖𝑣 =

1

𝑆𝑦
∇ · (−𝐾𝑠𝑎𝑡ℎ∇ℎ) + 𝑅 −𝑄𝐴𝑆𝑍 (5.27)

where: 𝐾𝑎𝑞 is the saturated hydraulic conductivity of the aquifer [L T−1], 𝑆𝑦 is the

specific yield [-], 𝑞𝑠 is saturation excess [L T−1] (see Sect. 5.2.4.1), 𝑞𝑟𝑖𝑣 is discharge

into stream [L T−1] (see Sect. 5.2.4.2), 𝑄𝐴𝑆𝑍 [L T−1] is any groundwater abstraction,

∇ represents the gradient operator and ∇· represents the divergence operator. Where

the saturated thickness of the aquifer is relatively constant over the simulation period,

transmissivity, 𝑇 [L2 T−1], (the product of the aquifer thickness and the saturated

hydraulic conductivity of the aquifer), may be held constant, hence linearising Eq.

(5.27). Additionally, an exponential function based on Fan et al. (2013) has been

added to represent the reduction of transmissivity in relation to depth:

𝑇 = 𝐾𝑠𝑎𝑡 𝑓𝐷 exp

(
− 𝑧 − ℎ

𝑓𝐷

)
(5.28)

where: 𝑓𝐷 is effective aquifer depth [L]. These different transmissivity parameterisa-

tion options can be toggled on or off in the main model control file.

Equation (5.27) is solved using a forward time central space (FTCS) finite differ-

ence approach. FTCS is an explicit finite difference approximation whose solution is

sensitive to grid size and time step. Thus, in order to obtain a stable convergence

of Eq. (5.27), a time variable approach was adopted. The maximum allowable time

step for the saturated component is estimated based on the Courant number criteria

(a value of 0.25 was set as a default but this may be changed by the user):

𝑇Δ𝑡

𝑆𝑦Δ𝑥
2
≤ 0.25 (5.29)

If the maximum time step of the SZ component is greater than the time step of the

minimum time step of the any other component of the model, the time step of the SZ
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component is reduced to the time step of the minimum time step of the model (see

Sect. 5.2.5 for more details of the model time step options).

5.2.4.1 Unsaturated - Saturated zone interactions

Unsaturated - saturated zone interactions are implemented using a variable depth

unsaturated zone as follows (Fig. 5.3a). Unsaturated zone thickness (𝐷𝑢𝑧) is equal

to the rooting depth when the water table elevation (ℎ) is below the rooting depth,

but when the water table is above the rooting depth the thickness of the unsaturated

zone is reduced to the depth of the water table:

𝐷𝑢𝑧 = min [𝐷𝑟𝑜𝑜𝑡 , 𝑧 − ℎ] (5.30)

When the water table is below the rooting elevation, 𝑧𝑟𝑜𝑜𝑡 , there is no two-way interac-

tion between the soil and the groundwater compartment (only one-way, as recharge),

so no updates to the water table elevation are required (see Fig. 5.3a, left panel).

However, when the water table crosses the 𝑧𝑟𝑜𝑜𝑡 threshold, either via recharge or

lateral groundwater flow, the water table is updated depending on the change in

groundwater storage:

Δ𝑆𝑆𝑍

Δ𝑡
= ∇ · (−𝐾𝑠𝑎𝑡ℎ∇ℎ) + 𝑅 −𝑄𝐴𝑆𝑍 (5.31)

where: Δ𝑆𝑆𝑍 is the change in groundwater storage per unit area [L3 L−2]. Specifically,

if an SZ cell is being recharged and the water table rises past the rooting depth in a

given time step, the water table is updated according to:

ℎ𝑡 =
1

𝜃𝑠𝑎𝑡 − 𝜃𝑡
[
Δ𝑆𝑆𝑍 − (𝑧𝑢𝑧 − ℎ𝑡−1) 𝑆𝑦

]
+ 𝑧𝑢𝑧 (5.32)

whereas, when the water table is draining and passes the rooting depth in a given

timestep:

ℎ𝑡 = − 1

𝑆𝑦

[
Δ𝑆𝑆𝑍 − (ℎ𝑡−1 − 𝑧𝑟𝑜𝑜𝑡)

(
𝜃𝑠𝑎𝑡 − 𝜃 𝑓 𝑐

) ]
+ 𝑧𝑟𝑜𝑜𝑡 (5.33)

When the water table is above the rooting depth elevation, the water table eleva-

tion will be updated according to:

ℎ𝑡 =
Δ𝑆𝑆𝑍

𝜃𝑠𝑎𝑡 − 𝜃 𝑓 𝑐
+ ℎ𝑡−1 (5.34)

while if it is below the rooting depth elevation, the water table elevation is simply:

ℎ𝑡 =
Δ𝑆𝑆𝑍

𝑆𝑦
+ ℎ𝑡−1 (5.35)
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When the water table is above 𝑧𝑟𝑜𝑜𝑡 , there is more water potentially available for

evapotranspiration, since it can be taken from the groundwater reservoir via capillary

rise or direct root water uptake. Thus, the potential maximum amount of water taken

up from the groundwater reservoir, 𝑃𝐴𝐸𝑇𝑆𝑍 [L T−1], is computed as the remaining

𝑃𝐸𝑇 after 𝐴𝐸𝑇 from the unsaturated component as:

𝑃𝐴𝐸𝑇𝑆𝑍 = 𝑃𝐸𝑇 − 𝐴𝐸𝑇 (5.36)

For a shallow water table, upward capillary fluxes may also be taken from the

groundwater reservoir. The rate of actual evapotranspiration from the SZ (𝐴𝐸𝑇𝑆𝑍),

including both plant water uptake and capillary rise, is thus estimated as a linear

function of the water table depth as follows:

AETSZ = 𝑚𝑎𝑥

[
𝑃𝐴𝐸𝑇𝑆𝑍

(
ℎ − 𝑧𝑟𝑜𝑜𝑡
𝐷𝑟𝑜𝑜𝑡

)
Δ𝑡, 0

]
(5.37)

5.2.4.2 Groundwater - surface water interactions

Groundwater - surface water interactions are characterised in DRYP through trans-

mission losses as described in Sect. 5.2.2.2. In addition, when the water table inter-

sects a cell’s defined streambed elevation it produces discharge into the stream, 𝑞𝑟𝑖𝑣

[L T−1], and when the water table reaches the ground surface it produces saturation

excess, 𝑞𝑠 [L T−1] (Fig. 5.3b) (Eq. (5.27)).

Discharge into streams, 𝑞𝑟𝑖𝑣, is quantified using a head-dependent flux boundary

condition (similar to that used in MODFLOW (Harbaugh, 2005)) as:

𝑞𝑟𝑖𝑣 = 𝐶 (ℎ − ℎ𝑟𝑖𝑣) (5.38)

where: C is a conductance term [L2T−1] estimated as:

𝐶 =
𝐾𝑐ℎ𝐿𝑐ℎ𝑊

0.25Δ𝑥
(5.39)

To avoid numerical instabilities, a regularisation approach was implemented via a

smooth switch between the flux boundary condition and a constant head boundary

(and vice versa) using a convex function (Marçais et al., 2017):

𝑞𝑠 = 𝑓𝑢

(
ℎ − ℎ𝑏
𝑧 − ℎ𝑏

)
𝑓𝑔 (∇ · (−𝐾𝑠𝑎𝑡ℎ∇ℎ) + 𝑅 − 𝑞𝑟𝑖𝑣) (5.40)

where: ℎ𝑏 is aquifer bottom elevation [L], 𝑓𝑢 is the continuous function between [0,1]

specified as (Marçais et al., 2017):

𝑓𝑢 = exp

{(
−1 − 𝑢

𝑟

)}
(5.41)
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where 𝑟 is a dimensionless regularisation factor 𝑟 0, which has been specified as 0.001

following Marçais et al. (2017). 𝑓𝑔 is the Heaviside step function.

𝑓𝑔 = 0, 𝑢 < 0𝑢, 𝑢0 (5.42)

After both 𝑞𝑠 and 𝑞𝑟𝑖𝑣 are estimated, their corresponding volumes are estimated by

multiplying the flow rate, the time step and the corresponding surface area (cell or

stream). The volume is then added as additional runoff in the surface component

(Sect. 5.2.2). The water table is updated to its topographical elevation and kept as a

constant head boundary condition. The boundary switches back to a flux condition

if the water table drops back below the water table.

Figure 5.3: Schematic representation of a) UZ-SZ interactions: 1a) indicates no UZ-
SZ interaction whereas 2a) indicates UZ-SZ interaction (soil depth, Droot, is reduced
to Duz); b) SW-GW interactions in stream cells: boundary conditions change from
no-flow to head dependent flux conditions once the stream bed or ground surface is
intersected by the water table. Upper part of panel b) shows the numerical imple-
mentation of SW-GW interactions in a stream cell.

5.2.5 Numerical implementation and time step

DRYP is a fully open-source, grid-based model with a layer-based structure, developed

using the Landlab architecture (Hobley et al., 2017) and its Python library. Landlab

was chosen due to the versatility and its modular design that allows the user to plug

in multiple modules for different levels of complexity and processes using grid-based

objects (Barnhart et al., 2020; Hobley et al., 2017).

Since most hydrological processes in DRYP, except the SZ component and the

modified Green Ampt infiltration, are described according to explicit-analytical so-

lutions, it possible to run DRYP at hourly or sub-hourly time steps at low computa-

tional cost.
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The three main DRYP components (i.e. surface, unsaturated and saturated com-

ponents), can run at different time steps, from sub-hourly to daily. The riparian zone

of the unsaturated component can be also run at a different time step to that of the

unsaturated component. Where different time steps are used between components,

the fluxes and state variables are temporally aggregated in DRYP by accumulating

and/or averaging them over the specified time step as appropriate and then trans-

ferring them to the next component. In addition, and as described above, for the

saturated component, an internal time step is also automatically considered to en-

sure the stability of the numerical solution.

5.2.6 Model input files and parameter settings

DRYP requires spatial characterisation of key input parameters and data including a

digital elevation model (DEM), channel properties in cells where streams are explic-

itly defined (length, width and saturated hydraulic conductivity), land cover (plant

rooting depth), various soil hydraulic properties, and aquifer properties (specific yield,

aquifer thickness, and saturated hydraulic conductivity) (Fig. 5.1). A summary of

model parameters for the different model components and structures is presented in

Table 5.1. If parameters are not provided, ‘global’ default values are used as defined

in Table 5.1.

Precipitation and potential evapotranspiration are the only forcing variables re-

quired as either spatially variable gridded datasets in netCDF format or as spatially

uniform values for each time step. Gridded datasets must be interpolated or aggre-

gated to match the model grid resolution.

5.3 Model Evaluation

The use of synthetic experiments is an important aspect of model development in

hydrology which is welcome but not used often (Clark et al., 2015). The objective

of synthetic experiments is to better understand the structural controls on the physi-

cal processes represented in the model, for example, on groundwater-soil interactions

(Batelis et al., 2020; Rahman et al., 2019). Here, a set of numerical experiments have

been performed to evaluate the stability and convergence of DRYP components, par-

ticularly the coupling of both the surface and unsaturated zone with the groundwater

component. Convergence and stability of the numerical solution of the groundwater

component using the FTCS finite difference approach and regularisation have been

well documented in different studies (e.g. Anderson et al. (2015); Marçais et al. (2017);
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Table 5.1: Model parameters for different processes considered in the model, some
required parameters depend on the infiltration approach (‘Inf. Method’). Default
values are specified in brackets. For soil hydraulic properties, default values corre-
spond to a sandy loam soil texture (Clapp and Hornberger, 1978; Rawls et al., 1982)

Parameter Description Dimension Default Values Inf. Method
Overland flow
k𝑇 Recession time for channel streamflow [T−1] 0.083 h−1* -
W Channel width [L] 10 m -
L𝑐ℎ Channel length [L] grid size -
K𝑐ℎ Channel saturated hydraulic conductivity [L T−1] 10.9 mm h−1 -
Unsaturated zone
𝜃𝑤𝑝 Water content at wilting point [-] 0.07 All
𝜃 𝑓 𝑐 Water content at field capacity [-] 0.17 All
𝜃𝑠𝑎𝑡 Saturated water content [-] 0.41 All
𝜓 Suction head [L] 110.1 mm All
𝛾 Soil pore size distribution [-] 4.9 All
𝜎𝑌 Standard deviation of the log saturated hydraulic [LT−1] 0.5 mm h−1 Up-GA
K𝑠𝑎𝑡 Saturated hydraulic conductivity [L T−1] 120.9 mm h−1 All
D Rooting depth [L] 800 mm All
kdt Schaake reference parameter [-] 1.0 Schaake
k Crop coefficient [-] 1.0 -
Saturated Zone
Sy Specific yield [-] 0.01 -
Kaq Aquifer Saturated hydraulic conductivity [L T−1] 1 m h−1 -
T Aquifer Transmissivity (for constant values) [L T−1] 60 m2 h−1 -
f𝐷 Effective aquifer depth (for exponential function) [L] 60 m -
h𝑏 Aquifer bottom elevation [L] 0 m -
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Wang and Anderson (1982)). Hence, for model evaluation two sets of analysis were

considered: (i) a quantitative evaluation of the model performance in relation to the

well know numerical model, MODFLOW (Harbaugh, 2005; Harbaugh et al., 2000),

for a simple groundwater - surface water interaction test represented as a draining

condition, and (ii) a qualitative evaluation of the model performance with respect to

the desired skill of the model to seamlessly allow interactions between groundwater

and the land surface and surface water components.

For the quantitative evaluation, a 1-D synthetic experiment considering an inclined

plane aquifer was specified as a model domain (see Fig. 5.4a). The length and width

of the model domain were specified as 10 km and 1 km, respectively. Hydraulic

saturated conductivity and aquifer specific yield were specified as 1.2 m d−1 and 0.01,

respectively. Boundary conditions were specified as no-flow for both the right and

left side as well as the bottom of the model domain. Model grid size was set to 1 km

× 1km. The top boundary condition was considered as seepage face.

For comparison, a model with similar geometry, grid size and hydraulic properties

was built in MODFLOW using the FLOPY python package (Bakker et al., 2016a,b).

Boundary conditions for the MODFLOW model were the same as DRYP except

for the top boundary condition, which was specified by using the ’drain package’

(Harbaugh et al., 2000). The elevation at which the water starts to drain was specified

as the surface elevation of the model domain. A high value of the conductivity term

(500 m2 d−1) was implemented in order to capture the seepage process and to assure

convergence as well as minimal water balance errors (Batelaan and Smedt, 2004).

The synthetic test consisted of a free-draining condition for an unconfined aquifer

with a water table depth equal to zero (at the surface level). The time step considered

for evaluation was 1 day. The evaluation considered the temporal variation of the

water table for both DRYP and MODFLOW models, as well as the water balance

errors. Errors were evaluated at all locations along the aquifer considering the mean

square errors:

𝑅𝑀𝑆𝐸 =

√︂
1

𝑛
Σ𝑛
𝑖=1(𝑆𝑖 −𝑂𝑖)

2 (5.43)

where: 𝑂 represent values from the MODFLOW and 𝑆 represent simulated values

from DRYP, and 𝑛 is the number of values compared.

The geometry of the model domain for these tests consisted of a tilted-V catchment

(Fig. 5.4b) with a size of 7 × 10 square cells on a 1-km resolution grid. Land use and

soil hydraulic characteristics were specified as uniform over the entire model domain,

and the saturated zone was considered as a homogeneous and unconfined aquifer.
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Boundary conditions were specified as no-flow boundaries for all sides as well as at

the bottom of the model domain. The initial water table was set as a horizontal

plane at the level of the catchment outlet (100 m) for all simulations (Fig. 5.4).

For experimental purposes, hydraulic characteristics of both the unsaturated and

saturated zone were arbitrarily chosen. Thus, a loamy sand soil texture with 𝐾𝑠𝑎𝑡 =

29.9 cm h−1, 𝜃𝑠𝑎𝑡 = 0.40, 𝜃 𝑓 𝑐 = 0.175, and 𝜃𝑤𝑝 = 0.075 was chosen for the unsaturated

zone, whereas, for the saturated zone, the hydraulic conductivity of the aquifer (𝐾𝑎𝑞)

was specified as 6 m d−1 and the specific yield (𝑆𝑦) was set as 0.01. The high value of

𝐾𝑎𝑞 combined with 𝑆𝑦 and boundary conditions of the aquifer were applied in order to

allow a fast increase/decrease of the water table and the observation of groundwater

- surface water interaction in a short period of time.

For the qualitative evaluation, three main scenarios were analysed by using syn-

thetic time series of precipitation and evapotranspiration and changing hydraulic

parameters of the UZ as follows:

1. An ’Infiltration - discharge’ scenario, where all precipitation was allowed to

infiltrate into the catchment and no infiltration excess was produced over the

model domain.

2. An ‘Infiltration-evapotranspiration-discharge’ scenario was simulated by adding

a time variable potential evapotranspiration as input into the model.

3. An ’Infiltration-runoff-evapotranspiration-discharge’ scenario was designed to

evaluate the production of runoff and focused groundwater recharge, as well as

groundwater discharge. For this last scenario, the saturated hydraulic conduc-

tivity of the soil was decreased by one order of magnitude to produce infiltration

excess and consequently, runoff.

For all three scenarios, precipitation events were specified at a constant value of

0.25 [mm h−1] over 10 days followed by a 20-day dry period of response to the rainfall

input. Potential evapotranspiration was specified as a sinusoidal function with a

24-hour period and a maximum rate of 0.10 [mm h−1]. These experimental values

of precipitation and evapotranspiration combined with the hydraulic properties of

the unsaturated and saturated zone allowed for a visual evaluation of groundwater -

surface water interactions under different conditions, such as increasing and decreasing

water table through the model run and its interaction with the unsaturated zone.
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Figure 5.4: Synthetic tilted-V catchment and flow boundary conditions specified for
model simulations.

5.4 Results

5.4.1 Comparing DRYP to MODFLOW: quantitative evalu-
ation

Modelling results show a good agreement between DRYP and MODFLOW models

(water balance error: 1.79e-15 m3 for DRYP, and 6.95e-8 m3 for MODFLOW) (see

Fig. 6.3) both temporally and spatially. Differences in water table elevations are

in the range of 0.022 m at the beginning of the simulation when the aquifer starts

to drain, but then decrease as the water table decreases (see Fig. 6.3a). Temporal

variation of the groundwater storage for both models show good consistency, with

higher values due to higher gradients at the beginning of the simulation and lower

values as the water table decreases (see Fig. 6.3b). However, more fluctuations are

observed on MODFLOW simulations (see inset plot in figure 6.3b). This can be

attributed to the time step used for the simulation, which would need to be reduced

further in order to more smoothly capture the variation in water table depth as the

model switches boundary conditions. DRYP captures this variation more smoothly

due to the exponential function used (eq. 5.41) and by automatically reducing the

time step to assure numerical convergence.
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Figure 5.5: a) Simulated head along the aquifer for different time steps estimated
by DRYP (solid lines) and MODFLOW (crosses and dashed lines), and b) temporal
variation of the mass balance error for DRYP.

5.4.2 Evaluation of synthetic experiments

Figure 5.6 shows the temporal variation of fluxes and state variables for the three

simulated scenarios at two evaluation points located along the channel, one at the

catchment outlet and the second 4 km from the catchment outlet. These results are

in turn described below:

1. . ’Infiltration - discharge’ scenario (blue lines): when the precipitation falls over

the catchment (Fig. 5.6a) it immediately infiltrates into the unsaturated zone,

increasing the water content of the soil. Since there are no losses due to evapo-

transpiration, the water content steadily increases until it reaches field capacity

(Fig. 5.6b). At field capacity, given that the soil cannot hold any excess water,

it starts to release water as diffuse recharge. The soil remains at field capacity

for the rest of the simulation, allowing the water from the next rainfall event to

move directly to the saturated zone producing recharge (Fig. 5.6c). Recharge

produces an increase in groundwater storage and consequently increases the

discharge at the outlet of the catchment (Fig. 5.6d). In the early precipita-

tion events, the contribution of groundwater discharge is minimal. However,

this contribution keeps increasing until a dynamic steady-state is eventually

reached (by 16400 hours, see Fig. 5.7). Discharge closely follows the temporal

variation of the precipitation, due to the high transmissivity of the aquifer and

the saturation of the soil; a sharp increase in discharge means that precipitation
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has become the main contributor to discharge changes because the water table

is at the surface (Fig. 5.6d).

2. . ‘Infiltration-evapotranspiration-discharge’ (green lines): the addition of evap-

otranspiration in this experiment produces a reduction in soil water content

(Fig. 5.6b). Since precipitation is much higher than evapotranspiration, soil

moisture quickly reaches a dynamic steady-state at the end of the second pre-

cipitation event. At cells located close to the catchment outlet, the rise of the

water table to ground level reduces the thickness of the unsaturated zone to

zero, as no water can be infiltrated, the soil water content is kept at its highest

value during the precipitation event. After the precipitation event, the rate of

evapotranspiration, which is greater than the rate of lateral groundwater inflow,

gradually reduces the amount of water in the cell. However, since the storage of

the SZ keeps increasing, the thickness of the UZ decreases and the rate of lateral

groundwater flow becomes greater than the rate of evapotranspiration. It also

results in quick changes in the water content of the soil (Fig. 5.6b). Recharge is

also reduced and, as expected, only occurs when the soil moisture reaches field

capacity (Fig. 5.6c). Discharge is also reduced as a result of decreased aquifer

recharge due to upward losses by AET. For cells close to saturation, the stor-

age in the groundwater reservoir is affected by evapotranspiration losses (not

observed in right panel due to the y-axis scale), which in turn results in daily

fluctuations in discharge that are inverse of evapotranspiration fluctuations.

3. . ’Infiltration-runoff-evapotranspiration-discharge’ scenario (red lines): a re-

duced Ksat results in the development of infiltration excess overland flow. The

rate of infiltration at the beginning of the precipitation event is high enough

to provide water for evapotranspiration without reducing the soil water storage

(Fig. 5.6b), which explains the similarity in soil moisture behaviour with the

second scenario. When cells start to produce runoff as a result of infiltration-

excess, discharge also starts to rise. At stream cells with a deep water table,

the increase in streamflow is the result of flow accumulation along the chan-

nel during the precipitation event (e.g. Fig. 5.6d, left panel at 6600 to 6700

hours). At cells where the water table interacts with the surface, groundwater

discharge gradually increases the streamflow at the catchment outlet at much

longer temporal scales (Fig. 5.6d). At the catchment outlet, streamflow is

also affected by the fluctuation of the water table due to the daily variation of

evapotranspiration losses (Fig. 5.6d).
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Figure 5.6: Temporal variation of a) precipitation (black line) and evapotranspira-
tion (grey line), b) water content of the unsaturated zone, c) groundwater recharge,
d) runoff/discharge, and e) water table elevations. Right panels represent zoomed-
in sections of the shaded areas of the left panels. Solid lines represent the vari-
ation at the catchment outlet, whereas dashed lines represent the temporal varia-
tion in the stream at 4 km from the catchment outlet. For panels b-e, blue lines
represent the ‘infiltration-discharge’ scenario, green lines represent the ‘Infiltration-
evapotranspiration-discharge’ scenario, and red lines represent ’Infiltration-runoff-
evapotranspiration-discharge’ scenario.
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Figure 5.7: Long term simulation of scenario ”Infiltration-discharge”, steady state is
reached after 16,400 hours.

Figure 6.5 shows the cumulative volumes of different components of the water

balance as well as the cumulative mass balance error of the model. Mass balance

errors are low in comparison to the total amount of water entering the catchment,

with values less than 0.12 % for the first case (only precipitation). For the other

two cases where evapotranspiration is included, errors are less than 0.02 %. The

higher error for the first case scenario is attributed to the concentration of flow at the

catchment outlet, which leads to an increase in the number of cells discharging into

the surface and the channel and the resulting minor numerical artefacts.

Figure 5.8: Cumulative volume of main components of the water balance for the
simulated scenarios: a) Infiltration – discharge, b) infiltration - evapotranspiration
- discharge, and c) infiltration-infiltration excess-evapotranspiration-discharge. P is
the precipitation, R is recharge, Q is discharge at the catchment outlet, AET is actual
evapotranspiration, GWS is the change in groundwater storage, and Err is the water
balance error of the simulation.

Coupling of surface and groundwater processes often results in numerical instabil-

ities and in convergence problems (Batelaan and Smedt, 2004; Marçais et al., 2017).

However, the results of these synthetic experiments illustrate DRYP’s ability to pro-

duce realistic hydrological process behaviours by providing a stable solution for rep-
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resenting groundwater - surface water interactions without producing numerical arte-

facts. DRYP is effective at handling the complex coupling and dynamic switching of

different types of hydraulic boundary conditions, producing acceptable results with

negligible mass balance errors.

5.5 Conclusion

This chapter has presented a parsimonious model to estimate water partitioning in

dryland regions (“DRYP”). It provides a technical description of all the compo-

nents of DRYP and its evaluation under different scenarios. The ability of DRYP

to provide stable numerical simulations of the interaction of surface and subsurface

components through synthetic model experiments was demonstrated in addition to

excellent agreement to an industry standard (MODFLOW) groundwater model. Nu-

merical experiments over a synthetic model domain also showed that DRYP shows

skill at producing stable simulations for the main components of the water balance

with low mass balance errors (< 0.12%). Thus, it has been demonstrated that DRYP

shows the potential to be applied in environments where groundwater - surface water

interactions play an important role in the overall mass balance of the catchment.

Subsequent chapters build on this analysis first applying DRYP to a data rich part

of the world in the USA for further testing in a real catchment, before applying it an

an even larger scale to a data-sparse region of the world in Kenya).
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Chapter 6

Characterising water partitioning
at catchment scale: Walnut Gulch
Experimental Watershed

This chapter is partially based on the paper: Quichimbo, E.A., Singer, M.B.,

Michaelides, K., Hobley, D.E.J., Rosolem, R., Cuthbert, M.O., 2021. DRYP 1.0: A

parsimonious hydrological model of DRYland Partitioning of the water balance.

Geosci. Model Dev. Discuss. 2021, 1–34.

https://doi.org/10.5194/gmd-2021-137.

6.1 Introduction

In this chapter, the performance of DRYP (see Chapter 5) is evaluated with respect

to characterising key processes that control the water partitioning in the semi-arid

Walnut Gulch Experimental Watershed (WGEW), in SE Arizona, USA. This catch-

ment was chosen based on its comprehensive availability of high-resolution data for

a dryland basin, supporting thorough evaluation of the performance of the model.

In this chapter, the main objective of DRYP modelling is to capture the long-term

behaviour of the water balance in the basin. The Chapter thus describes the main

hydrological characteristics of the WGEW, the numerical implementation of DRYP

and a sensitivity analysis that was undertaken to support model evaluation. Finally,

after quantitatively characterising the water balance of the WGEW, some conclusions

are presented.
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6.2 Methods

6.2.1 Study site: Walnut Gulch Experimental Watershed-
WGEW

The model was evaluated at the Walnut Gulch Experimental Watershed (WGEW), a

149 km2 basin near Tombstone, Arizona, USA (31◦ 43’N, 110◦ 41’W) (Fig. 6.1). The

climate of the region is semi-arid with low annual rainfall – mean of 312 mm yr−1 for

the period 1956–2005 (Goodrich et al., 2008).

WGEW was chosen because it has the longest global record of runoff in a semi-arid

site (Stone et al., 2008), covering the period 1954–2015. Historical records of event

discharge at WGEW exist for this period at seven flumes along the main channel and

at seven flumes on tributaries. Event-based rainfall data exist for the same period

at many of the 95 operational rain gauging stations across all of WGEW (Goodrich

et al., 2008). These historical records of rainfall and discharge provide the opportunity

to assess many components of DRYP (Emmerich and Verdugo, 2008; Goodrich et al.,

2008; Keefer et al., 2008; Scott et al., 2015; Stone et al., 2008). Additionally, although

groundwater has been less well monitored at WGEW, patchy records of water table

levels from three wells located close to the catchment outlet are available for assessing

the model capability for representing groundwater recharge.

The catchment is underlain by deep Tertiary and Quaternary alluvium sediments.

Depths of alluvial sediments are generally >400 m and are composed of different

clastic materials, typical of dryland fluvial systems, with a wide range of variation in

particle size (clays to well-cemented boulders) (Osterkamp, 2008). The water table

is deep below the surface (≈145 m at flume 6, fig. 6.1) and shallower (≈50 m deep)

close to the catchment outlet. A small shallow perched aquifer has been found around

flume F02 (see fig. 6.1) (Osterkamp, 2008; Renard et al., 1964).

WGEW is mainly covered by shrubs and grasses, with a high concentration of

trees and shrubs along the channels (Skirvin et al., 2008) (Fig. 6.1b). Hillslopes

are dominated by gravelly and fine sandy loam soil texture, which generally have

high values of hydraulic conductivity (Becker et al., 2018). Streambed sediments are

composed of gravel and coarse sand with high values of porosity, supporting high

infiltration rates.

Runoff generation is highly spatially and temporally variable, depending on rain-

fall intensity-duration, rainfall spatial location, antecedent soil moisture, and soil in-

filtration rates (Becker et al., 2018; Goodrich et al., 1997; Yatheendradas et al., 2008).

When the runoff generated on the hillslope is intense and for a long enough duration,
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it may result in the accumulation of water in ephemeral channels as streamflow (in-

cluding as flash floods). Streamflow infiltrates into the channel bed as transmission

losses as it moves downstream (e.g. Chen et al. (2019)), supporting both riparian

zone moisture availability and focused groundwater recharge.

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum

ut, placerat ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu

libero, nonummy eget, consectetuer id, vulputate a, magna. Donec vehicula augue eu

neque. Pellentesque habitant morbi tristique senectus et netus et malesuada fames

ac turpis egestas. Mauris ut leo. Cras viverra metus rhoncus sem. Nulla et lectus

vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor gravida placerat.

Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem vel leo

ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at,

mollis ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis

nibh mi, congue eu, accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet

orci dignissim rutrum.

6.2.2 DRYP model setting

Model simulations were performed using the modified Green and Ampt infiltration

approach (see Chapter 5) because of its ability to describe the high potential infiltra-

tion rates at the beginning of the precipitation event, which is particularly important

in this setting (Schreiner-McGraw and Vivoni, 2017). The time step of both the

surface component and unsaturated component was set to one hour, whereas a time

step of one day was used for the riparian zone to reduce computational time. The

high temporal resolution for the unsaturated component was used to capture the

observed high intensity, low duration rainfall at WGEW, as well as the influence of

diurnal fluctuations in evapotranspiration. Since the water table is deep below the

ground surface and surface water groundwater interactions are known to be limited

(see Chapter 3), the groundwater component was not included in model simulations

for WGEW in this chapter.

6.2.3 Forcing data, observation and model parameters

Spatial and temporal information required as inputs and for model parameters were

obtained for WGEW from https://www.tucson.ars.ag.gov/dap/. A model do-

main of 104 × 41 square cells on a 300-m resolution grid was developed. A digital

elevation model with a spatial resolution of 30 × 30 metres was obtained from SRTM
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Figure 6.1: a) Geographic location of Walnut Gulch Experimental Watershed and
location of monitoring stations, b) topography, c) soil texture, d) Soil land cover, and
e) geology
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Figure 6.1: a) Geographic location of Walnut Gulch Experimental Watershed and
location of monitoring stations, b) topography, c) soil texture, d) Soil land cover, and
e) geology (cont.)
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Table 6.1: Soil hydraulic parameters for general textural classes, based on Rawls
et al. (1982) and Clapp and Hornberger (1978): n is the porosity, b is the pore size
distribution parameter, and 𝜓 is the maximum soil matric potential

Texture n K𝑠𝑎𝑡 [𝑚𝑚ℎ−1]𝑎 b𝑏 𝜓 [𝑐𝑚]
Sand 0.437 117.8 4.05 12.1
Loamy sand 0.437 29.9 4.38 9
Sandy loam 0.453 10.9 4.9 21.8
Loam 0.463 3.4 5.39 47.8
Silt loam 0.501 6.5 5.3 78.6
Sandy clay loam 0.398 1.5 7.12 29.9
Clay loam 0.464 1 8.52 63
Silty clay loam 0.471 1 7.75 35.6
Sandy clay 0.43 0.6 10.4 15.3
Silty clay 0.479 0.5 10.4 49
Clay 0.475 0.3 11.4 40.5
𝑎 Rawls et al. (1982)
𝑏 Clapp and Hornberger (1978)

1 Arc-Second Global map (available at https://earthexplorer.usgs.gov). The

DEM was aggregated by averaging cells to the 300-m grid size. Textural character-

istics of soil and land cover, obtained as polygon files from https://www.tucson.

ars.ag.gov/dap/, were converted into model gridded data by assigning the value of

the polygon feature to the raster value. If there where various features falling into

one cell, the value of the local feature with maximum size were assigned as the raster

value. Based on the soil texture, baseline hydraulic properties required for modelling

were obtained from Rawls et al. (1982) and Clapp and Hornberger (1978) (see Table

6.1). Values of field capacity and wilting point required to estimate 𝐿𝑇𝐴𝑊 (see Fig.

5.2) were obtained assuming a matric potential of -33 kPa and -1500 kPa following

FAO guidelines (Walker, 1989). Soil rooting depth was specified according to land

cover, using reference values for different types of vegetation from (Lesschen et al.,

2004).

Stream positions were estimated from the 30 × 30 m DEM. The routing network at

the 30 × 30 m grid resolution was specified by defining a minimal upstream drainage

area threshold of 65 ha, which corresponds to the medium stream network resolution

specified in Heilman et al. (2008). Stream cells were then aggregated to the model

grid size, 300 × 300 m, to obtain the stream length at any given cell.

Stream width has a great variation over the catchment varying from 2 m in low

order streams up to 30 m in the trunk stream (Miller et al., 2000). However, as

there was not a source of the spatial variation of stream width for the catchment,
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stream width was assumed as 10 m for the whole model domain based on average

values observed across the whole catchment (Miller et al., 2000). A sensitivity of

channel width was not performed because in the model the channel width and the

saturated hydraulic conductivity are directly proportional to the transmission losses.

Hence, any change in any of the these parameters will result in proportional changes

in transmission losses. Additionally, the riparian zone at stream cells was specified

with a 40 m width, 15 m at each side of streams, based on measurements from publicly

available Google Earth imagery.

Rainfall

Point measurements of rainfall from 95 rainfall stations where used in the analy-

sis. Data is publicly available and was downloaded from https://www.tucson.ars.

ag.gov/dap/. Rainfall data was processed in two main stages. First, time series of

rainfall at every location (see Fig. 6.1) were aggregated at the specified model time

step and then spatially interpolated to the 30 × 30 m grid size using a Natural Neigh-

bour algorithm. In the second stage, the temporally gridded rainfall was spatially

aggregated at the resolution of the spatial domains considered for the analysis (300

m).

The timing and rainfall amount of the digital rain gauges at WGEW are regularly

calibrated (Goodrich et al., 2008) by comparing digital and analog gauges, there-

fore, it is assumed that precipitation measurements have low uncertainty. However,

interpolation and aggregation processes are highly likely to introduce error into the

rainfall estimation. Therefore, a source of uncertainty in the model can be attributed

to rainfall. Spatial and temporal aggregation of rainfall have been shown to severely

affect the performance of hydrological models (Faurès et al., 1995; Goodrich et al.,

1997, 1994; Yatheendradas et al., 2008). Errors up to 130 and 90 % for runoff volume

and peak discharge, respectively, have been reported on WGEW by previous studies

due to spatial aggregation in rainfall for specific events (Lopes, 1996).

Potential Evapotranspiration (PET) and latent heat flux observations

Potential evapotranspiration (PET) was calculated using hourly data from ERA5-

Land reanalysis (Hersbach et al., 2020) because this dataset enabled high temporal

resolution (1-hour) and owing to its potential to drive hydrological and land surface

models (Albergel et al., 2018; Alfieri et al., 2020; Tarek et al., 2020). Data from ERA5

have a spatial resolution of ≈9 km at the equator.

The Penman-Monteith approach, considered a standard method by the FAO (Food

and Agriculture Organization of the United Nations) (Allen et al., 1998), was chosen
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to estimate hourly PET due to its high accuracy to produce evapotranspiration values

under different climates and locations:

ETo =
0.408Δ (Rn −G) + 𝛾 37

Thr+273u2 (e
o (Thr) − ea)

Δ + 𝛾 (1 + 0.34u2)
(6.1)

where 𝐸𝑇0 is the reference evapotranspiration [mm h1], 𝑅𝑛 is the net radiation at

the grass surface [MJ m2 h1], 𝐺 is the soil heat flux density [MJ m2 h1], 𝑇ℎ𝑟 is the

mean hourly air temperature [C], 𝛿 is the saturation slope vapour pressure curve at

Tℎ𝑟 [kPa C−1], 𝛾 is the psychrometric constant [kPa C−1], e◦(Tℎ𝑟) is the saturation

vapour pressure at air temperature Tℎ𝑟 [kPa] 𝑒𝑎 is the average hourly actual vapour

pressure [kPa], and u2 is the average hourly wind speed [m s−1] at 2 m above the

surface.

Data from two AmeriFlux eddy covariance flux tower sites located within WGEW,

Lucky Hills (ES-SRC) and Kendall Grassland (US-Wkg), were available at the study

site for model evaluation of AET (Glenn et al., 2015; Scott, 2010). However, only

one site, US-Wkg, was considered for model evaluation due to its location far from

the influence of model boundary domain. Uncertainty in flux tower data is mainly

attributed to instrumental and random errors and it increases with flux magnitude

(Richardson et al., 2006; Schmidt et al., 2012). Mean relative errors for AmeriFlux

sites are approximately -5 % with deviations of ±16 % (Schmidt et al., 2012). Histor-

ical records from mid-2006 to 2018 were available for model evaluation. AmeriFlux

data are publicly available and were downloaded from https://ameriflux.lbl.gov/

sites/siteinfo/US-Wkg.

Soil moisture measurements

To evaluate modelled soil moisture, data from a cosmic-ray neutron sensor station

from the COSMOS network (Zreda et al., 2012) was used. The COSMOS station is

located within the Kendall subcatchment of WGEW (see Fig. 6.1). The raw data

(publicly available at http://cosmos.hwr.arizona.edu/Probes/StationDat/010/

index.php) were corrected for atmospheric pressure (Desilets et al., 2010; IAEA,

2017; ?), atmospheric vapour pressure (Rosolem et al., 2013), above ground biomass

and variation in background intensity using the standardised data processing Cosmic-

Ray Sensor Python tool (Power et al., 2021) for the period between mid-2010 and

2018.

Runoff measurements

Runoff at 11 small watersheds and the catchment outlet is regularly measured by

critical and subcritical depth flumes. However, due to the spatial scale and grid size
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of the model, three main flumes (F01, F02, F06) located along the main channel were

considered for the analysis (see Fig. 6.1). Flumes at WGEW have been designed

to capture the high variability of flow. Therefore, the reliability and accuracy of the

measurements have low uncertainty (Stone et al., 2008).

Groundwater observations

Available groundwater measurements at WGEW are very limited. Consequently,

the evaluation of surface-groundwater processes at the study site is very restricted.

Patchy information from three wells located close to the catchment outlet were avail-

able for the evaluation of model focused recharge (see Fig. 6.1). Daily and hourly

records for two periods: 16/07/1999-14/01/2004 and 08/08/2017-15/03/2019 were

available for the analysis.

Large gaps in water table records restrict the proper characterisation of the number

and magnitude of recharge events. However, the information available allows the

estimation of the overall change in the groundwater storage due to recharge occurring

between the two periods. Thus, these short but high resolution periods allow the

characterisation of the hydraulic characteristics of the aquifer system.

6.2.4 Model sensitivity analysis and calibration

An initial trial-and-error calibration of the model was performed to explore the pa-

rameter sensitivities of DRYP and to reduce the a priori parameter ranges used in the

second step. This first trial-and-error calibration considered only the performance of

the model to represent streamflow at the catchment outlet (flume F01). The cali-

bration was performed by applying spatially constant multiplicative factors (𝑘𝐾𝑠𝑎𝑡 ,

𝑘𝐷, 𝑘𝐾𝑐ℎ, 𝑘𝑘𝑇) to model parameters (𝐾𝑠𝑎𝑡 , 𝐷, 𝐾𝑐ℎ and 𝑘𝑇 , respectively). These pa-

rameters were used because they control the storage and the water partitioning of

components (surface and subsurface components) in the DRYP model for WGEW.

Parameters 𝑊 , 𝐾𝑐ℎ, and 𝑘𝑇 were assumed to be uniform over the entire catchment

due to the lack of spatial information, whereas the rest of parameters listed in Table

5.1 vary depending on their mapped spatial distribution. The initial manual calibra-

tion enabled a set of parameter ranges to be defined for a Monte Carlo experiment

to analyse the multi-parameter uncertainty of the model results. Then, a set of 1000

realisations was implemented for the analysis with parameters randomly generated

using a uniform distribution.

The Generalized Likelihood Uncertainty Estimation (GLUE) framework (Beven

and Binley, 1992) was used as the uncertainty analysis framework. The GLUE frame-

work considers that, owing to the uncertainty of the input data, model structure and
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limitations of boundary condition, there are multiple set of parameters that can pro-

duce acceptable simulations. To determine which simulations were considered as

acceptable (i.e. behavioural), a combination of two different ’goodness of fit’ indices

was used: Nash–Sutcliffe Efficiency (NSE) (Nash and Sutcliffe, 1970), and per cent

bias (PBIAS) defined as follows:

NSE = 1 −
∑𝑛
𝑖=1 (𝑂𝑖 − 𝑆𝑖)

2∑𝑛
𝑖=1

(
𝑂𝑖 −𝑂

)2 (6.2)

PBIAS (%) = 100 ·
∑𝑛
𝑖=1𝑂𝑖 −

∑𝑛
𝑖=1 𝑆𝑖∑𝑛

𝑖=1𝑂𝑖
(6.3)

where: 𝑂 represents the observation, 𝑂 is the arithmetic mean of observations, 𝑆

represents the model simulations, and 𝑛 is the number of observations.

In order to define behavioural models, a set of thresholds was specified for the

three indices. For streamflow, values of 𝑁𝑆𝐸 higher than 0.50 and 𝑃𝐵𝐼𝐴𝑆 less than

20 % (i.e. less than 1 % of the total water budget of the study area) were considered as

acceptable simulations. For soil moisture and actual evapotranspiration, only values

of NSE greater than 0.5 was used.

In order to combine these measures into a single performance metric, models which

did not meet these conditions were assigned a value of zero, whereas the indexes

were linearly scaled between 0 and 1 for rest of models. Scaling of 𝑁𝑆𝐸 values was

performed according to the following range: 0 for the minimum value (𝑁𝑆𝐸 = 0.5)

and 1 for the maximum value of 𝑁𝑆𝐸 which is also 1. For 𝑃𝐵𝐼𝐴𝑆, absolute values

were scaled by considering the maximum value (𝑃𝐵𝐼𝐴𝑆 = 20 %) equal to 0 and

the minimum (𝑃𝐵𝐼𝐴𝑆 = 0) equal to 1. The combined performance measure was

calculated as the product of all indexes considered in the analysis:

𝑝𝑖 =
∏
𝑘=1,2,6

𝑁𝑆∗𝑘 · 𝑃𝐵𝐼𝐴𝑆
∗
𝑘 (6.4)

where 𝑝𝑖 is the combined performance measure for the i-th parameter set, the ∗
signifies scaled values, and 𝑘 represents the variable considered in the analysis.

For soil moisture, a direct comparison between observation and simulations was

not possible due to differences between the representative soil depths of measurements

and simulations. Modelled soil moisture represents the water content of the entire soil

column specified by the rooting depth, whereas the observed soil moisture represents

the water content over a depth-averaged value, which can be characterised by an

effective soil depth that depends on the soil moisture itself (Franz et al., 2012). A
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direct comparison would result in the misrepresentation of high values of observed

soil water content by the model due to the attenuation of peak values over larger soil

depths. This problem has been solved by using exponential models that need to be

calibrated by using measurements at different soil depths (e.g. Albergel et al. (2008);

Wagner et al. (1999)). Therefore, to enable model-data comparisons that capture the

variation of both high and low values of soil moisture observations, scaling of observed

soil moisture was performed by the following expression:

𝑂∗ = 𝑂𝛼 + 𝑆𝑚𝑖𝑛 (6.5)

where: refers to the scaled value, and 𝛼 is estimated by:

𝛼 =
log |𝑆𝑚𝑎𝑥 − 𝑆𝑚𝑖𝑛 |
log |𝑂𝑚𝑎𝑥 −𝑂𝑚𝑖𝑛 |

(6.6)

The period between 01/01/2007 and 01/01/2018 was the temporal domain for

model simulations at WGEW, with a warm-up period of one year prior to this pe-

riod. This period matches the overlapping period of streamflow observations and flux

tower observations. Soil moisture was evaluated for a shorter period of available data

01/10/2010 and 01/01/2018. Additionally, modelled soil moisture for the COSMOS

site was obtained by spatial averaging the 9 cells located around the COSMOS sta-

tion to match the effective COSMOS footprint diameter ( 700m) (Desilets and Zreda,

2013).

6.2.5 Focused Recharge Evaluation

Owing to the deep water table, groundwater - surface water interactions are consid-

ered to be uni-directional (see Chapter 3 and 4). Given the spatial and temporal

scales of the model, this was required to give a more detailed representation of hy-

draulic head resulting from the simulated recharge. Therefore, the evaluation of the

modelled recharge was performed separately by developing a 2D transect model. The

groundwater component of DRYP was used ’offline’ from the catchment model, to

represent the changes in the water table due to recharge generated from the DRYP

catchment model.

The 2D model was set in order to capture the small spatial influence of focused

recharge on the water table. Focused recharge will produce a local mounding within

the water table that will lead to an initial steep recession due to the nonequilibrium

flow. The steep recession will eventually be attenuated and will reach a linear shape

governed by the regional groundwater recession (Cuthbert, 2014). This is a common
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process in dryland regions where the recharge is sporadic. This linear recession has

also been reported by Goodrich et al. (2013) at WGEW.

A schematic representation of the model and the geometrical characteristics of the

model domain are shown in figure 6.2. The model domain consisted of 1 × 100 grid

shape and one layer. Grid size elements were specified as 100 × 15 metres. Values of

specific yield, 𝑆𝑦 [-], were assumed to vary between 7-9% according to hydrogeological

reports of aquifers with similar geological characteristics (cemented conglomerates),

taken from locations close to WGEW (Pool and Schmidt, 1997; USBR, 1977). Flow

rates for the linear recession were calculated considering the head changes over a pe-

riod between 2002-2004. This period corresponds to water table changes at which the

groundwater mounding dissipated due to the input pulse (see Fig. 5.2). Considering

the range of variation of 𝑆𝑦, the flux boundary conditions varies from 0.00007-0.00009

m3 d−1.

Figure 6.2: Conceptual model for evaluation of estimated focused recharge, and a
diagram for model setup

6.3 Results

6.3.1 Spatio-temporal visualisation of model process simula-
tion at WGEW

The ability of the model to capture the dynamics of dryland hydrological processes is

illustrated for WGEW in Figure 6.3. The best model (see following section) captures

the emergence of ephemeral flow conditions for specific storms, as well as the spatio-

temporal changes in soil moisture. It can be seen how, for a given initial soil moisture

condition, the production of runoff due to a rainfall event falling over only the central

part of catchment results in the concentration of flow along the stream. As water

moves downstream, the stream loses water via transmission losses, which ultimately

consumes almost all the available water by the time runoff reaches the catchment

outlet (flume F01 in Figure 6.3c).
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Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum

ut, placerat ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu

libero, nonummy eget, consectetuer id, vulputate a, magna. Donec vehicula augue eu

neque. Pellentesque habitant morbi tristique senectus et netus et malesuada fames

ac turpis egestas. Mauris ut leo. Cras viverra metus rhoncus sem. Nulla et lectus

vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor gravida placerat.

Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem vel leo

ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at,

mollis ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis

nibh mi, congue eu, accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet orci

dignissim rutrum. Nam dui ligula, fringilla a, euismod sodales, sollicitudin vel, wisi.

Morbi auctor lorem non justo. Nam lacus libero, pretium at, lobortis vitae, ultricies

et, tellus. Donec aliquet, tortor sed accumsan bibendum, erat ligula aliquet magna,

vitae ornare odio metus a mi. Morbi ac orci et nisl hendrerit mollis. Suspendisse

ut massa. Cras nec ante. Pellentesque a nulla. Cum sociis natoque penatibus et

magnis dis parturient montes, nascetur ridiculus mus. Aliquam tincidunt urna. Nulla

ullamcorper vestibulum turpis. Pellentesque cursus luctus mauris.

Nulla malesuada porttitor diam. Donec felis erat, congue non, volutpat at, tinci-

dunt tristique, libero. Vivamus viverra fermentum felis. Donec nonummy pellentes-

que ante. Phasellus adipiscing semper elit. Proin fermentum massa ac quam. Sed

diam turpis, molestie vitae, placerat a, molestie nec, leo. Maecenas lacinia. Nam ip-

sum ligula, eleifend at, accumsan nec, suscipit a, ipsum. Morbi blandit ligula feugiat

magna. Nunc eleifend consequat lorem. Sed lacinia nulla vitae enim. Pellentesque

tincidunt purus vel magna. Integer non enim. Praesent euismod nunc eu purus. Do-

nec bibendum quam in tellus. Nullam cursus pulvinar lectus. Donec et mi. Nam

vulputate metus eu enim. Vestibulum pellentesque felis eu massa.

6.3.2 Characterisation of the temporal variation in simulated
variables

Calibration using the trial-and-error method showed that streamflow showed particu-

lar sensitivity to the parameters 𝐾𝑠𝑎𝑡 , 𝐷, 𝐾𝑐ℎ and 𝑘𝑇 . This informed a set of parameter

ranges that were used in the Monte Carlo analysis as follows: for hydraulic conduc-

tivity at the channel, 𝑘𝐾𝑐ℎ, 0.10 and 0.30, for 𝑘𝐾𝑠𝑎𝑡 0.20 and 0.50, for 𝑘𝑘𝑇 3-10, and

𝑘𝐷 0.80 and 1.20. The Monte Carlo analysis resulted in 21 behavioural models with

values of 𝑝 above zero. The calibrated parameters for the best simulation were 𝑘𝐾𝑐ℎ
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= 0.21, 𝑘𝐴𝑊𝐶 = 1.02, 𝑘𝐾𝑠𝑎𝑡 = 0.30, and 𝑘𝑘𝑇 = 7.7. A factor of 𝑘𝑘𝑇 = 7.7 applied

to default value of 𝑘𝑇 (0.083) represents a flow velocity of 0.41 m s−1 in the channel.

Soil moisture

The DRYP model demonstrates skill at capturing the dynamics of the soil mois-

ture (Fig. 6.4b) with values of 𝑁𝑆𝐸 around 0.69. Discrepancies in the magnitude of

peak values are likely the result of scaling, so simulations are not able to account for

the variation of the effective measurement depth of COSMOS water content estimates

(Franz et al., 2012, 2013). The effective COSMOS measurement depth is greater for

low values of soil water content (≈33 cm), whereas, for higher values of water content

Figure 6.3: Spatio-temporal visualisation of model process simulation at WGEW, a)
rainfall event, b) soil moisture previous to the rainfall event, c) ephemeral stream for
the rainfall event, and c) soil moisture after the rainfall event; x and y axes distance
units are in metres.
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Figure 6.3: Spatio-temporal visualisation of model process simulation at WGEW, a)
rainfall event, b) soil moisture previous to the rainfall event, c) ephemeral stream for
the rainfall event, and c) soil moisture after the rainfall event; x and y axes distance
units are in metres (cont.).
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the effective measurement depth is shallow (≈16 cm). However, discrepancies may

also reflect the limited ability of the soil moisture model to represent high variations

occurring at shallow depths of the soil layer, due to the use of a single store. Nev-

ertheless, it is encouraging that DRYP captures the time series dynamics of the soil

moisture signal recorded at the COSMOS station.

Evapotranspiration

The DRYP model also captures (𝑁𝑆𝐸 ≈0.7) the seasonality and the overall tem-

poral variation in evapotranspiration, a dominant component of the water budget in

drylands (Fig. 6.4b), although peak values are generally overpredicted after long dry

periods. Nevertheless, discrepancies between flux tower data and simulated AET up

to 15% for one year have been reported for grassland vegetation in previous studies

(Scott, 2010; Twine et al., 2000), and such errors are mainly attributed to the inherent

uncertainty in rainfall and latent heat flux measurements (Scott, 2010).

Streamflow

DRYP is also able to reproduce the seasonality and the monthly production of

runoff at the outlet of the catchment (F01, 𝑁𝑆𝐸 0.9) (Fig. 6.4c), as well as at

the two upstream flumes (F02, F06) considered in the analysis (𝑁𝑆𝐸 ¿ 0.60) (Figs.

6.4d and 6.4e). However, monthly values at flumes F02 and F06 are overpredicted

in 2012, perhaps reflecting the development of a crusting layer in previous dry years

(e.g. 2009, 2011), a process not included in the model. On the other hand, low

production of runoff during wet years (e.g. 2015) may be attributed to the energy

of high intensity rainfall events removing such a crusting layer from the top of the

soil, which in turn results in the increase of infiltration rates (Becker et al., 2018).

Additionally, the spatial aggregation of the DEM causes slight inaccuracies in the

estimated contributing areas for different streams. This affects not only the volume

but also the timing of streamflow events, which may result in over/under prediction

of streamflow events and may ultimately affect the overall water budget.

Groundwater recharge

Owing to the short period of available data to evaluate the simulations of ground-

water recharge, the simulation period for the best model was extended to a period

between 01/01/2000 and 01/01/2019. Results of the 2D model show how the amount

of water percolated from the streambed via focused recharge affects the water table

elevation (see Fig. 6.5). It can be seen that for the last period of available data, mid

2017 to late 2018, the model captures the changes in the water table due to focused

recharge. For the period between 01/01/2000 and 01/01/2004, at which the model was

not evaluated for streamflow, soil moisture or AET, the model is still able to capture
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Figure 6.4: Comparison between observed and simulated values of monthly temporal
variation (left) and monthly distribution (right) of a) monthly precipitation (left
axes) and yearly precipitation (right axes), b) soil moisture at the COSMOS Kendall
location, c) actual evapotranspiration at Kendall, d) streamflow at flume F06, e)
streamflow at flume F02, and f) streamflow at flume F01. See Fig. 5.4 for station
locations.
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the recharge from the year 2002. This shows that DRYP is able to represent well the

spatial and temporal variation of water partitioning between precipitation and runoff,

and despite the simplicity of the flow routing and transmission losses approach, the

model shows that is robust to represent the focused groundwater recharge. For the

year 2001, where a high streamflow event is not captured by DRYP, the recharge is

underestimated and consequently, so is groundwater mounding. However, the overall

linear recession rate, which expresses the ratio of long term recharge to specific yield

(Cuthbert, 2014; Cuthbert et al., 2016), is simulated well.

In general, results from DRYP suggest that the model has good skill to simulate

the water partitioning for the evaluated period. The amount of water required to pro-

duce and increase the water table matches the observations for the aquifer properties

specified for the study area.

Figure 6.5: Comparison of simulated and observed values of water table elevation
estimated by the 2D numerical simulation. The modelled recharge obtained from
DRYP (grey) was used as model input for the 2D model

6.3.3 Water balance

Precipitation shows a high annual variability for the evaluated period in relation to

the mean value (295 mm yr−1). The range of variation includes the lowest value of

200 mm yr−1 corresponding to the 2011 and reaches a value of up to ≈400 mm yr−1

in 2015 (Fig. 6.4a). This variability in input precipitation translates into variability

in the annual water partitioning for WGEW. For the evaluation period, 01/01/2007

to 01/01/2018, water balance estimates from the best model show that 92 % of

the total precipitation infiltrates into the soil (see Fig. 6.6). However, almost all

infiltrated water returns to the atmosphere as evapotranspiration, representing 89 %

of the total precipitation. A small proportion, ≈3 % of the total precipitation, remains

in the soil, and this stored water corresponds mainly to wetter years of the simulation
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period (2014, and 2015). Only a small percentage, less than 0.03 %, percolates as

diffuse recharge contributing to groundwater storage. Water that does not infiltrate

into the soil (8 % of the precipitation) is routed downstream. However, this amount

of water is consistently reduced by transmission losses, representing ≈7 % of the

precipitation. Water entering the riparian zone via transmission losses is partitioned

into evapotranspiration and focused recharge.

Evapotranspiration consumes up to 60 % of these transmission losses representing

≈4.5 % of the total precipitation. This shows how transmission losses play an impor-

tant role in the availability of water for plant evapotranspiration and ecohydrological

process occurring in riparian areas. This result is broadly consistent with previous

studies showing values of 20 mm yr−1 or 5.5 to 7 % of the total precipitation (Re-

nard, 1970; Renard et al., 2008). The amount of surface water leaving the catchment

represents less than 1.0 % of the total amount of precipitation falling over the catch-

ment. These values highlight the impact of transmission losses on the streamflow and

aquifer recharge. The main contributor to the total amount of groundwater recharge

is focused recharge (≈2.5 % of precipitation).

Figure 6.6: Average fluxes of different components of the water budget of WGEW
for the simulated period, 01/01/2007 to 01/01/2018. Blue arrows show input fluxes,
green arrows represent water leaving the catchment, orange arrows represent internal
surface and unsaturated zone fluxes, and yellow arrows represent water moving to the
saturated zone (not modelled), values in brackets represent the percentage estimated
in relation to the precipitation.

6.4 Conclusions

The performance of the parsimonious model, DRYP, to quantify water fluxes and

partitioning was evaluated by using stream flow, soil moisture, evapotranspiration
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and groundwater level data from the semi-arid Walnut Gulch Experimental Watershed

(Arizona, USA). The ability of the model to produce behavioural simulations that

match observed phenomena was evaluated based on multi-parameter Monte Carlo

experiments for a range of objective performance metrics.

Overall, DRYP is demonstrably effective for estimating the spatio-temporal vari-

ation in the main components of the dryland water balance. It is both parsimonious

and computationally efficient, enabling a wide range of parameter and structural un-

certainties to be resolved. For Walnut Gulch, it was found that focused recharge

represents between ≈2.5 % the total amount of rainfall, whereas diffuse recharge is

below 0.03 %. Evapotranspiration is the dominant process above 90% of water leaving

the catchment. The results also show that evapotranspiration from riparian areas also

plays an important role in groundwater recharge since the amount of water becoming

focused recharge is only around 40% of the transmission losses.
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Chapter 7

Assessing the uncertainty of water
partitioning at WGEW: a
multi-scale analysis

7.1 Introduction

Chapter 6 showed that DRYP has the ability to effectively estimate the main compo-

nents of the water balance in the semi-arid Walnut Gulch Experimental Watershed.

However, the influence of the spatio-temporal scale of processes description within

DRYP has not yet been evaluated. Spatial and temporal scales of model processes

and underlying model structure influence the quantification of water partitioning

into fluxes and storage comprising the water balance (Blöschl et al., 1995; Blöschl

and Sivapalan, 1995a; Kipkemoi et al., 2021; Scheidegger et al., 2021). At different

scales, different processes may become dominant (Barthel and Banzhaf, 2016; Beven,

1991, 1995, 2001; Blöschl and Sivapalan, 1995b; Fenicia et al., 2008; Merz et al.,

2009). Therefore, assessing the scale-dependence of dominant hydrological processes

is of key importance for understanding the main controls on water partitioning for

a catchment. Given the spatial-temporal variability of hydrological processes in arid

and semi-arid regions, understanding the sensitivity of factors controlling water par-

titioning at different spatial-temporal scales will not only give insights into the trans-

ferability of processes at different scales, but it will also enhance understanding of

the likely impacts of variation in climatic forcing on quantification of water balance

components.

To meet this research challenge, the influence of model structure as well as the

spatial and temporal scaling of processes within DRYP is investigated in this Chapter.

TheWalnut Gulch Experimental Watershed (WGEW) was again used for the analysis,
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given its unparalleled density of available high quality hydrometeorological data. The

impact of model resolution on fluxes and states was investigated by changing model

grid size, time step, and the temporal resolution of forcing data. In addition, model

structure was evaluated by comparing several infiltration approaches for surface water

partitioning.

7.2 Methods

7.2.1 Study Site

A full description of the WGEW study site is presented in Chapter 6, including

locations of observation stations for rainfall, streamflow, soil moisture, and latent

heat, shown in Chapter 6, figure 6.1.

7.2.2 Model Scale Analysis

Scale dependence of modelled water partitioning at WGEW was evaluated by con-

sidering different spatial and temporal scales. This was done by using three model

grid sizes (300m, 1km, and 5km) and three model time steps (15min, 1h and 24h). In

most dryland regions, the lack of data (especially streamflow measurements) severely

restricts hydrological model evaluation, yet such models are sorely needed in data-

sparse areas. Therefore, in order to evaluate DRYP’s efficacy in representing the

key hydrological processes with limited data available for evaluation, two scenarios of

data availability were considered for this analysis: i) use of data from three stream-

flow flumes along the main channel, along with soil moisture and evapotranspiration

data, and ii) use of only one flume at the catchment outlet as well as evaporation and

soil moisture. For both data scenarios, the Kendall station (see Fig. 6.1) was used for

evaluation of soil moisture and evapotranspiration, as described in more detail below.

7.2.3 Model settings and parameterisation

Topography and surface characteristics

Topography for each grid size (300m, 1km, and 5km) used in the analysis was ob-

tained by spatially aggregating the digital elevation model (DEM) of WGEW (SRTM

1 Arc-Second Global map, see Section 6.2.3 for more details).

Stream location and stream length for each grid size were also estimated from the

30 × 30 m grid size DEM following a similar approach described in section 6.2.3 (see

Fig. 7.1b).
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Hydraulic properties derived from soil texture required in DRYP were obtained

from Rawls et al. (1982) and Clapp and Hornberger (1978) (see Table 6.1 and section

6.2.3). Soil rooting depth was specified according to land cover and using reference

values for different types of vegetation from Lesschen et al. (2004) (see Fig. 7.1e).

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum

ut, placerat ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu

libero, nonummy eget, consectetuer id, vulputate a, magna. Donec vehicula augue eu

neque. Pellentesque habitant morbi tristique senectus et netus et malesuada fames

ac turpis egestas. Mauris ut leo. Cras viverra metus rhoncus sem. Nulla et lectus

vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor gravida placerat.

Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem vel leo

ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at,

mollis ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis

nibh mi, congue eu, accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet

orci dignissim rutrum.

Rainfall

Rainfall data (see Section 6.2.3) was processed in two main stages: first, per

minute time series of rainfall at every location (see Fig. 6.1) were aggregated to the

specified model time step and then spatially interpolated to a 30 × 30 m grid size

using a Natural Neighbour algorithm. In the second stage, the temporally gridded

rainfall was spatially aggregated to the resolution of the spatial domains considered

for the analysis (300m, 1km, and 5km).

7.2.4 Potential Evapotranspiration (PET), latent heat flux,
and soil moisture observations

A complete description of the potential evapotranspiration (PET) is presented in

Chapter 6. Similarly, latent heat flux at Kendall Grassland (US-Wkg) from the

AmeriFlux eddy covariance flux tower site (Fig. 6.1) and soil moisture data from

Kendall Cosmos station (Fig. 6.1) used for model evaluation are also presented in

Chapter 6,

Runoff measurements

The spatial aggregation of the DEM of the study site have a major impact on the

distribution of contributing areas at subcatchment level (see Chapter 6). Variations

in areas of up to 800 % for small catchments were found when comparing gridded

data and values reported by Heilman et al. (2008) (considered here as a baseline).

Therefore, only three flumes (F01, F02 and F06) along the main channel were used
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for the analysis (see Fig. 6.1). For the three flumes considered in the analysis,

the following variations were estimated: at the catchment outlet, flume F01, the

contributing area for the three model grid sizes (300 m, 1 km, and 5 km), varied from

the baseline by 2, 8.5 and -2 %, respectively. At flume F02, contributing area varied

by 3, 13, and -2 % for the 300 m, 1 km, and 5 km model grid sizes, respectively. At

flume F06, it varied by 4, -5, and -42 %. A more detailed description of the streamflow

data is presented in section 6.2.3.

7.2.5 Model Calibration, sensitivity and uncertainty analysis

The calibration was performed following a similar approach considered in the section

6.2.4 of chapter 6 where multiplicative factors 𝑘𝐾𝑠𝑎𝑡 and 𝑘𝐴𝑊𝐶 were applied to 𝐾𝑠𝑎𝑡

(hydraulic conductivity) and 𝐿𝑇𝐴𝑊 (available water content), respectively. Parame-

ters 𝐾𝑐ℎ (channel hydraulic conductivity) and 𝑇 (recession time of streamflow) were

changed globally (see Table 5.1 and Chapter 5 for parameter descriptions).

Similar to Chapter 6, the Generalised Likelihood Uncertainty Estimation (GLUE)

framework (Beven and Binley, 1992) was considered to evaluate the uncertainty of the

model due to parameter sets. However, in addition to the Nash–Sutcliffe Efficiency

(NSE) (Nash and Sutcliffe, 1970) (Eq. 6.2) and the per cent bias (PBIAS) (Eq. 6.3),

the coefficient of determination (R2) was also used for selecting behavioural models:

𝑅2 =

(
𝑛 · ∑𝑛

𝑖=1𝑂𝑖 · 𝑆𝑖 −
∑𝑛
𝑖=1𝑂𝑖 ·

∑𝑛
𝑖=1 𝑆𝑖

)2[
𝑛 · ∑𝑛

𝑖=1𝑂
2
𝑖
−

(∑𝑛
𝑖=1𝑂𝑖

)2] [
𝑛 · ∑𝑛

𝑖=1 𝑆
2
𝑖
−

(∑𝑛
𝑖=1 𝑆𝑖

) )2] (7.1)

where: 𝑂 represents the observation, 𝑂 the arithmetic mean of observations, 𝑆 the

model simulations, and 𝑛 the number of observation available.

Similarly to section 6.2.4, values of NSE greater or equal to 0.50 and PBIAS less

or equal to 20 % were used to select acceptable simulations when streamflow was

evaluated. However, for the number of events, values of R2 greater than 0.5 were

considered to be good behavioural models. For soil moisture and actual evapotran-

spiration, values of NSE greater than 0.5 were included. Soil moisture values were

scaled by using the equations 6.5 and 6.6 before the comparison.

All these parameters were again combined into a single performance metric after

scaling all values between 0 and 1 as follows (see Section 6.2.4 for more details):

𝑝𝑖 =
∏
𝑘=1,2,6

𝑁𝑆∗𝑘 · 𝑃𝐵𝐼𝐴𝑆
∗
𝑘 · 𝑅

2 (7.2)
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where 𝑝𝑖 is the combined performance measure for the i-th parameter set, the ∗ means

scaled values, and 𝑘 represents the variable considered in the analysis.

The period between 01/01/2006 and 01/01/2018 was used for model simulations,

with a warming-up period of one year. This period matches the period of eddy flux

tower observations. Soil moisture was only evaluated for the period of available data.

A total of 36000 simulations were performed in the uncertainty analysis. This

total number is comprised of: 1000 simulations based on random combinations of

parameters from a uniform distribution for each Monte Carlo realisation of each of

the four infiltration approaches (Philip’s, Schaake, upscaled GA, and modified GA),

three time resolutions (15min, 60min, and 24h), and three grid resolutions (300m,

1km and 5km).

Parameters and their ranges of variation for each model structure, grid size and

temporal scale are shown in Table 7.1. Selected parameters and their corresponded

ranges were chosen based on their sensitivity, which was evaluated in a preliminary

analysis. The production of runoff was the main focus of this preliminary analysis.

Thus, by trial and error, the parameters that control infiltration (e.g. 𝐾𝑠𝑎𝑡) and

channel transmission losses (e.g. 𝐾𝑐ℎ and 𝑇) were varied until runoff and streamflow

reached values 20% and 5% of the total precipitation. This percentages were assumed

reasonable considering that previous studies reported values of 8% and <1% fot runoff

and streamflow, respectively (Renard, 1970; Renard et al., 2008).

7.2.6 Uncertainty due to temporal resolution of rainfall

In drylands, rainfall is typically short-lived but delivered in intense bursts, where

storms often last less than an hour. This high intensity, short duration rainfall is

an important control on the water balance in drylands. Therefore, the representa-

tion of the temporal resolution of rainfall is a key component of DRYP. In order to

understand how rainfall resolution affects hydrological partitioning in the model, a

set of numerical simulations was performed which systematically varied the temporal

resolution of rainfall (from 3 h to 24 h to 7 days). These simulations were used to

test the sensitivity of streamflow, actual evapotranspiration and soil water content to

input rainfall resolution.
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Table 7.1: Prior parameter range for each component and infiltration approach con-
sidered in the Monte Carlo analysis; parameters starting with ’k’ mean that it is a
factor of the model parameter. Infiltration approaches are specified as P for Philip’s
model, G for Upscaled Green and Ampt, S for Schaake model, and M for Modified
Green and Ampt.

Component
Parameter

Infiltration Transmission losses

Model kKsat [-] kdt [-] Kch [m/d] 𝑇 [h]

Grid Time P G M𝑎 S𝑏 All𝑐

300m
15min 0.05-0.20 0.20-0.40 0.30-0.50 4.9-4.5 0.30-0.60 0.1-0.3
60min 0.015-0.20 0.05-0.20 0.10-0.30 2.2-2.8 0.20-0.50 0.1-0.3
24h 0.005-0.025 0.015-0.045 0.005-0.025 10.0-15.0 0.005-0.0245 0.1-0.3

1km
15min 0.05-0.20 0.75-0.25 0.55-0.75 5.5-6.5 0.02-0.060 0.1-0.3
60min 0.01-0.10 0.05-0.35 0.15-0.30 5.5-6.5 0.50-0.90 0.1-0.3
24h 0.005-0.025 0.02-0.06 0.04-0.06 10.0-16.0 0.02-0.060 0.1-0.3

5km
15min 0.07-0.27 0.23-0.43 0.003-0.023 14-18 7.0-8.0 0.1-0.4
60min 0.055-0.075 0.1-0.3 0.03-0.23 3.0-5.0 2.0-5.0 0.1-0.5
24h 0.003-0.023 0.027-0.047 0.013-0.036 0.35-0.65 0.07-0.28 0.1-0.6

𝑎 𝜎𝐾𝑠𝑎𝑡 for the upscaled GA was assumed to vary uniformly between [0.1-1.5] (see eq: 5.5)
𝑏 k𝐾𝑠𝑎𝑡 for the Shaake model was assumed 1
𝑐 kAWC was assumed to vary uniformly between [0.9-1.1]

7.3 Results and Discussion

7.3.1 Sensitivity and uncertainty analysis

Three flume evaluation criterion

Figure 7.2a shows the overall performance (𝑝-value) against the number of valid

models. Only the best model for each structure, grid and time step are plotted.

Model characteristics are labelled according to the following nomenclature: infiltra-

tion model-grid-time step. Models at the 5-km resolution are not included in the

plots because simulated catchment areas at flumes F02 and F06 did not match the

topographical areas with sufficient accuracy (see Sect. 7.2.5).

The performance of the model varies highly with space, time, and model structure.

Although not shown, models were mostly rejected due to higher values of streamflow

PBIAS and low correlation on the number of events. More behavioural models are

represented by the modified GA approach, but no behavioural models resulted from

the Schaake approach. The best model uses the modified GA at the spatial and

spatial resolution of 300 m and 60 min, respectively (M/300m/60min) followed by

the Philip’s model at the spatial and temporal resolution of 300 m and 15 min,

respectively (P/300m/15min).
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Valid models show good skill at representing both the soil moisture and AET

with NSE values > 0.65 (Fig. 7.2b). The model, M/300m/60min, best represented

the dynamic of soil moisture, whereas the M/1km/15min is the best for represent-

ing actual evapotranspiration. At a temporal resolution of 15 min, the modified GA

model shows a slight reduction in the performance for both AET and soil moisture

outputs when the spatial resolution is increased from 1 km to 300 m. When the

temporal resolution is decreased from 15 min to 60 mins, the representation of the

soil moisture improves, but the AET performance declines from NSE values above

0.70 to a value around 0.63. The results show that the temporal scale of the model

substantially affects the performance of the model to represent evapotranspiration

more than soil moisture. The latter result can be attributed to the better represen-

tation of the temporal variability of rainfall and its influence on water availability

for evapotranspiration at small time steps in the model. The temporal aggregation

also affects those processes that have a high frequency, such as channel routing as

described below.

Figure 7.2c shows model performance in relation to the number of streamflow

events for flume F01 against flume F06. Models at spatial resolution of 5 km have

also been added to the figure in order to evaluate temporal variability of the model

at coarser scales (even though they were rejected based on mismatching contributing

areas-see above). Again, both model scale and model structure greatly influence

DRYP’s performance. In general, the analysis shows a high R2 index (>0.6) for all

models, and the P/300m/15min demonstrates the best performance at both flumes.

For the 5-km grid size, the best models are the ones that use the Philips approach

at both 15 min and 60 min time steps. Models with a time step of 24 h also appear

to have good performance, despite the coarser temporal and spatial scale. This is

attributed to less restrictions applied at 24 models, since they are only evaluated at

flume F01. However, high values of R2 are attributed to the high correlation between

precipitation and streamflow event combined with the ability of the model to capture

the development of ephemeral streams.

The bottom panels of figure 7.2 show the estimated NSE against the PBIAS

for streamflow at the three flumes considered in the analysis. Results for models

at 5-km grid size were only evaluated at flume F01 because at upstream flumes the

simulated catchment areas differed substantially from measured contributing drainage

areas, as stated in section 7.2.5. In general, accepted models capture the dynamics

of streamflow events, represented by high values of NSE (>0.5), but they have less

skill at capturing the overall mass fluxes at flume F01, indicated by high values of
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PBIAS. The best model in this case is also the M/300m/60min, which has the lowest

PBIAS and a very high NSE value, similar to the P/300m/15min and M/300m/15min

models. The skill of DRYP to capture streamflow dynamics at the upstream flumes

decreases with distance to the catchment outlet, as can be seen in figures 7.2e and

7.2f. At flume F02, the best model is P/300m/15min (fig. 7.2e), whereas at flume

F06, the best model is M/300m/60min (fig. 7.2e). Only one model was found to

be valid at the 1-km grid size, which is likely attributed to great variation in the

contributing areas at flume F02 for this coarser spatial resolution.

Figures 7.2d, e and f show that the flow routing approach plays an important role

in the model performance for both runoff and transmission losses. Therefore, stream-

flow is the main factor that controls the selection of valid DRYP models. However, for

the WGEW basin it is also important to consider that the proportion of streamflow

in relation to other components of water balance is small, with values <1 % at the

catchment outlet. Therefore, a PBIAS threshold of 20 % can yield accurate results

for the study area, as it will only represent ≈0.2 % of the amount of precipitation.

The results of this multi-scale also illustrate the importance of rainfall partitioning

between runoff and infiltration which, in addition to the flow routing approach, can

lead to great uncertainty in model estimations. Results show that the highly dynamic

temporal variation of streamflow flow events is influenced by the temporal scale of the

model, which in turn impacts the timing and consequently spatial variation of stream-

flow events. Finally, these results show the challenges for a simple model in capturing

the strong spatial and temporal variations of streamflow present in drylands.

For behavioural models with 𝑝 >0, the distribution of parameters which greatly

impact the model performance are shown in figure 7.3. Results show a narrow dis-

tribution for parameters that control the production of runoff (Fig. 7.3a) and the

corresponding transmission losses (Fig. 7.3b), whereas parameters that control the

flow routing show a broader distribution (Fig. 7.3c). A narrow distribution of a fitted

parameter from the Monte Carlo analysis means that model results are quite sensitive

to such model parameters.

Figure 7.3a shows that values of k𝐾𝑠𝑎𝑡 depend on the model structure and the

spatial and temporal scales. Values of 𝑘𝐾𝑠𝑎𝑡 for the modified GA model are greater

than those of the Philips model. This variation indicates that the model structure

greatly impacts the production of runoff. Models with the modified GA produce high

volumes of infiltration at the onset of a rainfall event, which in turn influences the

production of runoff and consequently transmission losses. It can also be seen on
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Figure 7.2: Indexes estimated for the best models selected according to the combined
performance metric ’p’ based on the evaluation of flumes F01, F02 and F05, and
soil moisture and AET at Kendall. a) Estimated ’p’ against the number of valid
models resulted from the Monte Carlo analysis for different grid size, time-step, and
infiltration approach. b) NSE for the soil moisture (SM) estimated at the Kendall
location against NSE of the evapotranspiration at Kendall location. c) R2 of flumes
F06 against F01. Part d, e and f) represent the NSE against the PBIAS for the three
flumes located along the main channel, flume F01, F02 and F06. Results at 5km
grid size were evaluated only at flume F01. Models are represented as P = Philip’s,
S = Schaake, G = upscaled Green and Ampt, and M = modified Green and Ampt.
Models at 5-km grid size were not used to evaluate evapotranspiration
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figure 7.3a, that as the spatial or temporal scale of the model increases, the mag-

nitude of the 𝐾𝑠𝑎𝑡 has to be reduced in order to capture the production of runoff.

This is understandable, since the peaks of rainfall events are flatter as the spatial

and temporal aggregation of the model increases (coarser and longer duration) and

lower rates of infiltration are needed to produce runoff. For example, for the modified

GA, the multiplicative factor 𝑘𝐾𝑠𝑎𝑡 for hydraulic conductivity was reduced from 0.4

for the 300m/15min models to 0.01 for the 5km/24h models. Similarly, the magni-

tude of the parameter that controls the transmission losses was reduced in order to

capture the influence of the temporal scale of the model (Fig. 7.3b). However, less

variation between model structures was observed in comparison to model the spatial

and temporal resolution.

Figure 7.3: Parameter distributions for acceptable model simulations based on the
evaluation at flumes F01, F02 and F06, and soil moisture and AET at Kendall.
Results at the 5-km grid size were evaluated only at flume F01

Single flume evaluation criterion

Figure 7.4 shows the results of the model evaluation using the combined perfor-

mance metric (𝑝) (Eq. 7.2) using only one flume (F01 – at the catchment outlet).

Figure 7.4a shows the overall model performance against the number of valid models.

Models with a grid size of 5 km have been excluded here because it was not possible

to evaluate their performance for soil moisture and evapotranspiration outputs.

Using only one flume in evaluation, results in valid models with very similar per-

formance and only slight variations between them. Due to this less restrictive evalua-

tion criterion, more models are considered behavioural. However, for this scenario all

models at the 24-h time step and those using the Schaake infiltration structure failed

to meet the behavioural criteria. For this single flume scenario, behavioural models

generally show variations in performance depending on their structure, grid size and

time step, with the best model being the P/300m/15min, a result that contrasts with

the 3-flume evaluation criteria, where M/300m/60min was the best model.
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The performance of DRYP for the 1-flume evaluation criterion with respect to soil

moisture and evapotranspiration show slightly higher values in relation to the 3-flume

evaluation criteria with values of NSE for evapotranspiration above 0.65 (fig. 7.4b).

Models at the 1-km spatial resolution and 60-min time step perform better in terms

of representing evapotranspiration, a result that agrees with the 3-flume scenario.

These results show that the model is robust in representing the evapotranspiration.

Behavioural models also perform well in terms of representing the number of

streamflow events with values of R2 above 0.6 (fig. 7.4c). The Philips and upscaled

GA models show the best performance in this regard, with both showing similar values

of R2. Almost all 5-km grid size models appear to perform well for representing the

number of streamflow events (fig. 7.4c).

In terms of representing streamflow, models show good performance at flume F01

with values of NSE >0.85 and PBIAS <3 % (fig. 7.4d). The best model is the

Philips at 300-m grid size and 15-min time step, which has the highest NSE (>0.9)

and PBIAS close to zero. Models at 5-km grid size resolution also performed well

evidenced by high values of NSE and low PBIAS. However, at flumes F02 and F06

(see Fig. 7.4e and f, respectively), these models perform poorly with values of PBIAS

above 20 % for flume F02 and >30 % for flume F06.

The distributions of parameter sets for behavioural models are presented in figure

7.5. In general, a similar behaviour with relation to the 3-flume evaluation scenario

can be observed. Model parameters related to infiltration on hillslopes needed to be

reduced as the temporal scale increases in order to capture the production of runoff.

However, these parameter reductions do not depend on the spatial scale but only

on the temporal scale. The distribution of parameters is wider as more models are

valid due to the less restrictive validation criteria imposed. Figures 7.5a and b show

that the distribution of hydraulic conductivity below channels and hillslopes increases

as the grid size increases from 300 m to 1 km for models with the same time step.

Additionally, values of k𝐾𝑠𝑎𝑡 are slightly higher than those of the 3-flume criteria.

These results illustrate the important impact that spatial resolution of streamflow

observations have on the model evaluation. As fewer restrictions are set, only runoff

events that satisfy the performance criteria are required.

7.3.2 Impact of spatial and temporal scales on water parti-
tioning

Results of the water partitioning obtained from the behavioural models for the two-

flume-based evaluation scenarios are shown in figures 7.6 and 7.7. These figures
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Figure 7.4: Indices estimated for the best models selected according to the likelihood
measure ’p’ based on the evaluation of flume F01, and soil moisture and AET at
Kendall. a) Estimated ’p’ against the number of valid models resulting from the
Monte Carlo analysis for different grid sizes, time steps, and infiltration approaches.
b) NSE for soil moisture estimated against NSE of the evapotranspiration at Kendall.
c) R2 of flumes F06 against F01. Part d, e and f) represent the NSE against the PBIAS
for the three flumes located along the main channel, flume F01, F02 and F06. Results
at the 5-km grid size were evaluated only at flume F01. Models are represented as P
= Philips, S = Schaake, G = upscaled Green and Ampt, and M = modified Green
and Ampt. Models at the 5-km grid size do not consider evapotranspiration in the
evaluation

Figure 7.5: Parameter distributions for acceptable model simulations based on evalu-
ation at flume F01 and soil moisture and AET at Kendall. Results for the 5-km grid
size were evaluated only at flume F01.
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show the distribution of each component of the water balance in relation to the

precipitation.

Using the three main flumes along the main channel considerably influences model

selection and reduction of the uncertainty in the model results, as indicated by nar-

row distributions of fluxes in figure 7.6. The model structure mainly influences the

production of runoff via the 𝐾𝑠𝑎𝑡 parameter, and good simulations of discharge at the

catchment outlet are sensitive to the channel infiltration parameter (𝐾𝑐ℎ). Therefore,

the two infiltration parameters (on hillslopes and in the channel) play an important

role in the performance of the model. In general, the production of overland flow for

all models varies from 4-14 %, with most model structures showing a mean value of

runoff of ≈8-11 % (fig. 7.6f). Transmission losses vary between 3-13 % with most

models producing mean values around 9 % (fig. 7.6b).

Evaporation consumes almost all infiltrated water with varying from 85-94 %.

Evapotranspiration is low for models at spatial resolutions of 5 km compared to

models at 300 m and 1 km (fig. 7.6e). This is attributed to low infiltration rates

as a result of the spatial aggregation of rainfall. Low infiltration rates result in

low values of soil water content which put vegetation under stressed conditions and

consequently reduce rates of evapotranspiration. Also, models at the 5-km grid size

and 24-h time step show an increase in diffuse recharge (fig. 7.6d), which is attributed

fewer intense rainfall events along with high initial infiltration rates, which combined

support percolation of soil water.

The simulated transmission losses for the best model structure (M/300m/60min)

are ≈5 % of the rainfall, and are low compared to other models (mean values ≈8-10
% of rainfall). The low percentage of transmission losses in the modified GA arise

from high volumes of infiltration (see fig. 7.4c), due to the high 𝐾𝑠𝑎𝑡 values which

consequently results in low runoff production (Fig. 7.4f). To compensate for the

low production of runoff and to get a better estimate of discharge at the outlet, the

parameter 𝐾𝑐ℎ also had to be reduced (Fig. 7.4b).

For the single flume evaluation scenario (figure 7.7), the uncertainty in water par-

titioning increases due to the increase in the number of valid models as restrictions

on flumes F02 and F06 are lifted. Both the flow routing and the transmission losses

approach play an important role in the modelled infiltration, which ultimately results

in increased uncertainty, particularly for the Philip’s models. Philip’s models at the

300-m grid size and 15-min time step exhibit variations in the modelled infiltration

component between 75-92 % with a mean ≈87 % (Fig. 7.7c). These variations have

knock-on consequences for uncertainty in the modelled runoff and transmission losses
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Figure 7.6: Flux distribution as a percentage of precipitation for behavioural models
based on the evaluation of flumes F01, F02 and F06, and soil moisture and AET at
Kendall. Results at the 5-km grid size were evaluated only at flume F01
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(varying from 5-22 %). In general, all models show an increase in the transmission

losses due to high infiltration rates, despite having a narrow range of variation in wa-

ter leaving the catchment with values ranging from 0.75-1.15 %. All models produce

average values of evapotranspiration >80 %, suggesting that they are robust for rep-

resenting these losses to the atmosphere. Finally, the best models (the modified GA)

produce a better representation of water partitioning as less uncertainty in fluxes is

observed in all modelled water cycle components.

Figure 7.7: Flux distribution as a percentage of rainfall for behavioural model simu-
lations based on the evaluation at flume F01, and soil moisture and AET at Kendall.
Results at the 5-km grid size were evaluated only at flume F01

7.3.3 Water balance

A summary of the main components of the water balance for the best model structure

(M/300m/60min) for WGEW is presented in figure 7.8. Model fluxes are represented

as a percentage of the input precipitation. Figure 7.8 also shows the distribution

of behavioural models depending on the performance criteria: default parameters,

three-flumes and one flume criteria. It can be seen that these results clearly show how

the impact of the information available for evaluation constrains the modelled water

budget for WGEW. In particular, streamflow data at one or several locations along
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the stream has a great impact on the model evaluation. The figure also highlights

the impact of transmission losses on streamflow and on recharge of the aquifer. The

main contributor to total groundwater recharge is focused recharge (≈2.2 %), which

represents between 40-50 % the total transmission losses.

Figure 7.8: Percentage of rainfall contributing to the modelled components of the
water budget at WGEW (see Fig. 5.1 for model components). Results correspond
to the best model structure, the modified Green and Ampt at 300m grid size and
60min time steps. Solid red lines represent the behavioural models for the 3-flume
based criteria, green lines represent models for 1-flume criteria, and black solid lines
represent all simulations. Arrows outside the catchment represent fluxes entering and
leaving the model domain.

7.3.4 Impact of temporal resolution of rainfall

The model was tested for different temporal resolutions of rainfall forcing and the

results are shown in figure 7.9. For this analysis, parameters of the modified Green

and Ampt model at the 300-m grid size and 60-min time step from the 3-flume

evaluation criteria were selected.

Temporal resolution of rainfall does not have a large impact on mean values of

modelled evapotranspiration (fig. 7.9a). However, models do show small variations

as the temporal aggregation of rainfall increases, particularly on the AET for wet

133



months (fig. 7.9a right panel). For the weekly rainfall resolution, evapotranspiration

model output from DRYP has a narrow distribution when the wet season starts, and a

wider distribution for dry months. This can be attributed to low values of antecedent

soil water content at the beginning of the season.

The temporal resolution of rainfall significantly impacts modelled soil moisture.

Mean values of soil moisture output from DRYP decrease and the distributions narrow

as the temporal resolution of rainfall increases. The variation of the soil moisture for

different models over the whole period is also consistent on a monthly basis (figure

7.9b, right panel), but for all months soil moisture systematically declines as the

temporal resolution in rainfall increases. The reduction in soil moisture results from

the continuous depletion of water by evapotranspiration.

However, the most impacted component of the water balance from DRYP simula-

tions is runoff production (figure 7.9c). Streamflow at the catchment outlet decreases

as the temporal resolution in rainfall increases, becoming zero at the lowest resolution

(1 week). This was expected since the lower temporal resolution in rainfall reduces the

number of peak streamflow events in channels due to a reduction in runoff generation

from hillslopes.

7.4 Summary and Conclusions

The ability of DRYP to produce to produce behavioural simulations at WGEW based

on multi-parameter Monte-Carlo experiments was tested. The model was evaluated

against a range of objective performance metrics.

Using this approach, combinations of spatial grid discretisations (300 m to 5 km),

time steps (15 min to 1 day), and runoff-infiltration model structures (the dominant

process control on the overall water balance) was evaluated in order to investigate

which combinations give robust results on the partitioning of the observed range of

hydrological fluxes. For the best performing models, model sensitivity to different

timescales (1 h to 1 week) of aggregated rainfall time series forcing is also assessed.

A number of general conclusions can be made about DRYP:

• good prediction of the number of flow events is easier to achieve under a much

wider range of model structures and grid and time resolutions than accurate

volumetric discharge estimates. While this indicator may not be a good metric

for the overall water balance, it may be very useful to capture basin dynamics

and responses and for predicting the probability of wetting events that may

have local significance for dryland water uses. For example, the filling of sand

134



Figure 7.9: Influence of the temporal aggregation of rainfall on water partitioning for
the best model: modified Green and Ampt. Left panels show the distribution for the
whole simulated period and right panels show the distribution for monthly values for
the simulated period. a) represents the actual evapotranspiration at Kendall (see fig.
6.1), b) represents the soil moisture at Kendall (see fig. 6.1), and c) represents the
runoff at flume F01 near the catchment outlet (see fig. 6.1)
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dams or small earth dams in developing countries is a critical issue for rural

dry season water supply for households, livestock, fodder production and small

scale irrigation.

• estimates of actual evapotranspiration and soil moisture are better simulated

by a larger range of models than streamflow discharge.

• owing to the trade-offs between runoff generation and transmission losses lead-

ing to equifinality in simulating flow at a particular flow gauge, estimates of

transmission losses are highly uncertain without additional observational con-

straints from multiple flow gauges. This indicates the importance of DRYP

for application to other dryland regions of the world which are typically data

sparse, since its simplicity and efficiency enables the range of uncertainty to be

fully explored, something that would not be possible with a more complex, and

highly parameterised model.

• considering observations of soil moisture and evapotranspiration in the selec-

tion of behavioural models reduces the uncertainty of the estimation of most

of the water balance components. However, the uncertainty in measured soil

moisture and estimated AET may be larger than for streamflow discharge in ab-

solute terms in dryland settings. Hence, the relative accuracy of the streamflow

estimation may still be very uncertain, for example as measured as PBIAS.

• of the infiltration approaches implemented, it was found found that high infil-

tration rates at the onset of the rainfall event play an important role in the

development and distribution of runoff events which ultimately affect the water

balance of the model,

• the water partitioning is highly sensitive to the spatial and temporal scales con-

sidered in the model domain. In general, behavioural models required smaller

values of saturated hydraulic conductivity for longer time steps or larger grid

sizes when using a multi-flume evaluation. When only a single flume was used,

this relationship held for different time steps, but was more complex for varying

grid size due to the lesser influence of the spatial distribution of rainfall in the in

the production of runoff at the catchment outlet. However, model results also

suggest that in order to reduce the computational demand, good predictions

can still be achieved at grid sizes of 1 km.
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• in order to capture the main characteristics of the streamflow and focused

recharge components of the water balance, a high temporal resolution (<1 day)

of rainfall forcing is required for model simulations. In contrast, soil moisture

and AET are much less sensitive to larger aggregations of rainfall forcing above

1 day.

Finally, understanding how water partitioning is controlled in dryland regions is of

key importance to understand the future impacts of climate change and anthropogenic

activities. In this context, the quantification of water fluxes and their interaction

with different components, especially groundwater - surface water interactions, will

help to reduce the uncertainty and will contribute to understanding of the impact of

groundwater depletion on surface water availability (Bredehoeft, 1997, 2002), which

has been misrepresented or neglected in current hydrological models. This study

paves the way for consideration of how larger-scale hydrological models can improve

their process representation in drylands.
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Chapter 8

Characterising water partitioning
at regional scale: Upper Ewaso
Ng’iro basin, Kenya

8.1 Introduction

In recent years, the Upper Ewaso Ng’iro basin, Kenya, has experienced a dramatic

increase in water resource demands due to population growth and the increase of

unregulated agricultural and pastoral activities (Aeschbacher et al., 2005; Koech et al.,

2020; Mati et al., 2006; Muriithi, 2016). This has put more pressure on the already

limited availability of water resources and has also increased water related conflicts

in the area (Kiteme and Gikonyo, 2002; Mutiga et al., 2010a; Wiesmann et al., 2000).

The problem has been intensified by climate change, which has resulted in long and

severe drought events (Muriithi, 2016; Ojwang’, 2010). Therefore, understanding

and quantifying the main mechanisms that control the water partitioning and flow

pathways in the Upper Ewaso Ng’iro basin is of key importance not only to improve

the management of limited water resources, but also to understand the future impacts

of climate change on the spatial and temporal variability of water resources in the

basin.

In this context, the hydrological model, DRYP, is used in the present chapter to

characterise the water partitioning of the Upper Ewaso Ng’ro basin. The area poses

a variety of challenges in terms of highly spatial variability in groundwater - surface

water interactions and limited data availability, both of which restrict the straightfor-

ward characterisation of the basin water balance. Modelling the Upper Ewaso basin

therefore has the potential to enhance the understanding of water partitioning mech-

anisms and their influence at larger regional scales. The objectives of this chapter are

138



as follows: i) to test the ability of DRYP to accurately partition the water balance in a

climatically, topographically and geologically diverse, data sparse environment, using

only readily available regional-global datasets for parameterisation and forcing; ii) to

identify the key mechanisms that control the water partitioning in the study area; and

iii) to evaluate the sensitivity of water partitioning to the spatial and temporal vari-

ation of precipitation and model parameters which would support the transferability

of this approach to other basins with a substantial dryland component. The following

sections describe the study area and model characteristics, after which a description

of data availability and model parameterisation is presented. Finally, after presenting

and analysing model results, some conclusions are drawn from the analysis.

8.2 Methods

8.2.1 Study area

The upper Ewaso Ng’iro basin is located northwest of Mt. Kenya (see Fig. 8.1 ),

a region characterised by dry-humid climatic conditions. The basin has an area of

approximately 15,200 km2 with elevations ranging from ≈800 m in its lower part in

the northeast (Archer’s Post) to ≈4700 m at the top of the Mt. Kenya in the south.

The area experiences different hydrological regimes depending on elevation, lat-

itude, and the location of the Intertropical Convergence Zone over the year. Pre-

cipitation has a unimodal distribution in the western part of the basin, whereas two

well defined rainy seasons characterise the climate of the Mount Kenya area and

the lower parts of the basin. In the bimodal locations, a long rainy season occurs

between March-May whereas the short rainy season occurs in September-December.

Precipitation also varies from year to year depending on the elevation, with average

annual precipitation being ≈1700 mm at high elevations (>3300 m), ≈800 mm at

elevations between 2000 and 1700m on the Laikipia plateau, and ≈350 mm in lower

elevations around the catchment outlet (Archer’s Post) (Gichuki, 2002; Liniger et al.,

2005; Muriithi, 2016; Mutiga et al., 2010b; Notter et al., 2007). Rates of potential

evapotranspiration also show great spatial variation with mean annual values of ≈500
mm at high elevations to ≈1700 at lower ones (Ngigi et al., 2007). The low annual

precipitation combined with high rates of potential evapotranspiration results in high

aridity at lower elevations (Gichuki, 2004; Liniger et al., 1998; Ngigi et al., 2007).

Spatially variable geological, topographical and climatic conditions enabled the

development of a variety of ecological zones (Decurtins, 1992). Alpine characteristics

occur at higher altitudes on Mount Kenya, with moorland and forest on its slopes
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and foot zones, whereas savannahs occur in the more arid lower parts of the basin.

Hence, the study catchment is mostly covered by woody vegetation, shrublands, and

grasses. (Muriithi, 2016). The woody vegetation is dominated by acacia (Franz et al.,

2010; Gichuki, 2004; Mati et al., 2006; Muriithi, 2016; Mutiga et al., 2010a), a species

which is drought tolerant, allowing it to survive under arid conditions (Dharani, 2009;

Ludwig et al., 2003).

The upper part of the basin is characterised by perennial streams, whereas the

lower part is dominated by ephemeral streams (Aeschbacher et al., 2005; Mutiga et al.,

2010a). Perennial streams are the result of a combination of high annual orographic

precipitation and the modulation of rainfall owing to the high storage capacity of the

forest, moorland, and the glacier on the top and flanks of Mount Kenya. Streams

in the lower parts of the basin are fed by perennial upstream rivers. However, as

they flow downstream, transmission losses substantially reduce the streamflow. Flow

in lower areas of the basin is also reported to have been impacted by anthropogenic

water abstractions occurring at upstream locations, which has also resulted in water

conflicts in the area (Gichuki, 2004). However, no abstraction data are available to

quantify this aspect of the water balance and this chapter only considers the natural

flow regime of the streams.

The geology of the study site is characterised by Quaternary and Tertiary volcanic

sediments overlaying the metamorphic rocks of the Basement System (Gichuki, 2004;

Muriithi, 2016). Metamorphic rocks from the Basement System are mainly composed

of gneiss, schists, quartzite, and marbles. Major outcrops of the Basement System

inside the study basin occur in the west part of Isiolo. The Tertiary sediments (Sim-

bara, Rumuruti, and Thomson’s Falls formations) consist of tuffs, phonolites, basalts

and agglomerates. Outcrops of Tertiary rocks, mainly consisting of basalts, cover

a great part of the Laikipia plateau. Quaternary sediments (Mount Kenya, Aber-

dare Suite, Nanyuki Formation, and alluvial sediments) mainly consist of porphyritic

phonolites, pyroclasts, trachytes, and basalts resulted from a sequence of eruptive

events. The Nanyuki formation is reported to have a thickness of around 60-100 me-

ters, whereas the thickness of alluvial sediments varies from 6-40 meters depending

on the underlying geological formation.

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum

ut, placerat ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu

libero, nonummy eget, consectetuer id, vulputate a, magna. Donec vehicula augue eu

neque. Pellentesque habitant morbi tristique senectus et netus et malesuada fames

ac turpis egestas. Mauris ut leo. Cras viverra metus rhoncus sem. Nulla et lectus
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vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor gravida placerat.

Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem vel leo

ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at,

mollis ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis

nibh mi, congue eu, accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet

orci dignissim rutrum.

8.2.2 Conceptual model of the Upper Ewaso Ng’iro basin

The Upper Ewaso Ng’iro basin is characterised by highly spatially variable hydrolog-

ical and hydrogeological settings. The Precambrian rocks of the Basement system,

which crop out mainly in the lower areas of the basin, are thought to represent a

regional aquifer (Hackman, 1988). In contrast, in the upper parts of the catchment,

local aquifer systems are developed in volcanic sediments of Mount Kenya and the

Laikipia plateau (see Fig. 8.2) (Baker, 1967; Gregory, 1900). These volcanic sedi-

ments are characterised by medium porosity values (1 - 10%) (WRAP, 1987), which

is in agreement with the range of volcanic sediments (Courtois et al., 2010; Custo-

dio, 1989; Taylor et al., 2010). Transmissivity of the volcanic material of Laikipia

plateu, estimated from four boreholes, varies between 2.6 - 30.7 m2 d−1 (WRAP,

1987). Transmissivity values for the basement rocks reported in the area vary from

5 - 30 m2 d−1 (Bianchi et al., 2020), consistent with values reported for the meta-

morphic rocks of other basement systems in the region (Bianchi et al., 2020; Carrier

et al., 2011; Chilton and Foster, 1995; Holland, 2012; Taylor and Howard, 2000; Tay-

lor et al., 2010), whereas effective porosity values for these metamorphic rocks have

been reported to vary between 0.001 - 0.01 (Bianchi et al., 2020; Courtois et al., 2010;

Maréchal, 2004).

Soil characteristics and their distribution over the study site are strongly influ-

enced by the topographical, geological, and climate characteristics. For example, in

the upper part of the basin, mountain slopes (Mount Kenya and Aberdares), soils are

characterised as clay and clay-loam texture type with high moisture storage capacity,

well drained, and deep to very deep soil profiles (> 800 mm) (Mainga and Mbuvi,

1994; Mbuvi and Kironchi, 1994). In foot slopes and plateau areas (Laikipia), soils

have clay to sandy-clay texture characteristics, with well to moderately well drained

characteristics, and deep to very deep soil profiles (Liniger et al., 1992). In contrast,

soils in the lower part of the basin’s basement area are poorly developed with low to
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Figure 8.1: a) Geographical location of the Upper Ewaso Ng’iro basin, b) geological
map, c) soil texture, and d) soil land use.
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Figure 8.1: a) Geographical location of the Upper Ewaso Ng’iro basin, b) geological
map, c) soil texture, and d) soil land use (cont.).
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very low storage capacity and shallow profiles. Soils at lower elevations tend to de-

velop crust sealing layers which result in high runoff production as Hortonian overland

flow (Mbuvi and Kironchi, 1994).

There is a strong precipitation gradient with much higher rates of precipitation

falling over the upper parts of the basin. It is anticipated that this higher precipitation

at higher elevations, combined with low rates of potential evapotranspiration for the

upper basin, results in water surplus and potentially high rates of water recharge into

the groundwater system in this part of the catchment. Precipitation is therefore likely

partitioned into infiltration and runoff by both infiltration excess or saturation excess

processes and then routed downstream to lower elevations. Groundwater is discharged

at springs feeding streams located on the lower flanks of Mount Kenya (see Fig. 8.2)

and also in contact areas between volcanic and basement rocks on the break in slope on

the margins of the Laikipia Plateau. In the lower parts of the basin, the relief is lower,

but runoff is also likely to develop by short but intense precipitation events occurring

on lower permeability soils via infiltration excess (Hortonian overland flow). In these

lower areas, streamflow supplied with water from the upper part of the catchment loses

flow due to transmission losses, and flows are often ephemeral, flowing infrequently

during the year. It is anticipated that a component of water lost as leakage through the

streambeds of ephemeral channels reaches the water table producing focused recharge,

whereas the rest is lost as evapotranspiration from vegetative uptake occurring on

riparian areas.

Figure 8.2: Conceptual schematic of the hydrology of the Upper Ewaso Ng’iro basin
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8.2.3 Model process selection

Water partitioning was modelled using DRYP (see Chapters 5 and 6). To reduce the

computational demand, a Philips infiltration approach was implemented, which uses

an explicit approach, as this method has shown good performance for modelling water

partitioning in the semi-arid Walnut Gulch Experimental Watershed (see Chapter 6

and 7.

For the groundwater component, given the great uncertainty in the hydrogeo-

logical characteristics of the basin, a variable hydraulic conductivity with depth ap-

proach was specified for representing flow below the surface (Bianchi et al., 2020;

Bonsor et al., 2014). This allows for the representation of high transmissivities due to

weathered conditions at shallow depths and the reduction of transmissivity as depth

increases, consistent with typical behaviour of basement aquifers (Bianchi et al., 2020).

8.2.4 Model spatial resolution

The spatial resolution of the model influences the water partitioning (see Chapter 7).

Therefore, in order to reduce the computational demand without significantly affect-

ing the necessary model process description (see Chapter 7), the spatial resolution of

the model was set on a 1 × 1 km grid. Hence, a grid of 201 × 174 cells was required

to cover the study area.

8.2.5 Model parameterisation and settings

Given the data scarcity for the basin, the main hydrological and hydrogeological

processes in the basin have been characterised using global and regional datasets at

the basin scale.

Surface elevation and channel streambed elevations were obtained from NASA’s

30-m resolution SRTM 1 Arc-Second Global dataset (available at https://earthexplorer.

usgs.gov). The surface elevation was aggregated by averaging the 30-m cells to the

1 km resolution, whereas streambed elevations were obtained by estimating the 30𝑡ℎ

percentile of cells inside the 1-km cell of the model spatial resolution following Fan

et al. (2013); Reinecke et al. (2019). Stream locations were estimated from the 30

× 30 m DEM. To capture the potential temporal variation of streamflow along the

channel (see Chapter 4), the routing network was generated at the 30 × 30 m grid

resolution by defining a minimal upstream drainage area threshold of 10 km2. This

contributing area corresponds to first-order streams in this region and is in agreement

with global dataset products of river networks, such as HydroRIVERS (Lehner and
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Grill, 2013). Stream cells were then aggregated to the model grid size, 1 km × 1 km,

to obtain the stream length at any given cell (see Fig. 8.3a).

Soil properties and land cover were obtained from global datasets at the model

spatial resolution (1 km) as follows (see Fig. 8.3), which supports. Soil hydraulic

conductivity(𝐾𝑠𝑎𝑡) (Fig. 8.3d), pore size distribution index (𝜆), and saturated cap-

illary potential (𝜓) (Dai et al., 2019a,b) were sourced from publicly available data

archives at http://globalchange.bnu.edu.cn/research/dtbd.jsp. Land cover

specified by plant rooting depth (𝐷𝑟𝑜𝑜𝑡) (Fig. 8.3c), available water content (AWC)

(Fig. 8.3b), saturated water content (𝜃𝑠𝑎𝑡), and wilting point (𝜃𝑤𝑝 (Leenaars et al.,

2018) were downloaded from https://data.isric.org/geonetwork/srv/api/records/

10aa9a8f-1433-11e9-a8fa-a0481ca9e724.

Reliable hydrogeological information that allows a proper characterisation of the

groundwater system at local and regional scales is not currently available. Since

topography in mountainous regions influences the partitioning and distribution of

surface and groundwater flow over the basin (Prancevic and Kirchner, 2019), a global

dataset of modelled depth to bedrock was used to characterise the geometrical char-

acteristics of the aquifer system (Pelletier et al., 2016) (see Fig. 8.3e). These data

were then combined with hydraulic characteristics for the aquifer sediments, such as

permeability and porosity, obtained from GLHYMPS (Gleeson et al., 2014) (https://

dataverse.scholarsportal.info/dataset.xhtml?persistentId=doi:10.5683/SP2/

DLGXYO). Saturated hydraulic conductivity was obtained from permeability assuming

a fluid viscosity of 0.001 Pa s and water density of 999.7 kg m−3 for an average water

temperature of 12 °C (Fig. 8.3f). Specific yield was assumed as the porosity due to

the low range of variation of GLHYMPS dataset (0.01-0.09), which is in agreement

with values reported for the study area (see Section 8.2.2). However, two main limi-

tations need to be considered regarding the assumed equivalence of specific yield and

porosity: i) this can result in the overestimation of aquifer storage since it considers

all the connected and interconnected pores, and ii) it does not consider the influence

of capillary forces in small pores, which limits the amount of water that can drain

under gravity forces, thus also overestimating the specific yield.

Although these large-scale datasets are very uncertain in absolute parameter val-

ues, they give a first indication of the possible spatial variation in hydraulic properties

which are then later varied in a Monte Carlo analysis to derive reasonable local pa-

rameter values for the basin grid.
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Figure 8.3: Spatial distribution of model parameters: a) river length, b) available wa-
ter content of the unsaturated zone (Leenaars et al., 2018), c) rooting depth (Leenaars
et al., 2018), soil saturated hydraulic conductivity (Dai et al., 2019b), aquifer thick-
ness (Pelletier et al., 2016), and aquifer saturated hydraulic conductivity (Gleeson
et al., 2014). Vertical and horizontal axes are in meters and represent the North and
East coordinates, respectively.
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8.2.6 Boundary conditions

The model domain was defined by the catchment of the Upper Ewaso Ng’iro basin (see

Fig. 8.1) downstream to the Archer’s Post flow gauge. Since the groundwater system

is assumed to be shallow, it interacts with surface flow processes. Thus, the basin is

defined according to the topographic characteristics that control the contributing area.

Therefore, no-flow boundary conditions for the groundwater domain were specified

along the boundaries of the basin. To avoid the artificial accumulation of water in

lower parts of the basin due to the specified no-flow boundary conditions and the

specified parameterisation of the aquifer transmissivity (groundwater flow is likely to

follow the topographical gradients), a constant flux of 0.0005 m d−1 was specified for

the bottom boundary of the model. This flux boundary condition was applied only

in the area corresponding to the outcrop of the Basement system (see Fig. 8.3f, the

white area inside the basin) and is consistent with the known hydraulic gradient in

the area (WRAP, 1987).

8.2.7 Model time step

Hydrological processes in arid and semi-arid regions are characterised by their high

spatial and temporal variability (see Chapter 5). Further, to capture the main pro-

cesses that control the water partitioning in the basin, a time step of 3 hr was im-

plemented, based on the results of previous testing of DRYP in the Walnut Gulch

catchment (see Chapter 7). The chosen 3-hour time step is considered reasonable for

two main reasons: i) it is a trade-off between the computational time and process de-

scription representation (see Chapter 7), and (ii) it matches the temporal resolution

of available precipitation datasets (3 hr). The 3-hour time step simulation also allows

for a fair comparison between the two subdaily precipitation datasets, IMERG and

MSWEP (see Section 8.2.9 for further details).

8.2.8 Initial conditions

Initial conditions in hydrological models are known to impact the water partitioning

and consequently the model performance (Ajami et al., 2014; Cosgrove et al., 2003;

Levis et al., 1996; Rodell et al., 2005, 2004; Shrestha and Houser, 2010). Temporal and

spatial variations within forcing data as well underlying parameterisation influence

the best choice of initial conditions (Cosgrove et al., 2003; Rodell et al., 2005). There-

fore, given the seasonal and spatial variation of precipitation over the basin, as well

as the uncertainty of the extent of groundwater - surface water interactions across the
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area, a dynamic cyclic equilibrium approach was used to assign the initial conditions

of the unsaturated and saturated zone of the model. Dynamic cyclic conditions were

reached after running the model repeatedly for the period 01/01/2001-01/01/2011.

The starting year of this period coincides with average annual wet conditions. There-

fore, the spin-up period avoids the influence of extreme wet years. The very first

simulation was specified as a relatively wet initial condition with a water table sit-

uated just below the rooting depth and the soil moisture at field capacity. Then,

subsequent simulations were initialised with state conditions estimated at the end of

the simulation period. The spin-up loop continues until changes in state variables,

soil moisture and water table, reached less than 0.1 %, for at least 1 % of the model

domain (≈ 180 cells). This was achieved after 13 iterations. Finally, to reduce the

influence of initial conditions in model evaluation, the first year of the simulation pe-

riod 2001-2017, was skipped in model evaluation (see Sect. 8.2.11 for further details

about the evaluation).

8.2.9 Forcing datasets

Precipitation

Owing to their high temporal and spatial resolution, the following two global

datasets of precipitation were used as forcing data for water partitioning evaluation:

(i) Multi-Source Weighted-Ensemble Precipitation (MSWEP) V2 Global 3-Hourly

0.1°, and (ii) the Integrated Multi-satellitE Retrievals for Global Precipitation Mea-

surement (IMERG) V06A. These two products were chosen due to the high temporal

and spatial resolution necessary to characterise the main hydrological processes within

the basin (Chapter 7). MSWEP is a global precipitation product that combines

point measurements (76,747 gauges worldwide), satellite products (Climate Predic-

tion Center morphing technique (CMORPH), Gridded Satellite (GridSat), Global

Satellite Mapping of Precipitation (GSMaP), and Tropical Rainfall Measuring Mis-

sion (TRMM) Multisatellite Precipitation Analysis), and global atmospheric models

(European Centre for Medium-Range Weather Forecasts (ECMWF) interim reanal-

ysis (ERA-Interim) and Japanese Reanalysis (JRA)) (Beck et al., 2019). MSWEP is

bias corrected and covers the period between 1979 and 2017 with a 3-hourly temporal

resolution and 0.1 degree spatial resolution.

IMERG is multi-satellite precipitation product resulting from a combination of

measurements from passive microwave sensors (Huffman et al., 2015). The product is

also bias corrected by using monthly rain gauge measurements (Huffman et al., 1997).

IMERG spans the period from 2001 to 2017 and has a spatial and temporal resolution
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of 0.1◦ and 30 min, respectively. Three IMERG products are available depending on

the sensor latency: Early (4 h), Late (14 h), and Final (3.5 months). Early and Late

products are not bias corrected and are generally used for flood forecasting applica-

tions. Therefore, the bias corrected IMERG Final satellite-gauge product was used

in the present simulation, which is publicly available from https://gpm1.gesdisc.

eosdis.nasa.gov/thredds/catalog/aggregation/GPM_3IMERGHH.06/2000/catalog.

html.

Evapotranspiration

Owing to its high-resolution, spatially and temporally, the global dataset hourly

Potential Evapotranspiration (hPET) (Singer et al., 2021) was used as a forcing

variable for driving plant and soil evaporation water demands. hPET is a prod-

uct based on ERA5-Land reanalysis dataset with a spatial resolution of 0.1 (9 km

at the equator). hPET estimates potential evapotranspiration by using the Penman-

Monteith approach at hourly time steps. hPET is publicly available from https:

//doi.org/10.5523/bris.qb8ujazzda0s2aykkv0oq0ctp.

8.2.10 Evaluation datasets

Actual Evapotranspiration

Owing to the high spatial resolution, a 500 m 500 m grid size and the global

coverage, the actual evapotranspiration (AET) product MOD16 ET (Mu et al.,

2007; Running et al., 2017) developed from the MODerate Resolution Imaging Spec-

troradiometer (MODIS) was used for model evaluation for the AET component.

MOD16 ET has a temporal resolution of 8-days and is publicly available from https:

//lpdaac.usgs.gov/products/mod16a2v006/.

Remote sensing products have shown good performance in representing seasonality

in ET over different regions around the world (Cleugh et al., 2007; Mayes et al.,

2020; Mutiga et al., 2010b) although estimations have shown large biases particularly

under dry conditions (Jahangir and Arast, 2020; Miralles et al., 2016; Weerasinghe

et al., 2020). Therefore, to evaluate the agreement between the spatial and temporal

variation in simulated and MOD16 ET values, a correlation analysis was performed

rather than comparing values in absolute terms.

Soil moisture

In situ measurements of soil moisture over the Ewaso basin are non-existent.

Remote-sensing data represent a reasonable alternative for sites where no information

is available (Lettenmaier et al., 2015; Liu Guoxiang et al., 2011; McNally et al.,

2016). Therefore, due its global coverage and its high temporal resolution (1-day),
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the soil moisture product ESA-CCI-SM (developed by the European Space Agency

- Climate Change Initiative, ESA-CCI) was used for model evaluation. ESA-CCI-

SM is produced by combining passive (radiometer) and active (scatterometer/radar)

sensors (Dorigo et al., 2017; Liu et al., 2011; Preimesberger et al., 2021). ESA-CCI-SM

provides information at 0.25 (25 km) spatial resolution.

However, soil moisture from ESA-CCI is only representative of the soil depth be-

tween 2 - 5 cm (Brocca et al., 2017). Therefore, it cannot be directly compared to the

DRYP model results, which resolves a single depth integrated soil store. Therefore, to

evaluate the performance of DRYP in relation to ESA-CCI-SM, a correlation analysis

was performed instead of comparing absolute values.

Total water storage

Total water storage anomalies (TWSA) derived from the Gravity Recovery and

Climate Experiment (GRACE) were used to evaluate the ability of the model to

simulate changes in the combined hydrological storage. GRACE satellite observations

need to be post-processed to produce gravity and mass change solutions and two

main post-processed products are available at the global scale: i) the CSR solution

from the Center for Space Research at University of Texas, Austin (Landerer and

Swenson, 2012), and ii) the JPL Mascons solution from the Jet Propulsion Laboratory

(Watkins et al., 2015; Wiese et al., 2016). The CSR solution is based on spherical

harmonic functions, whereas JPL Mascons uses mass concentration functions based

on regularisation information derived from geophysical models or by GRACE itself

(Rowlands et al., 2005; Save et al., 2016; Watkins et al., 2015). Mascons solutions are

considered to better represent hydrology as well as ocean and ice mass changes, since

there is no need of a destriping function or reduction of signal leakage (Rowlands

et al., 2005; Save et al., 2016; Watkins et al., 2015). Hence, in the present study,

the mascons solutions from CSR and JPL, at 1◦ spatial resolution and at monthly

time steps were obtained from http://grace.jpl.nasa.gov. These datasets were

then combined by averaging in order to include the uncertainty of the two approaches

(Bonsor et al., 2018). The four grid cells analysed are those which covered the study

basin.

Uncertainty of GRACE estimations depends on factors such as the post-processing

approach, region, and spatial scale. Uncertainty associated to these factors increases

even further for basins smaller than 200,000 km2 (Landerer and Swenson, 2012;

Longuevergne et al., 2010; Scanlon et al., 2012). Therefore, the model results of

the present study have been cautiously assessed in relation to the GRACE datasets

to avoid misinterpretation of simulated TWSA.
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8.2.11 Model Calibration, sensitivity and uncertainty analy-
sis

A similar approach followed in Chapter 6 was carried out here to calibrate model pa-

rameters. First, an initial trial-and-error calibration of the model was performed to

explore the parameter sensitivities and to reduce the a-priori parameter ranges used

in the second step. The calibration was performed by applying spatially constant

multiplicative factors 𝑘𝐾𝑠𝑎𝑡 , 𝑘𝐷𝑟𝑜𝑜𝑡 , 𝑘𝐾𝑐ℎ, 𝑘𝑘𝑇 , 𝑘𝐾𝑎𝑞,and 𝑘𝑆𝑦 to model parameters

𝐾𝑠𝑎𝑡 , 𝐷𝑟𝑜𝑜𝑡 , 𝐾𝑐ℎ, 𝑘𝑇 , 𝐾𝑎𝑞,and 𝑆𝑦 respectively. The channel width, 𝑊 , which was as-

sumed constant over the model domain, was not evaluated because it is combined

proportionally with the conductivity in the model equations, and thus its sensitivity

to change can be represented by the parameter 𝑘𝐾𝑠𝑎𝑡 . These parameters were used

because they represent the dominant controls on the storage and water partitioning

of the surface and subsurface components (see also Chapter 7). The initial manual

calibration enabled a set of parameter ranges to be defined for a Monte Carlo ex-

periment to analyse the multi-parameter uncertainty of the model results (see Table

8.1).

Chapter 7 showed that the soil parameter 𝐾𝑠𝑎𝑡 has to be reduced in order to enable

good model performance with temporal and spatial aggregation of the precipitation.

In the same context, the parameter 𝐾𝑇 also has to be reduced. For specific yield, 𝑆𝑦,

a short range of variation (±20%) was specified due to the big contrast between the

metamorphic (≈1%) and volcanic sediments (≈10%) (Fig. 8.3), although this short

range also cover the likely range of variation reported in the area (see Sect. 8.2.2).

A big range will results in unrealistic values, particularly, for volcanic sediments.

Finally, for the Monte Carlo analysis a set of 200 realisations for each precipitation

dataset was used to drive DRYP for the analysis with parameters randomly generated

using a uniform distribution.

Similarly to chapters 7 and 7, the Generalized Likelihood Uncertainty Estimation

(GLUE) framework (Beven and Binley, 1992) was used as the uncertainty analysis

framework. However, in order to determine which simulations were considered as

acceptable (i.e. behavioural), a combination of two different ’goodness of fit’ indices

was used: per cent bias (PBIAS) (eq. 6.3), and Kling-Gupta Efficiency (KGE) (Gupta

et al., 2009) defined as follows:

KGE = 1 −
√︁
(𝑟 − 1)2 + (𝛼 − 1)2 + (𝛽𝑛 − 1)2 (8.1)
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Table 8.1: Prior parameter range for each component considered in the Monte Carlo
analysis; parameters starting with ’k’ mean that it is computed as a factor of the
model parameter

Factor Parameter affecting Range of factor

Overland flow

k𝑘𝑇 𝑘𝑇 , Recession time for channel streamflow 0.15-0.35
k𝐾𝑐ℎ 𝐾𝑐ℎ, Channel saturated hydraulic conductivity 0.50-1.50

Unsaturated zone

k𝐾𝑠𝑎𝑡 𝐾𝑠𝑎𝑡 , Saturated hydraulic conductivity 0.10-0.20
k𝐷𝑟𝑜𝑜𝑡 𝐷𝑟𝑜𝑜𝑡 , Rooting depth 0.75-1.50

Saturated Zone

k𝑆𝑦 𝑆𝑦, Specific yield 0.80-1.20
k𝐾𝑎𝑞 𝐾𝑎𝑞, Aquifer Saturated hydraulic conductivity 1-10

𝛼 =
𝜎𝑆

𝜎𝑂
(8.2)

𝛽𝑛 =
𝜇𝑆 − 𝜇𝑂
𝜎𝑂

(8.3)

where: 𝑂 represents the observation, 𝑂 the arithmetic mean of observations, 𝑆 the

model simulations, and 𝑛 the number of observation available, 𝜇 is the mean and 𝜎

is the standard deviation.

The KGE index has the ability to assess the temporal variability, bias and corre-

lation between observed and simulated data. Nash Sutcliffe (NSE) generally over-

represents peak values because it uses standard error for the estimation (Gupta

et al., 2009; Krause et al., 2005). Therefore, given that baseflow from upstream

areas plays an important role in supplying water for downstream areas where the

evaluated streamflow station is located, NSE was not considered for this analysis.

After scaling both KGE and PBIAS between 0 and 1, these metrics were combined

inyo one metric by calculating their product (see section 6.2.4 and 7.2.5):

𝑝 = 𝐾𝐺𝐸∗
𝑘 · 𝑃𝐵𝐼𝐴𝑆

∗
𝑘 (8.4)

where 𝑝 is the combined performance measure for the parameter set, the ∗ signifies

scaled values.

The evaluation period was chosen considering the overlap between all datasets.

Thus, the model was evaluated for the period between 2001 and 2017.

Comparison of model scenarios

In order to evaluate the uncertainty of model results to precipitation and model

parameters, two main scenarios with four outcomes in total were defined (see Fig.8.4).
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The first scenario considers the calibration under two different precipitation forcing

datasets (i.e. IMERG and MSWEP). This scenario was designed to provide insights

about the model parameterisation and how well the different model components can

characterise the main mechanisms of water partitioning for each precipitation dataset.

This scenario also provides information about the impact of the spatial distribution

of precipitation on the model parameters needed for good performance. It is assumed

that each dataset characterises precipitation events differently in terms of spatial and

temporal scales. Hence, each calibrated model will potentially have the ability to

better represent specific characteristics of the streamflow signal (e.g. low or high

events).

The second scenario evaluates the impact of uncertainty in the spatial and tem-

poral distribution of input (forcing) precipitation on the water balance partitioning.

This scenario uses the best performing set of parameters estimated in the first case sce-

nario for each precipitation dataset in turn, and then forces this parameter set using

the other of the precipitation dataset. For example, the scenario named IMERG-

MSWEP is calibrated on the IMERG data and then re-run with the best parameter

set but using the MSWEP data to force the model.

Figure 8.4: Scenarios specified for evaluation of the uncertainty of precipitation and
model parameters: a) evaluates the uncertainty of model parameters in water par-
titioning, and b) evaluates the sensitivity of water partitioning to the spatial and
temporal characteristic of precipitation.
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8.3 Results

8.3.1 Uncertainty of precipitation datasets

There are substantial spatial differences between the MSWEP and IMERG precipita-

tion datasets that are reflected in the contrasting distributions for different climatic

regions over the basin (Fig. 8.5). Dry-humid regions, which shows the greatest differ-

ences between datasets, cover an area of ≈10 % and ≈18% for MSWEP and IMERG,

respectively. A large difference is also observed in humid regions, where MSWEP

precipitation covers a larger area (≈10 %) in comparison to IMERG (≈3 %). How-

ever, despite markedly different spatial distributions, the extent of semi-arid regions

for both MSWEP and IMERG dataset is similar (≈79 %).

Figure 8.5: Climatic zones in the Upper Ewaso Ng’iro basin estimated using MSWEP
and IMERG precipitation datasets and hPET dataset for potential evapotranspira-
tion. Climatic zones are based on the Aridity Index (AI) (see Sect. 2.2)

Mean annual precipitation averaged over the basin is very similar for the two

datasets, 794 and 800 mm yr−1 for MSWEP and IMERG, respectively. However,

mean annual precipitation is higher in semi-arid and dry-humid areas for the IMERG

dataset, while in humid areas the values are more similar. The highest values of

mean annual precipitation ( 1800 mm yr−1) are observed in the MSWEP dataset,

whereas IMERG’s maximum values are lower at ≈1600 mm yr−1. Since AI is linearly

proportional to mean precipitation, the distribution of aridity index also varies over

the basin as a result of the difference between the two precipitation data sets (top

panel of Fig. 8.6b).
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Precipitation varies strongly with elevation (see Fig. 8.6c), which is expected as

orographic characteristics exert great control on precipitation at higher elevations,

particularly in areas close to Mount Kenya. Topographically, there are two major ar-

eas: Laikipia plateau above 1500 m and Isiolo below 1500 m, with the Mount Kenya

representing only a small part of the basin (see elevation distribution in Fig. 8.6c top

panel). However, the area corresponding to the Mount Kenya receives more precipi-

tation than the rest of the basin (Fig. 8.6c). IMERG data show a linear relation with

surface elevation, whereas MSWEP shows a highly non-linear behaviour, particularly

at elevations between 1200 and 2500 m (Fig. 8.6c), although MSWEP precipitation

becomes more linear in areas located at elevations above 2500 m. IMERG precipita-

tion is also regularly distributed over the basin, as can be seen on the right bottom

panel of figure 8.6c and figure 8.6e. Conversely, MSWEP shows a narrower distribu-

tion than IMERG with most precipitation concentrated around 700 mm yr−1 (Fig.

8.6c left bottom panel and Fig. 8.6d).

8.3.2 Model calibration

Results of the calibration resulted in 94 valid models for MSWEP forcing and 92

valid model for IMERG forcing. The best models, considering evaluation at only the

streamflow station located at the catchment outlet, resulted in values of 𝐾𝐺𝐸 and

𝑃𝐵𝐼𝐴𝑆 of 0.70 and 3.5%, respectively, for the MSWEP precipitation dataset, whereas

the IMERG dataset resulted in 0.66 and 12% for 𝐾𝐺𝐸 and 𝑃𝐵𝐼𝐴𝑆, respectively.

Given the topographic and geologic complexity of the basin and the large-scale gridded

datasets used to drive the model, these can be interpreted as excellent model results

in representing the Ewaso water balance, particularly for the MSWEP-forced model.

In general terms, the model also well captures the monthly fluctuations in AET,

soil moisture, streamflow, and TWSA for the whole basin (see Fig. 8.7), when com-

pared to MOD16, ESA soil moisture, observed streamflow, and GRACE-TWSA, re-

spectively.

For AET, a high correlation between model simulations and MOD16A has been

obtained (see Fig. 8.8a), although model fluctuations show higher variations in com-

parison to MOD16A. The main differences are observed in peak values where model

estimations are up to 50% higher than MOD16A (see Fig. 8.7b). This is consistent

with previous studies where MOD16A has been shown to underestimate AET in arid

and semiarid regions (Aguilar et al., 2018; Jahangir and Arast, 2020; Miralles et al.,

2011; Trambauer et al., 2014; Velpuri et al., 2013; Weerasinghe et al., 2020).
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Figure 8.6: Variation of MSWEP and IMERG precipitation datasets for the Upper
Ewaso Ng’iro basin : a) mean annual precipitation totals by climatic region; b)
distribution of AI over the basin (top) and mean annual precipitation according to AI
(bottom); c) distribution of surface elevation (top), mean annual precipitation totals
according to the surface elevation (bottom right), and distribution of mean annual
precipitation rates over the basin (right); d) MSWEP, mean annual precipitation; and
e) IMERG, mean annual precipitation. Vertical and horizontal axes of panels d) and
e) are in meters.
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In relation to soil moisture, temporal fluctuations are also well captured by the

model compared to the ESA-SM combined product (Fig. 8.7d). Figure 8.7d has

been plotted on a log-scale in order to observe the skill of the model in representing

low values. A high correlation is also obtained between the model and ESA, when

normalised values are compared (see Fig. 8.7b). The log-scale and normalisation

enable a better comparison since the ESA product represents soil moisture for only

the upper 5 cm of the soil.

Fluctuations in streamflow are well captured by the model (Fig. 8.7e), wherein

larger flow events are mainly attributed to large precipitation events. High correla-

tions are also observed for both datasets (MSWEP, R2=0.62, and IMERG, R2=0.59)

(see Fig. 8.8c), although the model does underestimate peak monthly values. Overall,

the model seems to capture the production of runoff despite its parsimoniousness and

simplicity and the uncertainty in forcing precipitation and PET datasets.

Model simulations are also able to capture the temporal variation in TWSA com-

pared to GRACE despite the size of the basin (≈15,700 km2) (Fig. 8.7f). A high

correlation is obtained for both datasets (MSWEP, R2 = 0.69, and IMERG, R2=0.75).

This is mainly attributed to the high dependence of TWSA on precipitation anomalies

over the basin (Fig. 8.7f).

However, the modelled TWSA for both datasets show larger fluctuations with a

wide range of variation (-50 to 210 mm) in comparison to GRACE (-70 to 90 mm)

for the simulated period (Fig. 8.7f). These larger fluctuations in the model outputs,

which also result in a wider uncertainty band, are expected due to the size and

heterogeneous nature of the basin. This is because GRACE data only captures the

raw TWSA signal at scales larger than 200,000 km2. Therefore, an attenuation of the

TWS anomalies can be expected producing higher fluctuations of model results that

cannot be resolved within a 3◦ GRACE cell.

The best models showed a good spatial correlation of actual evapotranspiration

in relation to MOD16A dataset (Fig. 8.9). Larger areas with high correlation values

(≈0.75) are observed for MSWEP-forced models. Both models show similar perfor-

mance in northeast areas, where aridity is higher (see Fig. 8.5 and lower correlations

(≈0.45) around Mount Kenya.

An overall positive but weak spatial correlation is also observed in modelled soil

moisture in relation to the ESA dataset (see Fig. 8.10 and Fig. 8.8). Note, both

datasets, MSWEP and IMERG, have been spatially aggregated to the 0.25 degree

resolution of ESA to allow this comparison.

Uncertainty of model parameters
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Figure 8.7: Monthly temporal variation over the whole basin for MSWEP and IMERG
datasets of: a) precipitation, b) simulated actual evapotranspiration, c) simulated soil
moisture, plotted at log scale in order to compare with ESA product, d) simulated
diffuse and focused recharge, e) simulated and observed discharge at the catchment
outlet (Archer’s Post, see Fig. 8.1), and f) change in total water storage anomalies
for model output and the GRACE dataset (solid lines), and monthly precipitation
anomalies estimated relative to the mean value over the evaluation period (dashed
lines).
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Figure 8.8: Scatter plot between: a) simulated actual evapotranspiration and the
MOD16A dataset, b) scaled soil moisture of simulated values and the ESA-CCI-SM
dataset, and c) simulated change in total water storage anomalies and the GRACE
dataset. Simulated values correspond to MSWEP and IMERG precipitation datasets.
Comparison is performed at monthly time steps. The best simulation was considered
for comparison.
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Figure 8.9: Correlation between simulated actual evapotranspiration and MOD16A
datasets for both MSWEP and IMERG forcing precipitation datasets, and for the
best performing parameter sets. Contour lines represent surface elevation in meters
above sea level. Vertical and horizontal axes are in meters.

Figure 8.10: Correlation between simulated soil moisture and the ESA combined
(active-passive) product for both MSWEP and IMERG precipitation datasets, and
for the best performing parameter sets. Contour lines represent surface elevation in
meters above sea level. Vertical and horizontal axes are in meters.
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Table 8.2: Model parameter factors of the best performing model after calibration for
IMERG and MSWEP precipitation forced models

Model
Parameters

kD𝑟𝑜𝑜𝑡 kK𝑠𝑎𝑡 kK𝑐ℎ kT kK𝑎𝑞 kS𝑦

MSWEP 0.75 0.13 0.75 0.30 5.50 0.87
IMERG 0.77 0.16 0.82 0.20 9.07 1.02

The best sets of parameter values (factors) obtained from the calibrations for

each forcing precipitation dataset are shown in Table 8.3. Overall, the analysis shows

that 𝐷𝑟𝑜𝑜𝑡 , 𝐾𝑠𝑎𝑡 , and 𝐾𝑐ℎ had to be reduced from their assigned parameter values

based on gridded inputs, in order to capture the spatio-temporal characteristics of

streamflow at the outlet of the basin. This is consistent with the temporal (and

spatial) resolution of the model and results obtained in Chapter 6. Similarly to that

analysis, parameters controlling the production of runoff had to be reduced in order

to capture the attenuation effect of the increase in the temporal and spatial scale of

the model inputs as well as the time step of the model (3-hour).

The results for recession time for channel streamflow, 𝑘𝑇 , suggest that differences

in this parameter for the two forcing datasets means that flow in channels is moving

faster for higher precipitation, i.e. within the MSWEP dataset. This is understand-

able, as there are great differences in the spatial distribution of precipitation between

forcing datasets that influence the amount of water that would be present as stream-

flow at the basin output, the evaluation point. In the case of MSWEP, precipitation

is high in the upper parts of the basin, Mount Kenya. Therefore, water is quickly

moved to the lower parts of the basin. A more detailed description of the spatial

distribution of runoff is presented in the following sections.

There was also substantial differences in 𝑘𝐾𝑎𝑞 and 𝑘𝑆𝑦 between the two forcing

datasets. This is mainly attributed to the spatial distribution of precipitation and

their impact on recharge, which impacts the temporal availability of water stored in

the aquifer. IMERG forcing data generates more recharge in DRYP, which has to

flow quickly downstream in order to prevent unrealistic accumulation of water in the

channel. Therefore, a higher 𝑘𝐾𝑎𝑞 is required. Recharge is further analysed in the

following sections.

Figure 8.11 shows the distribution of model parameters (bars) for each dataset

regardless of the performance and the p-value (eq. 8.4) for the behavioural models.

For both datasets, parameters show almost the same distribution with only slight

variations. This means that both models show similar behaviours for representing

water partitioning, which is in turn translated in the production of runoff over the
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basin. Since model parameters were sampled using a uniform distribution, all sets

of parameters have the same probability. Therefore, model outputs are sensitive to

parameters that exhibit high frequencies. For both models, given the small size of

parameter samples (200 simulation) as well as the short range of variation (see Table

8.1), it is not clear which parameters play a key role in affecting the performance of

the model. However, based on p-values (dots), it is clear that the parameter 𝑘𝐷𝑟𝑜𝑜𝑡

has a major impact on the performance of the model.

Figure 8.11: Distribution of parameters of valid simulations (bars), and p-values (eq.
8.4) estimated for valid simulations (dots) for both models, MSWEP and IMERG.
Grey bars indicate that IMERG model results are similar than MSWEP.

8.3.3 Uncertainty of water partitioning

All behavioural models were used to assess the uncertainty in the modelled water

balance partitioning. To have a better appreciation of the overall spatial variations in

terms of magnitudes between climatic regions, scatterplots and bar plots presented in

the following sections show the results of a spatial aggregation of all model outputs.

Thus, the 1-km grid size was aggregated into 5-km grid size by averaging cells.

Actual evapotranspiration

Mean annual values of simulated actual evapotranspiration were 702 and 690

mm yr−1, for MSWEP and IMERG forcing, respectively. Modelled values for both
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datasets also showed a similar range of variation between 250 and 1500 mm yr−1. In

general, AET increases as AI increases, which is expected since more water is available

for direct evaporation and plant transpiration as the precipitation increases. Both

datasets resulted in evapotranspiration rates varying linearly with AI (Fig. 8.12a),

but there were systematically higher values estimated by MSWEP (Fig. 8.12a). In

every climatic region, as defined by the UNEP AI classes (UNEP, 1992), mean values

of AET estimated using MSWEP are higher than those obtained from IMERG forcing

(Fig. 8.12b). This result is consistent with the generally higher precipitation in each

region of the basin for the MSWEP dataset. However, since the spatial distribution

of aridity varies over the basin (Fig. 8.12a top panel), mean values distributed over

the basin are similar.

Both forcing datasets result in higher modelled values compared to MOD16A.

In each AI region, MOD16A underestimates AET, and discrepancies increase with

aridity. Mean values of AET in humid areas are closer to modelled AET, which is

expected since MOD16A has shown a better performance in areas where evapotran-

spiration losses occur under energy-limited conditions (Cleugh et al., 2007; Miralles

et al., 2016) (Fig. 8.12b and c).

The spatial variation of actual evapotranspiration generally follows the spatial

distribution of the precipitation (see Fig. 8.13a and b). In general, the uncertainty

of AET increases as precipitation increases, particularly at precipitation totals above

1000 mm yr−1 (see Fig. 8.13c and d, AET and Fig. 8.6d and e for precipitation).

IMERG-forced models show more uncertainty in areas at elevations higher than 1800

m (Fig. 8.13c), whereas MSWEP-forced models show a higher uncertainty in areas

close to Mount Kenya (Fig. 8.13d).

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum

ut, placerat ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu

libero, nonummy eget, consectetuer id, vulputate a, magna. Donec vehicula augue eu

neque. Pellentesque habitant morbi tristique senectus et netus et malesuada fames

ac turpis egestas. Mauris ut leo. Cras viverra metus rhoncus sem. Nulla et lectus

vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor gravida placerat.

Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem vel leo

ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at,

mollis ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis

nibh mi, congue eu, accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet

orci dignissim rutrum.

Soil moisture
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Figure 8.12: Variation of actual evapotranspiration for the Upper Ewaso Ng’iro basin
estimated using MSWEP and IMERG precipitation datasets: a) distribution of AI
over the basin (top) and mean annual actual evapotranspiration according to AI
(bottom); b) annual precipitation rate according to climatic region (top) and mean
annual actual evapotranspiration according to AI (bottom); and c) evaporation index
(AET/P) against dryness index (PET/P), Budyko aridity index (Budyko, 1961)
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Figure 8.14 shows the spatial variation of relative water content for both MSWEP

and IMERG forced models. In general, soil hydraulic properties and precipitation

control the spatial distribution of soil water content. As expected, areas receiving

more precipitation at higher elevations have higher soil water contents, whereas lower

soil water contents are predominant in the lower parts of basin. IMERG-forced models

have larger areas of higher soil moisture in comparison to MSWEP-forced models.

Uncertainty in modelled soil water content is relatively low (see Fig. 8.14 bottom

panels) due to the similar characteristics of the unsaturated zone parameters used

by both models, as indicated by similar values of rooting depth and soil saturated

hydraulic conductivity factors (Table 8.2). These parameters control the amount of

water entering and leaving the soil as evapotranspiration or percolation.

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum

ut, placerat ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu

libero, nonummy eget, consectetuer id, vulputate a, magna. Donec vehicula augue eu

neque. Pellentesque habitant morbi tristique senectus et netus et malesuada fames

ac turpis egestas. Mauris ut leo. Cras viverra metus rhoncus sem. Nulla et lectus

vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor gravida placerat.

Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem vel leo

ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at,

mollis ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis

nibh mi, congue eu, accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet

orci dignissim rutrum.

Recharge: Diffuse and Focused

Mean annual total groundwater recharge (diffuse and focused) varies between ≈42
and 53 mm yr−1 for MSWEP and IMERG, respectively. The simulations also show

that high monthly precipitation (>100 mm month−1) delivered over the basin result

in large values of diffuse recharge (Fig. 8.15 left). Despite exceeding only 20% of

the time, those months with high precipitation are responsible for up to ≈80% of the

total amount of total groundwater recharge occurring during the simulated period.

Thus, groundwater recharge in the Upper Ewaso Ng’iro basin mostly depends on large

precipitation events.

Diffuse recharge represents the main source of aquifer recharge for the Upper

Ewaso Ng’iro basin. Mean annual groundwater diffuse recharge for the whole basin

estimated from all valid simulations sums to ≈36 and ≈51 mm yr−1 for MSWEP

and IMERG, respectively. Average focused recharge from all valid simulations using

MSWEP is ≈5.8 mm yr−1, which accounts for 13% of the total annual recharge.
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Figure 8.15: Normalised cumulative diffuse (left) and focused (right) recharge in
relation to precipitation (solid-lines), and probability of exceedance probability of
monthly precipitation events (dashed-lines)

Simulation using IMERG resulted in mean focused recharge of 1.58 mm yr−1, which

represents only 3% of the total groundwater recharge.

Regarding the spatial distribution, diffuse recharge follows a similar distribution

to precipitation (Fig. 8.16). However, higher uncertainty in recharge rates is also as-

sociated with higher recharge rates and consequently higher precipitation rates (Fig.

8.16 bottom panels). For MSWEP-forcing, there are areas where diffuse recharge

is negligible, particularly in the Laikipia plateau and lower part of the basin (see

Fig. 8.16 left upper panel). For IMERG-forced models, recharge occurs almost ev-

erywhere in the basin, although the uncertainty in diffuse recharge estimations using

this dataset is higher than when using MSWEP (Fig. 8.16 left bottom panel).

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum

ut, placerat ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu

libero, nonummy eget, consectetuer id, vulputate a, magna. Donec vehicula augue eu

neque. Pellentesque habitant morbi tristique senectus et netus et malesuada fames

ac turpis egestas. Mauris ut leo. Cras viverra metus rhoncus sem. Nulla et lectus

vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor gravida placerat.

Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem vel leo

ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at,

mollis ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis

nibh mi, congue eu, accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet

orci dignissim rutrum. Focused recharge also depends on the spatial and temporal

distribution of precipitation, mainly occurring in lower elevation areas where the

precipitation is lower and the water table is below the streambed elevation. MSWEP
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precipitation produces more focused recharge than IMERG (Fig. 8.17a and b) due

to the presence of larger areas with water table levels falling below the channel bed.

IMERG-forcing, with larger areas of higher rates of annual precipitation, particularly

at mid elevations, results in more diffuse recharge and consequently water tables more

commonly above the channel stream stage, potentially supporting perennial channels.

The uncertainty of focused recharge varies for both datasets (Fig. 8.17 bottom

panels). Since the extent of the area where focused recharge is produced for IMERG

dataset is greater than for MSWEP (Fig. 8.17a and b), there is also a higher uncer-

tainty in estimated focused recharge in relation to MSWEP dataset (Fig. 8.17c and

d). This higher uncertainty can be mainly attributed to the interaction of the water

table with the stream, which is more frequent in IMERG dataset as diffuse recharge

greatly contributes to changes in water table depths over larger areas (Fig. 8.16a and

b).

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum

ut, placerat ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu

libero, nonummy eget, consectetuer id, vulputate a, magna. Donec vehicula augue eu

neque. Pellentesque habitant morbi tristique senectus et netus et malesuada fames

ac turpis egestas. Mauris ut leo. Cras viverra metus rhoncus sem. Nulla et lectus

vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor gravida placerat.

Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem vel leo

ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at,

mollis ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis

nibh mi, congue eu, accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet

orci dignissim rutrum.

MSWEP and IMERG forcings both show increases in diffuse recharge as AI and

precipitation increase (see Fig. 8.18b and d). MSWEP precipitation results in lower

mean values for semi-arid and sub-humid areas in comparison to IMERG. This is

mainly attributed to the spatial distribution of precipitation and its influence on

aridity over the basin, which results in a broader distribution of climatic regions for

the IMERG forcing (Fig. 8.19b, top panel).

For MSWEP, focused recharge mainly occurs in semi-arid regions, where less pre-

cipitation occurs and where ephemeral streams are developed (Fig. 8.18a). However,

most of the water that becomes focused recharge in the semi-arid area of the basin

comes as runoff from areas located at higher elevations where large amounts of pre-

cipitation falls during the rainy season. IMERG-forced models produce similar re-
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sults, with focused recharge mainly occurring in semi-arid areas, yet values of focused

recharge are lower than for MSWEP (Fig. 8.18a).

For MSWEP forcing, there is a precipitation threshold at which diffuse recharge

becomes dominant of ≈600 mm yr−1 or AI greater than 0.35 for both dataset, as can

be seen in figure 8.19. This does not occur with IMERG forcing precipitation, where

diffuse recharge is the dominant process over the whole basin.

Runoff and channel flow

As expected, the model simulations show that the spatial distribution of precipi-

tation and soil hydraulic properties exert a great control on the distribution of runoff

over the basin. Runoff, and consequently streamflow, is mainly generated in the up-

per parts of the basin where larger amounts of precipitation are delivered (Fig. 8.20).

However, part of the runoff produced in the upper part the basin is the result of

groundwater discharge as baseflow, where perennial conditions develop (Fig. 8.21).

As water flows downstream to the lower parts of the basin, transmission losses reduce

the streamflow (see Fig. 8.21), which can eventually result in the development of

ephemeral streams when all the flow is consumed by transmission losses.

Overall, DRYP results show that water leaving the basin as runoff represents

around 5.1% (40.7 mm yr−1) and 4.8 % (38.1 mm yr−1) for MSWEP and IMERG

forced models, respectively. Streamflow for both models is extremely sensitive to

extreme precipitation events, which are responsible for high flow conditions (Fig.

8.7e). However, estimated fluxes are sensitive to model parameters, as can be seen in

the high uncertainty expressed by the standard deviation of all valid simulations (see

bottom panels of Fig. 8.21 and Fig. 8.20.

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum

ut, placerat ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu

libero, nonummy eget, consectetuer id, vulputate a, magna. Donec vehicula augue eu

neque. Pellentesque habitant morbi tristique senectus et netus et malesuada fames

ac turpis egestas. Mauris ut leo. Cras viverra metus rhoncus sem. Nulla et lectus

vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor gravida placerat.

Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem vel leo

ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at,

mollis ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis

nibh mi, congue eu, accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet

orci dignissim rutrum.

Lorem ipsum dolor sit amet, consectetuer adipiscing elit. Ut purus elit, vestibulum

ut, placerat ac, adipiscing vitae, felis. Curabitur dictum gravida mauris. Nam arcu
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Figure 8.18: Variation of focused and diffuse recharge for the Upper Ewaso Ng’iro
basin estimated using MSWEP and IMERG precipitation datasets: a) distribution of
AI over the basin (top) and mean annual focused recharge according to AI (bottom);
b) distribution of AI over the basin (top) and mean annual diffuse recharge accord-
ing to AI (bottom); c) focused recharge against surface elevation, d) diffuse recharge
against surface elevation, e) annual precipitation according to climatic region (top)
and mean annual focused recharge according to AI (bottom); and f) annual precipi-
tation according to climatic region (top) and mean yearly diffuse recharge according
to AI (bottom)
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Figure 8.19: Ratio of cumulative focused recharge to cumulative diffuse recharge
against aridity index

libero, nonummy eget, consectetuer id, vulputate a, magna. Donec vehicula augue eu

neque. Pellentesque habitant morbi tristique senectus et netus et malesuada fames

ac turpis egestas. Mauris ut leo. Cras viverra metus rhoncus sem. Nulla et lectus

vestibulum urna fringilla ultrices. Phasellus eu tellus sit amet tortor gravida placerat.

Integer sapien est, iaculis in, pretium quis, viverra ac, nunc. Praesent eget sem vel leo

ultrices bibendum. Aenean faucibus. Morbi dolor nulla, malesuada eu, pulvinar at,

mollis ac, nulla. Curabitur auctor semper nulla. Donec varius orci eget risus. Duis

nibh mi, congue eu, accumsan eleifend, sagittis quis, diam. Duis eget orci sit amet

orci dignissim rutrum.

8.3.4 Sensitivity to spatial and temporal distribution of pre-
cipitation

Sensitivity of model fluxes to the spatial and temporal variation of precipitation re-

veals that model uncertainty generally increases with variation in precipitation (see

Fig. 8.22). A summary of model performance and water partitioning is shown in

Table 8.3. The model calibrated with MSWEP dataset but run with IMERG as

forcing dataset, MSWEPIMERG, results demonstrate an increase of the uncertainty in

infiltration, runoff, and groundwater recharge (Fig. 8.22) in relation to the MSWEP

forcing model. Since higher rates of precipitation are restricted to smaller areas at the

top of the basin, lower values of soil hydraulic conductivity are required to produce

enough runoff to capture the observed streamflow signature at Archer’s Post. This

results in lower infiltration rates and consequently lower rates of evapotranspiration.
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Table 8.3: Model performance and water partitioning estimated using both MSWEP
and IMERG precipitation datasets for the best models. Parameters for the best mod-
els were obtained after calibration using each dataset. Values in brackets represent
percentage in relation to precipitation

Calibration forcing MSWEP IMERG

Sensitivity forcing MSWEP IMERG MSWEP IMERG

Performance

KGE- runoff [-] 0.70 0.52 0.59 0.66
PBIAS-runoff [%] 3.45 -4.18 -14.49 12.01

Water partitioning [mm yr−1]
Precipitation 794.0 (100%) 799.2 (100%) 794.0 (100%) 799.2 (100%)
Infiltration 756.7 (95%) 755.5 (95%) 761.0 (96%) 763.5 (96%)
Actual Evapotranspiration 712.7 (90%) 684.0 (86%) 718.2 (90%) 690.7 (86%)
Total Recharge 62.3 (8%) 73.3 (9%) 60.8 (8%) 77.5 (10%)
Diffuse Recharge 57.8 (7%) 71.4 (9%) 59.4 (7%) 75.1 (9%)
Focused Recharge 4.5 (1%) 1.8 (0.2%) 1.5 (0.2%) 2.3 (0.3%)
Overland Flow 37.2 (5%) 43.8 (5%) 33.0 (4%) 35.8 (4%)
Transmission Losses 9.9 (1%) 0.3 (0.0%) 0.3 (0%) 0.8 (0.1%)
Riparian Evapotranspiration 16.4 (2%) 15.9 (2%) 16.5 (2%) 16.1 (2%)
Runoff 44.2 (6%) 47.7 (6%) 52.4 (7%) 40.3 (5%)

It is also word noting that transmission losses show lower values than evapotranspi-

ration from the riparian zone. This is because the riparian zone receives water from

precipitation in addition to the transmission losses (see Section 5.2.2.2 in Chapter

5). However, there is a difference of ≈10% between the MSWEP and IMERG mod-

els, with the higher values corresponding to the MSWEP model. It is attributed to

the spatial distribution of precipitation which results in a wider area of transmission

losses occurring for the MSWEP model, which contrast with groundwater discharge

areas occurring in IMERG models (see Fig. 8.21).

It can also be seen in figure 8.22 that similar ranges of evapotranspiration for

MSWEPIMERG are observed in IMERG-driven model runs, with mean values ≈86
% for both MSWEPIMERG and IMERG (Table 8.3). This indicates that the relation

between the total actual evapotranspiration and precipitation cannot be attributed to

the forcing precipitation datasets, but must be ascribed to the parameters that control

water partitioning. Similar results were obtained for diffuse and focused recharge.

However, this was not the case for runoff and discharge, which had to increase in

order evacuate all excess water that resulted from low infiltration rates.

Using the IMERG-forced, best model parameters, the uncertainty of MSWEP

forcing results in slight variation in distributions of water partitioning for infiltration,

evapotranspiration, and groundwater recharge. A narrower distribution was obtained
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for overland flow, whereas runoff at the catchment outlet shows a wider distribution

when both are compared to those estimated with the IMERG dataset. This can be

attributed to higher rates of precipitation infiltrating into the soil, which reduces

runoff and consequently discharge at the catchment outlet.

For both models, the use of MSWEP versus IMERG precipitation did not have a

great impact on transmission losses, riparian evapotranspiration, or focused recharge.

This is because the hydraulic conductivity of the streambed controls the amount of

water entering the riparian zone, this resulted in less variability in the amount of

water available for evapotranspiration and consequently focused recharge.

8.3.5 Water balance of the Upper Ewaso Ng’iro basin

A summary of the estimated water balance partitioning for the basin is shown in

figure 8.22. Considering the lowest and highest values of the 95% confidence interval

from all scenarios, approximately 93-97 % of the total precipitation infiltrated into the

soil. However, most of this water returned to the atmosphere by evapotranspiration,

representing between 83–91 % of the input precipitation. Infiltrated water that per-

colates to the groundwater compartment producing diffused recharge accounted for

4-10 % of the precipitation. Transmission losses from the stream represent only 0-3

% of the input precipitation. Water contributing to the riparian area as baseflow and

transmission losses is partitioned into evapotranspiration, representing ≈2 % (±0.1),
and focused recharge, representing 0-1 %. Finally, water leaving the basin as runoff

represented 3-7% of the input precipitation.

8.4 Conclusion

Water partitioning of the Upper Ewaso Ng’iro basin has been estimated using the

hydrological model, DRYP, calibrated using streamflow observations at the catch-

ment outlet. The model was also evaluated by comparing model results with the

remote sensing products: MODIS for evapotranspiration, ESA-SM for soil moisture,

and GRACE for total water storage anomalies. The influence of the uncertainty of

precipitation on water balance partitioning was evaluated by considering two global-

scale datasets, MSWEP and IMERG, whereas uncertainty of model structure was

evaluated by performing a Monte Carlo analysis of model parameters. Although the

number of simulations for the analysis was restricted to 200, nevertheless, it gives in-

sight of water partitioning of the study area. Thus, the following general conclusions

can be drawn from the analysis:
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Figure 8.22: Distribution of percentages of main fluxes of the water balance in rela-
tion to the input precipitation for the Upper Ewaso Ng’iro basin. Estimated values
correspond to valid models for the scenarios specified in Section 8.2.11 (Fig. 8.4) using
MSWEP and IMERG datasets. Black lines in evapotranspiration and discharge cor-
responds to MOD16A AET validation dataset and observed streamflow at Archer’s
Post station (see Fig. 8.1), respectively.
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• DRYP can provide reliable estimations of key components of the water balance

in dryland regions, even in climatically, topographically and geologically diverse,

data-sparse environments, using only readily available regional-global datasets

for parameterisation and forcing.

• owing to the parsimonious structure and low computational demand, the un-

certainty of DRYP water balance estimates can be evaluated by performing a

Monte Carlo analysis. This is of key importance to constrain and understand

the key factors controlling the water partitioning in dryland regions.

Regarding the study site, the following specific conclusions can be drawn from the

analysis:

• available large-scale precipitation datasets show contrasting spatial variability

over the basin, despite having a small variation in annual average values (less

than 10 mm yr−1). MSWEP has higher annual precipitation than IMERG,

which translates to marked differences in the modelled water balance of the

Upper Ewaso Ng’iro basin. MSWEP concentrates high precipitation in the Mt.

Kenya and Nyanbene Hill Peak (East of Mount Kenya), whereas IMERG has

a highly linear relation with the topography, which translates in less spatial

variability over the basin with high annual precipitation located at Mt. Kenya

and the Aberdare Range (southwest of the basin).

• the spatial variability of precipitation greatly impacts modelled infiltration,

evapotranspiration, and recharge. Actual evapotranspiration is high, represent-

ing more than 90 % of the precipitation. However, it varies spatially following

the spatial distribution of precipitation with rates decreasing as elevation de-

creases.

• groundwater recharge in the basin is dominated by diffuse recharge mechanisms.

However, the spatial distribution of recharge depends on the distribution of

precipitation. Thus, high rates of diffuse recharge occur in humid areas where

yearly precipitation rates are high. In contrast, focused recharge dominates in

lower semi-arid areas where diffuse recharge becomes almost negligible. For

MSWEP, precipitation <600 mm yr−1 (AI < 0.37) represents the threshold

below which focused recharge become the dominant process. These results

highlight the importance of focused recharge processes as an important source

of recharge in dryland regions.
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• availability of groundwater in the lower, semi-arid parts of the basin depends on

local focused recharge associated with transmission losses from streamflow com-

ing from high elevations where runoff is high. It also depends on groundwater

flow from upper parts of the basin where groundwater is diffusively recharged.

• The magnitude and frequency of extreme precipitation events controls the amount

of groundwater recharge produced over the basin. High monthly precipitation

events, with 20% exceedance (i.e. ¿100 mm yr−1), are responsible for up to 80

% of groundwater recharge.

In this context, modelling results from DRYP not only provide an enhanced un-

derstanding of water partitioning in the Upper Ewaso Ng’iro basin, but also provide

some insights into the transferability of parameters and model processes to other

regions, thus:

• based on DRYP simulations, the MSWEP precipitation dataset shows a bet-

ter representation of the spatial and temporal variability of the precipitation,

resulting in improved skill in DRYP to represent evapotranspiration, soil mois-

ture, streamflow, and total water storage over the basin. Therefore, the use of

MSWEP data should be considered for quantifying water partitioning in similar

dryland regions.

• global datasets of soil and aquifer properties, although having great uncertainty

and coarse resolution, seem to capture useful spatial information that allows for

good characterisation of hydrological processes in drylands, regions typically

characterised by limited data availability.

Finally, the present analysis shows an improved representation and description of

key processes in dryland regions that should be included in large-scale models. This is

the first step to reduce the currently high uncertainty of the impact of future climate

change in dryland groundwater resources. Including processes such as transmission

losses and focused recharge in dryland regional models will aid understanding of the

spatial and temporal availability of surface and groundwater resources, as well as the

potential impacts of anthropogenic activities on water resources.
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Chapter 9

Conclusions & Outlook

This thesis aimed to enhance understanding and quantification of water partitioning

and flow pathways in dryland regions. To this end, a series of numerical simulations

were performed in order to address the main objectives defined at the beginning of

the thesis (Chapter 1). First, a characterisation of the potential groundwater - sur-

face water interactions in ephemeral streams in 2D and 3D in dryland regions was

presented (Chapters 3 and 4, respectively). Then a new parsimonious model, DRYP,

was developed in order to quantify water partitioning at the catchment scale within

dryland regions (Chapter 5). The ability of DRYP to accurately represent the water

partitioning and the water balance at different spatial and temporal scales (Chapter

6 and 7) was then evaluated for the data-rich Walnut Gulch Experimental Water-

shed in Arizona, USA. Finally, DRYP was applied to the semi-arid Upper Ewaso

Ng’iro basin in Kenya to address the challenges of estimating water partitioning in

data-scarce dryland regions (Chapter 8). Based on the main objectives presented in

Chapter 1, the main conclusions are presented below.

9.1 Conclusions

Objective 1: Enhancing understanding of groundwater - surface water in-

teractions in ephemeral streams

Understanding the main factors that control water partitioning in ephemeral streams

allows for the characterisation and parameterisation of transmission losses and focused

recharge (Chapter 3 and 4). The spatial and temporal variability of transmission

losses controls the availability of water below the channel and consequently focused

recharge. This variability needs to be included in hydrological models in order to
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capture the critical contribution of these processes to the water balance of a dryland

basin.

This work challenges the use of the terms connected and disconnected to char-

acterise groundwater - surface water interactions in ephemeral streams because they

are inherently misleading regarding the interpretation of groundwater - surface water

(SW-GW) interactions in ephemeral streams. Specifically, the use of the term ’discon-

nected streams’ neglects the potential feedback of groundwater changes on infiltration

rates from streams. Therefore, it is recommended the use of the terms bi-directional

and unidirectional SW-GW interactions, which acknowledges the hydraulic interac-

tions and feedbacks between the water table position and stream losses.

This aspect is of particular interest in the context of the impact of climate change

and anthropogenic activities on the availability and sustainability of water resources.

Natural or human-induced changes in water table depth are likely to influence the

infiltration rates within ephemeral streams, and would in turn affect the availability

of water in streams as well as recharge of aquifers. Positive feedbacks on infiltration

rates are expected when water table depth is high whereas negative feedbacks will be

expected when the water table is low. These new insights are important for robust

future water resource decision making in dryland regions.

Climate variability, expressed in the spatial and temporal variation of precipita-

tion, is likely to affect the distribution of surface water and consequently groundwater.

Short and high-intensity precipitation events will impact the production of runoff and

consequently, streamflow in channels. Given that infiltration through the streambed

controls the availability of water along the channel, short but high streamflow events

will result in more water available at downstream locations, whereas long but low

magnitude streamflow events will result in less water available downstream due to

more water being infiltrated at upstream locations (Chapter 4). Such spatial discon-

tinuities between water production in the landscape and subsequent water availability

to plants and society are particularly acute in drylands.

Objective 2: Development of a parsimonious model to quantify water par-

titioning in dryland regions

To quantify the contribution to water partitioning and flow pathways of transmission

losses and focused recharge in combination with hydrological processes and their

spatial and temporal variability, the parsimonious DRYland water Partitioning model,

DRYP, was developed (Chapter 5). DRYP is a spatially distributed model that
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represents variability in climatic forcing and its impact on the overall catchment water

balance. It includes a component to estimate transmission losses and focused recharge

from ephemeral streams, a key process of the water balance in dryland regions.

DRYP provides an improved representation of hydrological processes that will

support better understanding of surface and groundwater processes, as well as quan-

tification of water balance fluxes and stores. Given that DRYP explicitly integrates

hydrological processes at the surface, subsurface and groundwater components, it

enables the evaluation of the hydrological behaviour of dryland environments based

on well understood conceptual models. Based on rigorous evaluation, DRYP can be

considered as an efficient model to investigate and anticipate the impact of climate

variability on dryland groundwater resources.

Objective 3: Assessing the sensitivity of water partitioning to the spatial

and temporal scale of process description

In general, the high spatial and temporal variability of hydrological processes in dry-

land regions is well represented by DRYP. The model shows a good skill in repre-

senting water partitioning at and near the land surface. At WGEW, the estimation

of the main components of the water balance by DRYP agrees well with the set

observations available for the basin (Chapter 6). Thus, despite its simplicity and

parsimonious structure, model simulations result in an accurate representation of

groundwater - surface water interactions. The model captures well the development

of ephemeral streams and the production of focused recharge and its contribution to

the groundwater aquifer in the basin. It is shown that transmission losses represent

around 7% of the yearly total precipitation, which considerably reduces the flow in

channels, thus increasing the amount of water in the subsurface riparian zone. Water

entering the riparian area is considerably reduced by high evapotranspiration, at rates

near or at the full potential based on evaporative demand in the atmosphere, repre-

senting around half the transmission losses. Water that is not stored in the riparian

zone, percolates to the aquifer and produces focused recharge. Diffuse recharge in the

basin is very low (<0.03 %), which makes focused recharge the dominant mechanism

of groundwater recharge in the basin, consistent with my perceptual understand of

dryland catchments, and highlighting the potential importance of DRYP.

A multi-scale analysis of the performance of DRYP in the WGEW shows that vari-

ations in scale (both spatial and temporal) greatly impact water balance components

and fluxes (Chapter 6). High spatial and temporal resolution (≤1 km and <1 day)
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improve the performance of the model for representing the magnitude and number

of streamflow events, evapotranspiration, recharge, and soil moisture. In contrast,

lower spatial and temporal resolutions result in lower performance and the misrep-

resentation of the water balance, i.e. diffuse recharge increases and focused recharge

decreases as the spatial and temporal resolution decreases; although soil moisture and

actual evapotranspiration are less sensitive to temporal and spatial resolution. The

analysis also revealed that decreasing the temporal resolution of the climatic forcing

data, from sub-hourly to weekly, results in the underestimation of streamflow, sug-

gesting the importance of capturing short-term precipitation regimes. Overall, the

spatial resolution of the model affects the spatial and temporal distribution of water

along the stream, particularly as contributing areas of sub-basins change at different

spatial resolutions.

It is therefore of key importance for accurately representing the water partitioning

in drylands to choose an appropriate scale of the model for any basin. It is even more

important in the context of climate change, where the spatial and temporal variability

of precipitation events will result in variations of runoff production and consequently

groundwater recharge. Short and high magnitude streamflow events will result in

focused recharge being distributed over long distances along the channel, which will

impact the availability of groundwater, increasing groundwater in downstream areas.

This may result in areas prone to flooding conditions for shallow water tables, and

less groundwater available at upstream locations. How it will affect the overall avail-

ability of groundwater at basin scale is still unknown and more research is needed to

understand and predict the impacts of climate change on water distribution through

dryland catchments. DRYP is the ideal tool for such future work.

Objective 4: Gaining insights into the best way to approach estimating

water balance partitioning in dryland basins with limited data

The model was applied at a larger scale (≈15,000 km2), at the Upper Ewaso Ng’iro

basin, Kenya, in which DRYP demonstrated skill at capturing the water partitioning

in the basin, despite the coarse data available in the area (Chapter 8). The analysis

further highlighted the importance of focused recharge in dryland regions, a recharge

mechanism that eventually becomes dominant in relation to diffuse recharge as the

degree of dryness increases into the semi-arid to arid transition. The analysis also

highlighted the boundary condition effect of humid regions in basins that span a

variety of climatic conditions. In the Upper Ewaso Ng’iro basin, the humid area
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located at the highest elevations supplies water to the lower arid and semi-arid areas

of the basin, so boundary condition specification is critical in such cases. Results were

in agreement with the current understanding of the controls of groundwater recharge,

particularly for dryland regions (Cuthbert et al. (2019b)), suggesting (again) that

DRYP may be a valuable tool for improving the quantification of water partitioning

in dryland regions, even where data is scarce. Thus, DRYP can be used to assist

decision makers to better evaluate the availability of water resources in dryland regions

by providing an improved representation and quantification of the main components

of the water balance. DRYP can also be used to evaluate the impact of climate change

on groundwater resources in arid and semi-arid environments where focused recharge

is the main source of groundwater recharge.

These results also highlight the use of readily available regional and global data

of soil and aquifer properties. Despite high uncertainty and coarse resolution, these

datasets capture useful spatial information that allows a better characterization of

hydrological processes in drylands simulated by DRYP. Therefore, these datasets are

a viable alternative to high resolution in situ data for parameterising large scale mod-

els, which in combination with DRYP can provide reliable estimations of the water

partitioning in dryland regions.

Objective 5: Assessing the sensitivity of water partitioning to the forcing

climatic conditions

Although the uncertainty of global datasets of climatological variables of precipitation

and potential evapotranspiration is still high, my results show that the MSWEP V2

Global 3-Hourly 0.1° dataset has a more accurate representation of the spatial and

temporal variability of the precipitation in relation to IMERG, particularly in areas

with orographic precipitation, in the semi-arid Upper Ewaso Ng’iro basin, Kenya

(Chapter 8). This basin is characterised by a variety of climatic conditions that

makes it difficult to describe the hydrological behaviour without the use of a high-

resolution precipitation dataset. Thus, using MSWEP and hPET as forcing data into

DRYP resulted in a good representation of various water balace components including

evapotranspiration, soil moisture, streamflow, and total water storage over the basin.

Therefore, MSWEP may be a useful forcing dataset to characterise water partitioning

in similar dryland regions.
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9.1.1 Summary of the main outputs

A summary of the key conclusions of the thesis is presented below:

• In an ephemeral streams, for a given streamflow event, the initial saturation

conditions, the hydraulic conductivity of the sediments, and the water table

depth all provide strong controls on the infiltration rates lost from the stream.

• Deeper water tables combined with longer dry periods and higher hydraulic

conductivity increase the amount of infiltrated water; the opposite occurs when

these parameters decrease.

• Infiltration rates vary non-linearly with water table depth, although they be-

come constant, dependent on the local conditions, when a threshold in the water

table depth is reached.

• Longer streamflow events, characterised by longer residence times, in combi-

nation with deep water tables, can more quickly reduce the streamflow along

the channel, resulting in complete loss of inflows and dry channels over shorter

distances from the source point. For a homogeneous aquifer with hydraulic

properties corresponding to a sandy loam material, the threshold for a 7-day

streamflow event (with a 1 day peak) is reached for water table depths greater

than approximately 10 meters.

• The contribution of early infiltration during the onset of a streamflow event

(rising limb) can reach up to 25 % of the total infiltration. However, this

contribution is reduced to 6 % for longer residence times (T = 9 d). Hence, for

working at larger scales, in many instances, it may be reasonable to simplify

the infiltration rate to a a steady rate during an event.

• Groundwater – surface water interactions should be referred to as hydraulically

unidirectional or bi-directional, instead of “connected” or ‘disconnected’, de-

pending on the relative extent of hydraulic feedback given by groundwater to

stream losses.

• Global comparisons of water depth and ephemeral stream networks (although

rather uncertain) show that potential losses from a large percentage of dryland

streams may be sensitive to changes in water table depths. Feedbacks between

rates of recharge and changes in water table depths due to, for example, climate
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change or pumping may have important implications for the availability and

consequently, management of water resources in dryland regions.

• The parsimonious Dryland water partitioning model, DRYP, has shown good

skill for producing behavioural simulations that match observed phenomena.

Thus, DRYP is demonstrably effective and allows the characterisation of the

spatio-temporal variation in the main components of the dryland water balance.

DRYP also showed a good performance under different climatic, topographical

and geological conditions.

• At a catchment scale, in the Walnut Gulch Experimental Watershed, evapo-

transpiration is the dominant process comprising ¿ 90 % of water leaving the

catchment. It was found that focused recharge is the major contributor to

groundwater recharge with ≈2.5 % the total amount of rainfall whereas diffuse

recharge is below 0.03 %. The analysis also showed that evapotranspiration

from riparian areas may considerably reduce (up to 60 %) the amount of water

entering the riparian zone as transmission losses.

• A multi-scale analysis showed that estimates of actual evapotranspiration and

soil moisture are better simulated by a larger range of models than streamflow

discharge.

• Owing to the trade-offs between runoff generation and transmission losses lead-

ing to equifinality in simulating flow at a particular flow gauge, estimates of

transmission losses are highly uncertain without additional observational con-

straints from multiple flow gauges.

• The water partitioning is highly sensitive to the spatial and temporal scales.

In general, in order to capture the main characteristics of the streamflow and

focused recharge components of the water balance, a high temporal resolution

(<1 day) of rainfall forcing is required for model simulations. In contrast, soil

moisture and AET are much less sensitive to larger aggregations of rainfall

forcing above 1 day.

• DRYP can provide reliable estimations of key components of the water balance

in dryland regions, even in climatically, topographically and geologically diverse,

data-sparse environments, using only readily available regional-global datasets

for parameterisation and forcing.
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• For the Upper Ewaso Ng’iro basin, a comparison of the model performance using

two global datasets of precipitation, MSWEP and IMERG, showed that the

spatial and temporal distribution of precipitation greatly impact the variability

of surface and groundwater processes, despite having a small variation in annual

average values (less than 10 mm yr1).

• Also for the Ewaso Ng’iro basin, high rates of diffuse recharge occur in humid

areas where yearly precipitation rates are high. In contrast, focused recharge

dominates in lower semi-arid areas where diffuse recharge becomes almost neg-

ligible. A precipitation of ¡600 mm yr1 (AI < 0.37) represents the threshold

below which focused recharge become the dominant process.

• The availability of groundwater in the lower, semi-arid parts of the Ewaso Ng’iro

basin depends on local focused recharge associated with transmission losses from

streamflow coming from high elevations where runoff is high. It also depends on

groundwater flow from upper parts of the basin where groundwater is diffusively

recharged.

• The magnitude and frequency of extreme precipitation events control the amount

of groundwater recharge produced over the basin. High monthly precipitation

events, with 20 % exceedance (i.e. ≈ 100 mm yr1), are responsible for up to 80

% of groundwater recharge.

9.2 Directions for future work

Enhancing understanding and quantification of water partitioning in dry-

land regions

The potential degree of groundwater - surface water interactions along streams may

have a great impact on water partitioning at regional and global scales. Estimated wa-

ter table depths at global scales, although highly uncertain, show that losing streams

with shallow water table depths are widely distributed over the globe (Fan et al.,

2013). Recharge from these streams is sensitive to changes in water table depths, but

has not yet been evaluated. In this context, given that DRYP considers groundwa-

ter - surface water interactions, the potential effect on groundwater due to focused

and diffuse recharge can be evaluated by the model. However, the degree of ground-

water - surface water interaction depends on various factors including the geometry

of the channel. Information about channel geometry at regional or global scale is
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only available for large river networks. Therefore, in order to better describe the

impact of water partitioning in ephemeral streams, information about geometrical

characteristics of the channel needs to be included as these data become available.

The use of remote sensing as well as data assimilation techniques may also improve

the characterization of groundwater - surface water interactions. Data assimilation

techniques have already been successfully used for improving the performance of hy-

drological models, and their implementation into DRYP could potentially increase

the performance of the model. Additionally, although it has not been yet developed

at large scales (Walker et al., 2019), using remotely sensed data, such as Sentinel-2 at

the spatial resolution of 10m, to identify open water features such as large ephemeral

streams, could greatly enhance the ability of DRYP to characterise groundwater -

surface water interactions.

The dynamic behaviour of vegetation in dryland regions may have a great impact

on water partitioning. Thus natural and/or induced changes in vegetation and land

cover may also influence the availability of water resources in dryland regions. This is

even more important when the demand for direct or indirect water-related resources

increases as a result of the increasing population. This will put more pressure on the

already stressed ecosystems and will threaten the sustainability of water resources.

Therefore, in order to enhance the understanding of water partitioning in drylands,

the dynamic behaviour of vegetation needs to be included, especially in riparian zones.

Using DRYP to reduce the uncertainty of climate change

There is an urgent need for improving the quantification of the availability of water re-

sources, particularly in dryland parts of Africa, where the lack of reliable information

has restricted their quantitative assessment. In particular, enhancing understanding

of water partitioning by evaluating the role of processes such as transmission losses

and focused recharge is of key importance, particularly for managing groundwater

resources which are the main source of fresh water in dryland regions.

Although results in the Upper Ewaso Ng’iro basin are promising, there is still a

lot of uncertainty in the parameterisation of the model, particularly of the saturated

zone, which currently prevents a better evaluation of the availability of the water par-

titioning. This is important given the increasing demand for fresh water and the lack

of surface water, which will likely result in more groundwater being depleted. There-

fore, a better representation of these critical parameters will allow the evaluation
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of the sustainability of surface and groundwater resources. It will also allow a bet-

ter understanding of groundwater-related problems such as subsidence, groundwater

contamination and salinisation, and impacts to groundwater dependent ecosystems.

Ultimately, shallow and deep aquifers both need to be represented in the model, in

addition to a better characterisation of the aquifer hydraulic behaviour.
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Appendix A

Governing equations

In the basin, water can flow over the surface or it can flow through a porous media

such as soils or aquifers. These two types of flow allow for the characterisation of three

main components of hydrological cycle: (i) surface flow, representing overland flow

and channel flow, (ii) subsurface, representing the variably saturated flow through

the soil, and (iii) groundwater flow, representing the saturated flow in the aquifer.

A.1 Overland and channel flow

Surface flow can be described by the Saint-Venant equation (de Saint-Venant B., 1871)

which is a simplification of the Navier-Stokes equation for shallow water flow. How-

ever, for practical uses, further simplification such as diffusive-wave and kinematic-

wave approximation are considered enough to represent surface flow (Paniconi and

Putti, 2015). The kinematic-wave approximation for the 2-D Saint-Venant equation

for wide channel is presented as:

𝜕ℎ

𝜕𝑡
= −𝜕𝑣𝑥ℎ

𝜕𝑥
−
𝜕𝑣𝑦ℎ

𝜕𝑦
+ 𝑞𝑒 + 𝑞𝑟 (A.1)

where: ℎ is the depth of water above the surface [L], 𝑡 is time [T], 𝑞𝑒 represents the

exchange of water between the surface and subsurface zone [L T−1, 𝑞𝑟 represent any

other water source of sink, and 𝑣𝑥 and 𝑣𝑦 represent flow velocity at 𝑥 and 𝑦 directions,

respectively. 𝑣𝑥 and 𝑣𝑦 can also be simplified by assuming the Manning equation as the

relation between discharge and flow depth based on boundary roughness (Henderson,

1966):

𝑣𝑥 =
𝑆𝑥

1/2

𝑛
ℎ2/3 𝑣𝑦 =

𝑆𝑦
1/2

𝑛
ℎ2/3 (A.2)

where: 𝑆𝑥 and 𝑆𝑦 are the channel slope [-].
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The kinematic-wave approximation works adequately in high slope surfaces where

backward effect are negligible. However, negative topographic gradient and shallow

water levels will limit their application (Maidment, 1993), in such cases, diffuse-wave

approximations are more suitable.

A.2 Variable saturated flow

In the case of flow through soil, the physical processes under unsaturated conditions

can be described by Richard´s equation (Richards, 1931):

𝜂
𝜕𝜓

𝜕𝑡
=
𝜕

𝜕𝑥

[
𝐾𝑥𝑘𝑟

𝜕𝜓

𝜕𝑥

]
+ 𝜕

𝜕𝑥

[
𝐾𝑦𝑘𝑟

𝜕𝜓

𝜕𝑦

]
+ 𝜕

𝜕𝑧

[
𝐾𝑧𝑘𝑟

𝜕𝜓

𝜕𝑧

]
− 𝑞 (A.3)

where 𝜙 represents the pressure potential [L], that can vary in time and space; 𝐾𝑥,

𝐾𝑦, and 𝐾𝑦, with dimension [L T−1], represent the saturated hydraulic conductivity

in the directions 𝑥, 𝑦, and 𝑧, respectively; 𝑘𝑟 is the relative hydraulic conductivity,

dimensionless [-]; 𝜂 represents the storage coefficient defined as:

𝜂 =
𝜃 · 𝑆𝑠
𝑛

+ 𝑑𝜃

𝑑𝜓
(A.4)

where 𝑆𝑆 is the specific storativity [L−1], 𝜃 is volumetric soil water content [-]; 𝑛 is the

porosity of the medium [-], and 𝑞 is the specific volumetric flow rate out of the medium

[L T−1], which can represent any source or sink term such as evapotranspiration.

Under unsaturated conditions the relation between 𝜙 and 𝜃 can be specified by

the soil water-retention and the hydraulic conductivity curves. Empirical equations

for representing these curves based on soil properties are suggested by van Genuchten

(1980), and Brooks and Corey (1964).

Numerical solution of Richards’ equation is computationally intensive. In order

to reduce the computational cost, simplifications, for example the use of only the

vertical components or the kinematic-wave approximation (Markstrom et al., 2008)

are often used. However, the Philip’s equation (Philip, 1957) and the Green-Ampt

equation (Green and Ampt, 1911) can be used as simplifications for describing the

movement of water through porous media (Dillon and Liggett, 1983; Niswonger et al.,

2008; Noorduijn et al., 2014a,b; Shanafield et al., 2014). The main characteristics of

the Philip’s equation are the ability to represent the higher rates of infiltration due

to capillarity at the initial wetting stage of the streambed and the posterior decay of

that rate, reaching steady-state, when the capillarity pressure decreases.
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A.3 Saturated flow

When saturated conditions develop, the change in water content with respect to

time becomes zero and the saturated conductivity becomes a constant under the

assumption that viscosity and density of the fluid are constants. Richards’ equation

under saturated conditions can be expressed as:

𝑆𝑠
𝜕𝜓

𝜕𝑡
=
𝜕

𝜕𝑥

[
𝐾xx
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𝜕𝑥

]
+ 𝜕

𝜕𝑥

[
𝐾yy
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𝜕𝑦

]
+ 𝜕

𝜕𝑧

[
𝐾zz

𝜕𝜓

𝜕𝑧

]
− 𝑞 (A.5)

Despite the ability of Richards’ equation to represent flow through a porous me-

dia, the use of this equation is compromised when preferential flow develops in the

unsaturated zone. Although some approaches have been proposed to address this,

they are still inapplicable due to the complexity in the measurement/estimation of

the variables/states involved in the system (Beven, 2002; Beven and Binley, 1992;

Beven, 2004; ?).
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Appendix B

DRYP User Guide

B.1 Introduction

B.1.1 Running DRYP

DRYP v1.0 has been tested in Python 3.7.4. and runs in windows and Linux.

The following python packages must be installed in order to use DRYP:

Landlab 2.0. (see https://landlab.readthedocs.io/en/master/index.html)

Numpy 1.16.4

Pandas 0.25.1

DRYP can run in previous versions of python that are compatible with packages

listed above.

DRYP comes with an example (GW 1D) in addition to the following python

scripts:

DRYP Gen Func.py

DRYP groundwater EFD.py

DRYP infiltration.py

DRYP io.py

DRYP model list.txt

DRYP Modflow.py

DRYP rainfall.py

DRYP routing.py

DRYP soil layer.py

run DRYP v1 0.py

run model.py
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Figure B.1: Location of the GW 1D example

test dryp.py

The folder GW 1D contains all files required to run a simple integrated 1D model.

Inside this folder a folder called ’input’ as well as two files ’input.dmp’ and ’set-

tings.dmp’ required to run the model are provided. All files provided in this folder

can be read/modified using a notepad or any other text editors.

For running DRYP, follow the steps below:

1. Copy and paste the folder DRYP in a convenient location in your PC.

2. Open the file ’run model.py’ and change the name of the input file of the func-

tion ’run DRYP(model input filename)’. This function will call DRYP and its

components.

3. Open the command line or any IDLE available in your PC and run the file

previously edited (’run model.py’)

Details about the input files, model parameter files as well as simulation setting

are specified in the following sections.

For running the example copy and paste the folder GW 1D into the same directory

of DRYP folder (see figure B.1).

For testing the installation, run pytest command providing the location of the

DRYP folder. A simple test file (’test dryp.py’) is provided in order to check the

installation.

For running the lossy flow accumulator using the ’cython’ transmission loses func-

tion, TransLoss function must be installed. The Transloss function should be in-

stalled using the ”setup.py” file. This file is located in the folder components. For

running, it has to be installed into same directory.

The installation can be done by using the python terminal using the following

command:

python setup.py bould ext --inplace
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B.2 Model parameter files

B.2.1 Forcing Data

The main driven variables of the model are the precipitation and evapotranspiration.

Time variable parameters can be provided as gridded data in netcdf format or they

can be provided as time series in ’.csv’ format. When provided as time series, the

precipitation/evapotranspiration will be uniform for the entire model domain for each

time step.

The model will not interpolate/aggregate spatially or temporally any variable.

Therefore, all input, variables and parameters, must have the same spatial resolution

when gridded data is used. Model grid size will depend entirely on datasets/maps

provided as input files. The time step of precipitation/evapotranspiration has to be

according to the time step specified in the model setting parameters.

For netcdf datasets, a variable representing time has to be specified with name

’time’. Time has to be defined as numeric values but it should include a time units

and the calendar. Names of variables must be specified as ’pre’ for precipitation and

’pet’ for evapotranspiration. The model will not recognise any other name specified

for these variables.

Forcing data can be pre-processed or created by using xarray or the netCDF4 API

for python. An example of variable creation using the netCDF4 API is shown below:

dataset = Dataset(fname_out, ’w’, format=’NETCDF4_CLASSIC’)

dataset.createDimension(’time’, None)

dataset.createDimension(’lon’, columns)

dataset.createDimension(’lat’, rows)

dataset.createDimension(’grid’, grid size)

lat = dataset.createVariable(’lat’, np.float64, (’lat’,))

lon = dataset.createVariable(’lon’, np.float64, (’lon’,))

time = dataset.createVariable(’time’, np.float64, (’time’,))

pre = dataset.createVariable(’pre’, np.float32,(’time’,’grid’))

time.units = ’hours since 1980-01-01 00:00:00’

time.calendar = ’gregorian’

For dataset provided as time series in csv files, columns must be label as ’Date’

for time and ’pre’ and ’ETo’ for precipitation and evapotranspiration, respectively.

An example is provided bellow:

238



Date,pre,ETo

01/01/2000 00:00,0,0

01/01/2000 01:00,0,0

01/01/2000 02:00,0,0

01/01/2000 03:00,0,0

Model parameters can be provided as numerical values or as maps. When maps

are provided, they must be raster files. Raster files are easily read by the Landlab

package of python. An example of the raster format for a 3 × 3 grid size map is shown

below.

ncols 3

nrows 3

xllcorner 574361

yllcorner 3502989

cellsize 1000

NODATA_value -9999

825.233 860.3439 864.650

825.233 860.3439 864.650

825.233 860.3439 -99999

In the case of boundary conditions, raster files must have a value -9999 as nodata

when a cell does not a specific boundary condition, any other value will be assumed

as boundary conditions. Boundary conditions should also follow the

B.2.2 Model Parameters

A list of parameters required for each component is presented below:

Surface component:

• Digital elevation model (DEM), required

• River network (values greater than zero are considered as river), if not available

all cells are considered rivers

• Flow direction in landlab format (ID of receiving node following landlab index-

ing), if no available, Landlab will automatically find the direction of flow based

on the DEM.

• Drainage area, it can specified as the model domain for the catchment. Default

value is 1.0.
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Subsurface component:

• Rooting depth in mm, default value 1000mm

• Wilting Point (𝜃𝑤𝑝), default value 0.1

• field capacity (𝜃 𝑓 𝑐), default value 0.15

• Porosity, 𝑛𝑒, default value 0.35

• Standard deviation of the saturated hydraulic conductivity, 𝜎

• Infiltration at saturated conditions, (𝐾𝑠𝑎𝑡) in mm/h

• Water content at residual capacity, 𝜃𝑟

• Exponent of the water retention function, 𝑏 default value 2.

• Suction head, 𝜓, default value 300mm

Groundwater component

• Aquifer saturated hydraulic conductivity, 𝐾𝑠𝐺𝑊 , default value 1 [m/h]

• Aquifer specific yield, 𝐾𝑠𝐺𝑊 , default value 0.01 [-]

• Groundwater model domain, optional, in case that groundwater catchment is

different than surface catchment.

• Initial water table, default value is specified at 1 meter below the rooting depth.

• Head boundary conditions

• Flux boundary conditions

• Bottom stream bed elevation, default value: z - 5m

Main Input file

All input file name’s must be listed in model parameters file, which is further

explained explained below, However, if a filename is not provided, default values will

be considered.

The input file must be a plain text file. This file must start with ’drylandmodel’

in the first line (see example below), omitting the first line will stop the simulation.

Filenames provided in the input file must be written in each line specified in the

example, changes will result in simulation errors or wrong variables being read (e.g. if

the file ’GW 1D dem m.asc’ is written in line 5, python will raise an exception error).
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input file
1 drylandmodel

2 Model name --------------------------------------(3):

3 test

4 ================ TERRAIN COMPONENTS =================

5 Topography (DEM)(m)---------------------------------(4):

6 test/input/test_dem_m.asc

7 Cell area factor (-)--------------------------------(6):

8 test/input/test_area_m.asc

9 Flow Direction (fd)(-)------------------------------(8):

10 test/input/test_flowdir_m.asc

11 Boundary conditions (check CHB) (-)----------------(10):

12 test/input/test_chb.asc

13 Basin Mask (catchment) (-)-------------------------(12):

14 test/input/test_mask_m.asc

15 River length (m)-----------------------------------(14):

16 test/input/test_riv_m.asc

17 River width (m)------------------------------------(16):

18 none

19 River bottom elevation (m)-------------------------(18):

20 none

21 ================ SURFACE COMPONENTS =================

22 Vegetation type Kc (-)-----------------------------(21):

23 none

24 Soil land use (-)----------------------------------(23):

25 none

26 Other (-)------------------------------------------(25):

27 none

28 =========== SOIL AND SUBSURFACE PARAMETERS ==========

29 Soil porosity: porosity (-)------------------------(28):

30 test/input/test_rawls_ne.txt

31 Theta residual (-)---------------------------------(30):

32 test/input/test_rawls_theta_r.txt

33 Available Water content (AWC) (-)------------------(32):

34 test/input/test_rawls_awc.txt

35 Wilting Point (wp) (-)-----------------------------(34):

36 test/input/test_rawls_wp.txt

37 Soil Depth (D) (m)---------------------------------(36):

38 test/input/test_depth_m.asc

39 Soil particle distribution parameter (b) (-)-------(38):

40 test/input/test_rawls_n.txt

41 Soil suction head (psi)(m)-------------------------(40):

42 test/input/test_rawls_phi.txt

43 Saturated hydraulic conductivity (mm_h)------------(42):

44 test/input/test_rawls_ks.txt

45 sigma_Ksat (mm_h)----------------------------------(44):

46 test/input/test_rawls_sigma_ks.txt

47 Initial soil water content (-)---------------------(46):
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48 none

49 Other ------------------------------------------(48):

50 none

51 === GROUNDWATER PARAMETER AND BOUNDARY CONDITIONS ===

52 Groundwater Boundary condition (domain) ------------(53):

53 test/input/test_mask_m.asc

54 Aquifer Sat. Hydraulic Conductivity (Ksat_aq) (m_h)-(55):

55 test/input/test_rawls_ks1.txt

56 Specific Yield (-)----------------------------------(57):

57 none

58 Initial Conditions Water table elevation (m)--------(59):

59 test/input/test_wte_ini.asc

60 Flux Boundary Conditions (m_h)----------------------(61):

61 None

62 Head Boundary Conditions (m)------------------------(63):

63 test/input/test_CHB1.asc

64 Other-----------------------------------------------(65):

65 none

66 ============== METEOROLOGICAL DATA ==================

67 Precipitation (mm_h)--------------------------------(68):

68 test/input/Pre_60m_00_05_10_sin.csv

69 Potential Evapotranspiration (mm_h)-----------------(70):

70 test/input/Pre_60m_p00_e00.csv

71 Water abstractions file (mm_h)----------------------(72):

72 none

73 Other ----------------------------------------------(74):

74 none

75 ======== RESULTS AND OUTPUT DIRECTORIES =============

76 Discharge point results ----------------------------(77):

77 test/input/test_Flumes_points.csv

78 Soil point results output --------------------------(79):

79 test/input/test_SM_points.csv

80 Groundwater point results --------------------------(81):

81 test/input/test_well_point_m.csv

82 Folder location results ----------------------------(83):

83 test/output

84 Other ----------------------------------------------(85):

85 none

86 Other ----------------------------------------------(87):

87 none

88 MODEL PARAMETER SETTINGS FILE ----------------------(89):

89 test/setting_test.dmp

If abstractions and irrigation are available, it must be provided in line 72. Infor-

mation can be provided in netCDF format in order to take into account the spatial

variability, if a ”.csv” file is provided a uniform rate will be applied over the entire
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model domain (not common). Additionally, name’s variables must be specified with

the following codes:

Table B.1: Code and Name of variables for input datasets of anthropogenic fluxes

code variable
ASW Surface component: River abstractions
AUZ Unsaturated component: Irrigation
ASZ Saturated component: Groundwater abstractions

For the groundwater component, boundary conditions can be specified as head and

flux boundary conditions on lines 61 and 63, respectively. A raster file of head/flux

must be provided if boundary conditions are considered in the model. The raster file

must have as non boundary condition values of -9999, otherwise it will be assumed as

head/flux condition. If boundary file are not provided, zero flux boundary conditions

will be assumed.

Simulation parameter file

Information about simulation parameters such as period or time step must also

be provided in a plain text file. This file should contain parameters that control the

simulations such as simulation period, format of input files as well as the activation

of model components such as groundwater flow.

Simulation settings file has to include in the first line the following text ’DWAPM SET’,

as it is shown in the example below, omitting the first line will stop the simulation.

Lines with numerical values are allowed to change, but they can not be displaced by

adding a new line. The change of position of lines will result in errors or will stop the

simulation.

simulation setting file
1 DWAPM_SET

2 ======== SIMULATION PERIOD AND TIME STEP ==========

3 Initial date for simulation (YYYY MM DD) ........(4)

4 2000 1 1

5 Initial date for simulation (YYYY MM DD) ........(6)

6 2004 1 3

7 OF Time step - dt_Pre (min) - (1440 for daily)...(8)

8 60

9 UZ Time step - dt_Pre (min) - (1440 for daily)..(10)

10 60

11 SZ Time step - dt_Pre (min) - (1440 for daily)..(12)

12 60

13 ============ MODEL READING OPTIONS ================

14 Read Precipitation from NETCF file..............(15)
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15 0 60

16 Read Evapotranspiration from NETCF file.........(17)

17 0 60

18 Read Abstractions from NETCF file ..............(19)

19 0

20 ============== MODEL COMPONENTS ===================

21 Inf.- 0: Scheeke 1: Philips 2: Up_GA 3: Mod_GA....(22)

22 1

23 Run surface routing ----------------------------..(24)

24 0

25 Run Groundwater-Enable Type: 0-Unc 1-func 2-Con-..(26)

26 1 1

27 Run OF linear reservoir: 1 active 0 disable.......(28)

28 0

29 Run UZ linear reservoir: 1 active 0 disable.......(30)

30 0

31 =============== OUTPUT OPTIONS ====================

32 Show simulation times 1 active 0 disable .........(33)

33 0

34 Save state rasults in netcf files.................(35)

35 1

36 Temporal aggregation results (eg. 3M Y H).........(37)

37 6M

38 Plot maps and the end of the period...............(39)

39 0

40 Save maps as raster at the end of the period......(41)

41 0

42 Print daily maps..................................(43)

43 0

44 Print simulation time.............................(45)

45 0

46 ============= MODEL PARAMETERS FACTORS ============

47 Runoff partition parameter factor (kdt-Sheeke)....(48)

48 1.0

49 Soil Depth factor - kDroot .......................(50)

50 1.0

51 Available Water Content factor - kAWC ............(52)

52 1.0

53 Infiltration rate factor - kKsat .................(54)

54 0.004

55 Heterogeneity factor - k_sigma - (Upscaled GA)....(56)

56 1.0

57 Transmission losses factor - kKch.................(58)

58 10.52967

59 Discharge decay factor - kT ......................(60)

60 0.1512967

61 Channel width parameter (pe-not activated)........(62)
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62 1

63 Aquifer sat. hydraulic conductivity factor (kKaq).(64)

64 1.250

65 Aquifer specific yield factor (kSy)...............(66)

66 1.00

Information related to simulation period should be specified as the initial and final

date of the simulation and must be specified in lines 4 and 6. Date must be specified

as integers separated by spaces (e.g. 2001 1 9), zero on the left side is not allowed

and will stop the simulation (e.g 2001 01 19, will raise an error).

Simulation time step of the surface component must be specified in line 10. Time

has to be specified in minutes, with a maximum time step of one day. Time step must

be an integer, and values must be rational fraction of the hour (e.g 20 min is allowed

but 25 will stop the simulation) when sub-hourly time step is set. In case of hourly

time steps, it must be a rational fraction of the day (e.g. 180 min (3h) is allowed but

300 min (5h) will result in errors).

For the groundwater component, the simulation time step must be specified on

line 12. Time step has to be an integer value, and should be specified in hours.

The format of precipitation, evapotranspiration and water abstraction files must

be specified in lines 15, 17 and 19, respectively. The time frequency of the of model

input files should be specified along with the file format parameter. For the for-

mat, a value of 1 represent grids in netcdf format, whereas a value of zero represent

comma-separated formats (”.csv”). Time frequency should be specified in minutes

(see example below). If frequency is not provided, DRYP will assume a default value

of 60 min.

13 ============ MODEL READING OPTIONS ================

14 Read Precipitation from NETCF file (format time-scale) ......(15)

15 0 60

16 Read Evapotranspiration from NETCF file (format time-scale)..(17)

17 0 720

18 Read water abstractions (format time-scale) .................(19)

19 0 60

DRYP has four types of infiltration methods implemented which can be selected

by a specific code on line 22. The following codes can be chosen depending on the

infiltration approach adopted:
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0: Schaake model,

1: Philip’s equation,

2: Upscaled Green and Ampt,

3: Modified Green and Ampt method.

For the groundwater component, three different approaches for groundwater flow

conditions are available:

0: Variable transmissivity, fully unconfined conditions,

1: Constant transmissivity,

2: Transmissivity function,

The groundwater components can be activated or disabled in line 26, a value of 1

enable the groundwater component whereas a value of 0 disables it. The groundwater

approach is specified along with the activation code of the groundwater component

as shown in the example below:

25 Run Groundwater-Enable Type: 0-Unc 1-func 2-Con-(26)

26 1 1

in case that the approach is not specified, the ”variable transmissivity”, option 0, is

used as default approach.

Line 27 is currently disabled.

To save model results as netCDF files, lines 33 and 35 of the setting parameters

file need to be modified. A value of 1 in line 33 will activate the option save, whereas

line 35 is used to specify the aggregation frequency. Frequency should be specified as

integer and a string character. Accepted character are D for days, M for months and

Y for years, an example is specified below:

32 Save state rasults in netcf files...............(33)

33 1

34 Temporal aggregation results (eg. 3M Y H).......(35)

35 6M

A set of parameters that globally modify the model parameters are also specified

in the simulation settings file. Values are scale factors of the following parameters,

this values are unitless:
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line 48: kdt, for water partitioning of the Shaake infiltration approach,

line 50: kDroot, for rooting depth,

line 52: kAWC, for available water content,

line 54: kKsat for the saturated hydraulic conductivity of the soil,

line 56: kSigma, for the standard deviation of the saturated hydraulic conduc-

tivity of the Modified Green and Ampt approach,

line 58: kKch, for infiltration rates in the channel,

line 60: kT for decay parameter of discharge,

line 62: kKaq for aquifer saturated hydraulic conductivity,

line 64: kSy for aquifer specific yield factor,

B.3 Model results

Output variables for each model component are summarised below:

Surface component

• Runoff

• Infiltration rate

• Flow accumulation

• Transmission losses

Subsurface component:

• Water content (𝜃)

• Actual evapotranspiration (AET)

• Percolation

Groundwater component:

• Recharge (percolation + transmission losses)

• Water table elevation
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Table B.2: Suffix of model result files stored by DRYP

Code Variable
avg: average results over the active model domain
THT: Soil moisture [-]
PET: Potential evapotranspiration [L T−1]
AETr: Actual evapotranspiration from riparian area [L T−1]
AET: Actual evapotranspiration [L T−1]
INF: Infiltration rate [L T−1]
EXS: Infiltration excess [L T−1]
RCH: Recharge [L T−1]
Dis: Discharge [L T−1]
BFL: Baseflow [L T−1]
QFL: Baseflow [L3 T−1]
wte: Water table elevation [L]

By default, DRYP saves all results in the directory specified in the line 83 of the

input parameter file (see Sect. B.2). Output file name’s start with the name of the

model (line 2, in input files, Sect. B.2), followed by the following codes:

Result at different locations of each model component can be obtained by pro-

viding a file containing a list of coordinates. This should be specified in a comma

separated format (e.g. .csv) with column heads specified as Nort and East for the

y and x, respectively. If a coordinate is not located inside the model domain, the

simulation will stop. Note that at least one point coordinate should be specified,

otherwise, an error will be produced.

Coordinate files must be specified in the following lines of the main input file:

line 77: File of coordinates for surface component,

line 79: File of coordinates for unsaturated zone,

line 81: File of coordinates for saturated zone,

Point result file are named with the model name (line 3, see B.2.2) as prefix

followed by the codes specified in table B.2. Point result files store a number of

variables depending on the component, with one file for each model variable. A list

of model variables for each component is specified below:

Point result files are time series with the first column specified as time with head

’Date’. The number of columns of result files depend on the number of points specified

in the coordinate files defined above. Columns are label depending on the component

and variable (see B.3) followed by number starting by zero (e.g. for discharge, the file
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Table B.3: Model variable name’s and codes stored for point result files, for filename
see table B.2

code variable
Surface component
OF Discharge
TL Transmission losses
EXS infiltration excess
Unsaturated zone
SM soil moisture
AET actual evapotranspiration
RCH recharge, diffuse and foccused recharge
Saturated zone
WT water table elevation

model name Dis.txt will contain the following columns, ’Date’ for time and ’OF 0’,

’OF 1’, .. etc. for discharge values)

DRYP automatically save spatially averaged fluxes and water content of model

compartments. The name of the this result file has the suffix avg and the end. Results

are saved at time steps specified for the surface component.

Average results are saved in a comma separated file that can be opened in microsoft

excel or any text editor. The document contains the following information which is

specified by codes for each variable in the first line:

• pre: precipitation,

• rch: recharge,

• dis: discharge,

• aet: actual evapotranspiration,

• usz: soil water content,

• gws: groundwater storage,

Discharge stored in the ’avg’ file corresponds to the first row of the coordinate file.

Therefore, in order to close the mass balance of the catchment, the first row of the

coordinate file must be the coordinate of the catchment output.
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Appendix C

Python Code - DRYP

Model scripts and example files are publicly available at the following location:

https://github.com/AndresQuichimbo/DRYP
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