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**A B S T R A C T**

Malware refers to software that is designed to achieve a malicious purpose usually to benefit its creator. To accomplish this, malware hides its true purpose from its target and malware analysts until it has established a foothold on the victim’s machine. Malware analysts, therefore, have to find increasingly sophisticated methods to detect malware prompting malware authors to increase the number of evasive techniques employed by their malware. Dynamic malware analysis has been framed as a potential solution as it runs malware in its preferred environment to ensure that it observes its true behaviour. However, it is usually a restricted form of the preferred environment and malware may only be run for two minutes or less. This means that if malware does not demonstrate its malicious intent within that time frame and environment, the behaviour observed and subsequently learned may not be the behaviour that needs to be prevented. There is a risk that classifiers trained using the standard dynamic malware analysis process will only recognise malware by its evasive behaviour rather than a mix of behaviours. In this paper, we study the extent to which classifiers are dependent on evasive behaviour when identifying malware. We achieve this by training them on real ransomware and benignware and then testing their ability to detect carefully crafted simulated ransomware. The simulated ransomware gives us the freedom to create samples with different levels of evasive and malicious behaviour. The simulated samples, like the real samples, are run in a sandboxed environment where data is collected at a user- and Kernel-level. The results of our experiments indicated that, in general, the classifiers were more likely to label the simulated samples as malicious once the amount of evasive behaviour present in a sample went beyond a threshold. Generally, this threshold was crossed when the simulated ransomware waited 2 s or more between each file it encrypted. Additionally, the classifiers trained on the user-level data were not as robust against small changes in system calls made. Whereas, when trained on system calls gathered at a Kernel, system-wide level, the classifiers’ results were less variable. Finally, in attempting to simulate malware for our experiments, we discovered that the field of malware simulation is relatively unstudied despite its potential and therefore provide recommendations for simulating malware for system-call analysis.

1. Introduction

Malware analysis refers to the study of malicious software (malware) to understand its behaviour and identifying traits. There are two techniques that can be used to analyse malware — static analysis and dynamic analysis. In static analysis, the binary (malicious file) in question is studied without ever running it. Therefore much of the analysis involves examining the binary’s code in order to understand its behaviour. Dynamic analysis (also known as behavioural analysis) refers to actually running the binary in its preferred environment and observing it for any signs of malicious behaviour. Dynamic analysis is favoured over static analysis since it is not as easily hindered by evasion tactics such as obfuscation [1,2] and polymorphism [3]. Studies have also shown that Dynamic analysis is more effective for detecting malware [4,5]. While it is also possible to combine features from static and dynamic analysis to perform “Hybrid Analysis”, it tends to achieve a similar performance to dynamic analysis [4].

A popular method for detecting malware in dynamic analysis is to collect all the calls made by the binary to the Operating System (OS) (sometimes referred to as system calls or API calls) [6]. This is because any program that wants to do anything noteworthy on the system needs to interact with the OS. Therefore, by capturing the system calls, it is possible to have a detailed understanding of the behaviour of the binary.

Once system calls have been gathered, the patterns within them can be extracted and converted into rules that can be used to distinguish malicious from benign. While this can be performed manually by experts, the sheer volume of malware being produced makes this...
infeasible. To obtain complete coverage over all malware samples produced, an expert would have to analyse each new malware sample within 1.6 s [7]. Therefore, rather than manually extracting patterns to identify malware from system calls, the process can be automated using Machine Learning (ML). ML refers to the process by which a machine automatically learns how to perform a task (such as distinguishing malware from benignware). Classification is the ML process in which an algorithm is provided with input data and it predicts the category that the data belongs to based on patterns within the data. In this case, the input data could be API calls made and the output from the classifier is the label, ‘malicious’ or ‘benign’. The trained classifier can then be tested against system calls gathered from running completely unseen samples. This technique has produced promising results [6,8]. However, dynamic analysis is not without weaknesses. Malware uses the fundamental properties of dynamic malware analysis to mislead analysts. When malware is run, it will first seek to identify the environment it is running in before exhibiting malicious behaviour. If malware detects that it is being analysed, it will not display its true malicious behaviour and instead show benign behaviour. One method by which malware detects it is being analysed is by looking for evidence that it is running in a virtualised or emulated environment [9–11]. Virtualised or emulated environments are preferred when conducting dynamic malware analysis since, among other things, it is trivial to restore a virtual machine to a previously saved clean state after running malware. Furthermore, these environments provide an analyst with a number of options when it comes to instrumenting a machine to glean information regarding a sample’s behaviour. Unfortunately, these environments cannot perfectly recreate a real environment. Malware can look for these inconsistencies to determine the type of environment it is being executed in. If malware suspects that it is running in a virtual environment, it might assume it is being analysed and choose not to run. In response, analysis environments are sometimes instrumented to trick malware into thinking it is running in a real environment forcing malware authors to find increasingly sophisticated methods to evade analysis.

Such evasive behaviours have become so prevalent in malware that Chen et al. [11] proposed a protection mechanism against malware that added artefacts to normal environments to make them appear to be analysis environments. This discouraged malware from executing in these environments and thereby essentially protected them. A study of 4 million malware samples found that 72% of the samples contained techniques to detect that they were being run in a VM [12]. Previous work [13,14] also observed the prevalence of anti-vm/anti-debug properties in malware and has been the inspiration for this work. Yet, the majority of the existing literature on the development of ML to detect malware uses data collected from virtualised or emulated environments. This poses the question of how sensitive ML malware classifiers are to evasive malware? If the majority of samples are actually refraining from demonstrating malicious behaviour, then how much of their behaviour are the ML models actually being trained with? In practical terms, are these models actually learning to detect malicious behaviour — or are they actually learning how to detect evasive behaviour? For real world applications, this presents the risk that when malware is running on “real” systems rather than VMs, they will exhibit different behaviours that the ML model will not be able to pick up.

The concern over ML models being evaded is already growing in the literature in the form of adversarial attacks. An adversarial attack is a technique in which confidently classified samples are altered using small, but tactical perturbations in order to cause the classifier to incorrectly classify the sample with confidence. Adversarial attacks work by estimating the decision boundaries of the classifier and then selectively altering input samples using the smallest number of perturbations necessary so that they fall outside the decision boundary. Adversarial attacks have also been used in the context of malware classification to make previously detectable samples go undetected [15–17]. However, this paper takes a different approach to adversarial attacks. Rather than attempting to produce adversarial samples, we focus on questioning the limitations of ML models built in constrained testing environments. In this case, the evasion is not deliberately crafted to confuse an ML model — rather it exists as a function of malware detecting it is in a virtualised or emulated environment, and not exhibiting the same behaviour as it would on a real system.

In this paper we hypothesise that ML classifiers trained using data from dynamic malware analysis conducted within virtualised environments (as in much of the literature) are largely recognising malware by its evasive behaviour, rather than malicious behaviour. While there is nothing inherently wrong with classifiers using evasive traits to identify malware, an over-emphasis on these traits could be problematic and our aim is to understand the amount of evasive behaviour a sample needs to possess to be classified as malicious. To test our hypothesis we train a selection of state of the art classifiers in this field on data collected from running 2500 ransomware samples and 2500 benign samples in a sandboxed Windows environment. We collect data at both a user-level and kernel-level to determine if one is better suited to creating more robust classifiers. We then test the trained classifiers against ransomware containing adjustable levels of evasive properties. To obtain ransomware samples with changeable levels of evasive behaviour, we create simulated ransomware samples using a number of tools and test the trained classifiers against data collected from running them. The simulated ransomware simulates the malicious behaviour of ransomware, that is, file encryption as well as an evasive technique. The evasive behaviour chosen is idleness. This behaviour is chosen since it is a platform independent evasive technique that is highly effective and easy to implement [18]. It also means that the rate at which encryption occurs can easily be altered by increasing or decreasing the sleep between each successive encryption which allows us to determine the level of evasiveness at which ransomware is detected or undetected. We use four sets of 1500 simulated ransomware samples, one set is written in Java and the other three are written in C. Each of the sets all accomplish the same tasks (encrypting and sleeping), they only differ in how this is implemented in the source. This allows to verify the results but also determine if the manner in which the malware implements an evasive or malicious technique affects the classifier’s ability to recognise it. This allows us to determine the level of evasiveness at which ransomware is detected or undetected. This will not only help us to understand the effect of evasive malware on ML classifiers produced from dynamic malware analysis, but also shine further light on the extent of the problem with evasive malware. In summary, the contributions made in this paper are the following:

1. We determine the extent to which evasive features within malware contribute to a classifier’s ability to recognise malware analysed within dynamic malware analysis.
2. We evaluate how the detection capability of classifiers trained on Kernel-level (privileged) data compare with classifiers trained on user-level data with regards to the level of evasion present in malware and the manner in which it is implemented.
3. We analyse the results produced by the classifiers to understand the actual system calls that influenced decisions, and explain what these calls are doing.
4. We evaluate the effectiveness of high-level languages such as Java when it comes to simulating malware to use within dynamic malware analysis and show the potential benefits from employing simulated malware when evaluating classifiers.

2. Related work

2.1. Evading detection

Our contributions do not fall into a single category within the literature, therefore we have reviewed the work in each related category. The two general categories that our work falls into relate to
methods designed to evade detection, and the simulation of malware. With regards to evading detection within dynamic malware analysis, there are two categories that the various techniques fall into. The first category consists of those techniques that attempt to evade the data capturing component of the malware analysis tool to render the data captured regarding the malware’s behaviour inaccurate. The second category consists of the methods that focus on deceiving the machine learning classifier otherwise known as adversarial learning. On the other hand, malware simulation is an underdeveloped field consisting of very few working solutions.

2.1. Evading data capture

Methods attempting to evade the data capturing component focus on identifying hallmarks of the dynamic malware analysis process. These include looking for properties specifically present or absent from analysis environments as compared to real environments [9-11,19-21]. For example, the Storm Worm is able to detect that it is running in VMware by querying the I/O communication port for a magic number not found on real systems [11,22]. Malware can also look outside the system for indicators that it is in an analysis environment. The Wannacry ransomware checks for a valid internet connection before executing [23]. This works because it is quite common for an analysis environment to contain a simulated to no internet connection to prevent malware from spreading unintentionally. This is just a small proportion of the number of techniques available to malware to evade detection. There are many more techniques used to evade the data capturing component that are extensively documented in the literature [10-12,18,24-26]. As a result there are also many techniques that are used to detect evasive behaviours [27-31] and even counter them [32,33].

In addition to these methods, a few methods have been proposed in the literature that take advantage of the way calls are gathered during dynamic malware analysis. Ramilli et al. [34] noticed that most analysis tools classified processes as malicious or benign one process at a time. Therefore, they divided a chosen malicious sample into a number of processes that individually would not be malicious, but together, these processes could cooperate to achieve the malicious outcome. They analysed the divided malicious sample using 43 different anti-viruses and seven dynamic analysis tools (including Anubis [35], JoeBox [36], and Norman Sandbox [37]) and found that it evaded detection in every case. Ma et al. [38] automate the theory of the technique employed by Ramilli et al. [34] by producing a tool that when given the source of a malicious sample is able to split it into a number of samples, specifically splitting the source whenever a potentially incriminating system call is used. The tool then added the required communication code between the samples created. The resulting malware produced by their tool was tested on CWsandbox [39] and Norman Sandbox [37] and succeeded in evading analysis. Srivastava et al. [40] evade system call analysing tools by only ever calling a single system call from their malicious process that tells a custom-made driver the actual system call the process wants called. Since the driver runs at Kernel mode, it can then call the system call directly (bypassing any monitoring tools). In doing this, any tools gathering system calls only observe a single system call coming from the malicious process.

2.1.2. Evading classifiers

The second category of evasive techniques is focused on evading the machine learning classifiers. This is commonly referred to as adversarial attacks. Adversarial attacks first emerged in the field of image recognition, where the alterations made to images were so slight that there was no human-observable difference between the original and altered images. Despite that, state of the art classifiers incorrectly classified them with extremely high confidence [41]. To perform an adversarial attack, the decision boundary of the classifier being attacked must first be determined. Once that is known, the attacker can tactically determine the minimum number of features of the input sample to alter so that it falls outside the decision boundary despite no change in the sample’s behaviour. Adversarial attacks can be classed as white-box attacks in which the attacker has complete access to the classifier, its hyper-parameters, and the input samples it was trained on. Alternatively, they can be black-box attacks where the attacker does not have access to the internals of the classifier but can still view the final classification decision it makes [42,43]. With white-box attacks, it is relatively trivial to find the classifier’s decision boundary due to all the information available to the attacker. However, with black box attacks, the attacker must create a surrogate classifier that is trained on the classification decisions made by the original classifier being attacked. Samples are then modified to evade the surrogate classifier in the hope that they will also evade the classifier being attacked [42]. These attacks have been quite successful as adversarial samples have been found to be transferable between classifiers trained to make the same decision [44]. The success of adversarial attacks in general is attributed to the linear behaviour of some classifiers in high dimensions [45].

Within the field of image recognition, adversarial attacks are performed through the use of minor perturbations to pixel values in images. In malware analysis, the general trend is to alter the API-calls called. Attackers must take care when altering API-calls made by malware as they could unintentionally alter the behaviour such that it no longer executes. Therefore, most of the literature does not subtract or remove system calls made, rather they only add calls to avoid altering any of the malware’s existing behaviour. However, attackers still need to be vigilant when adding calls to the feature space, as if a call to ExitProcess is added, for example, it would immediately end execution when called thereby significantly altering the malicious sample’s behaviour. Despite these limitations, there is still a significant amount of literature within the field of adversarial learning.

Biggio et al. [15] perform adversarial attacks against Linear SVMs and Neural Networks using malware embedded in pdf files. They consider two attack scenarios, one in which the attacker has perfect knowledge of the model being attacked and one in which the attacker has a limited knowledge of the model being attacked. They use gradient descent as their attack strategy but they bias it by adding a ‘mimicry component’. They found that regardless of the information available to the attacker regarding the target model, they were able to evade it with near identical probability.

Grosse et al. [16] attack classifiers trained on a well-known dataset, the DREBIN dataset [46]. After training a neural network to obtain the current state-of-the-art performance on the dataset, adversarial samples are crafted by adding features, that, when modified, produce the most change in the classifier’s output. These are identified using the method employed by Papernot et al. [47] who take the derivative of the trained neural network with respect to its input features. Through this they manage to make 63% of the previously detectable malware samples undetectable.

Hu and Tan [17] propose MalGAN, an adversarial neural network, which takes malware samples and produces adversarial samples that can evade classifiers. They differ in that they perform a black box attack, assuming that access to the machine learning classifier’s internals are not available. They tested MalGAN on a number of classifiers and manage to alter malware samples such that the accuracy of many of the classifiers fell from within 90% to 0%.

It is clear that an attacker has plenty of options to choose from when adding evasive techniques to their malware. However, now that it is commonplace for malware to contain evasive behaviour, it is not clear what effect this is having on the data collection within dynamic malware analysis. In order to get a better understanding of that, we assess classifiers’ ability to detect malware with varying levels of evasiveness. To obtain such malware, we had to use malware simulators.
2.2. Simulating malicious behaviour

When choosing a malware simulator, there are very few modern solutions available. The Rosenthal Virus Simulator [48] was the first solution proposed. It is capable of producing harmless programs that contain virus signatures. Trojan Simulator [49] goes slightly further, simulating a property of malware that ensures it is run every time the machine is powered on. However, as with previous solutions, it simulates no malicious symptoms. More recently, MalSim [50] was proposed. MalSim, written using the Java Agent Development Framework (JADE) [51], is capable of simulating a rich set of malware variants in addition to generic behaviours seen in malware. However it is careful not to do any actual harm to the system. Unfortunately malware simulators that do not do any harm to the system are quite limiting since the full extent of a malware detector cannot be tested. The solution chosen in this research is Amsel [52], an open-source, Java-based malware simulator. Amsel is capable of doing actual harm to the system and is easily extensible allowing users to ‘plug-in’ additional behaviours that are not provided that they want to simulate. This makes it a good fit for our needs.

The literature surrounding malware simulators shows that Java [53] is a common choice as a programming language [50,52,54,55]. Java is a general purpose programming language that is platform independent. Every Java application runs inside the Java Virtual Machine (JVM) (with a new instance created for each application) [56]. Java and the JVM allow the programmer to focus on implementing the functionality of the program without having to worry about the minutiae of how that functionality is achieved.

While Java may provide convenience for programmers and lead to fewer errors in code [57], there are questions around its suitability to simulate malware for the dynamic malware analysis process. This is because, when using Java, the developer has very little control over the exact system calls being made. Therefore, though Java can be used to faithfully reproduce the effects of a malware infection, the developer has little control over how the effects are executed. This is essential when monitoring solutions are monitoring at a low level of abstraction. Furthermore, besides the lack of control on how the specifics of the functionality are executed, the calls made by the JVM are also mixed in with the calls made by the program being monitored (simulated malware in this case). This means that calls made for benign purposes are mixed in with calls made for a malicious purpose. For example, the garbage collector must periodically check for any memory to free. This can throw off a machine learning classifier trained on system call data. Conversely, in the C programming language, this must be performed manually by the developer. As a result, the developer can minimise the amount of interference from tasks such as these. Therefore this research also tests the robustness of using Java to create a malware simulator.

2.3. Conclusion

The number of options available to malware when it comes to evading detection are clearly innumerable. It is also clear that there are high percentages of malware using evasive techniques [11,12,18]. Dynamic analysis of such malware is largely conducted using data obtained from Cuckoo Sandbox [13]. Therefore, we intend to determine how the current state of malware and the dynamic malware analysis process is affecting the way classifiers recognise malware. We intend to achieve this by training classifiers on real ransomware and benignware and then observe how their performance changes when detecting simulated ransomware with different levels of evasiveness. If classifiers use solely evasive traits to recognise ransomware then the simulated ransomware showing largely malicious activity (or activity in general) will be labelled as benign and vice versa. In the next section we detail our experimental method.

3. Method

3.1. Malware selection

The class of malware that we focus on for this paper is ransomware. Ransomware is a class of malware that prevents a user from accessing a core component on their machine and demands a payment, or ransom, for the release of that component. Our focus in this paper is on crypto ransomware. Crypto ransomware encrypts the files typically in a user’s home directory and demands a payment from the user in exchange for the decryption key. Ransomware is still remarkably popular as evidenced in the recent report from Sophos which found that over a third of the organisations they surveyed were hit by a ransomware attack in 2020 [58]. We chose ransomware as it is relatively straightforward to simulate its main malicious symptom since it is consistent and visible. Coupled with this, ransomware provides the benefit of containing a continuous stealth-efficiency trade-off which is easily parametrised by altering the rate of encryption. This is particularly important for this study.

3.2. Experimental setup

To begin with, we trained classifiers on real ransomware and benignware as is commonly the case when creating a tool to detect malware [59,60]. To do this, we collected 2500 ransomware samples from VirusShare [61] and 2500 benign files from SourceForge [62] and FileHippo [63]. The ransomware we used is from a dedicated dataset provided by VirusShare. Most of the samples were written between (and including) 2008 and 2016. The collection of the benign files is described in more detail in [13]. Each sample (benign and malicious) was then run for two minutes as recommended by Willems et al. [39] and Küchler et al. [64] in a virtual machine with Windows XP SP3 installed. We chose to use Windows XP due to the relative ease with which it can be instrumented thanks to the large amount of documentation (official or otherwise) available. We do not feel this affects the validity of our results or their applicability to newer, 64-bit versions of Windows since currently, all 64 bit systems are backwards compatible with 32 bit binaries [65]. Additionally, the most commonly prevailing malware samples in the wild are 32 bit [66]. To increase the probability of each sample running, real files (such as documents, presentations, images, and videos etc.) were placed in the user’s home directory to make the environment seem more realistic. For each sample, the system calls it made whilst running were extracted at both user-level and Kernel-level. To gather system calls at user-level, we used Cuckoo Sandbox [67]. To gather calls at Kernel-level we used our own custom-built Kernel driver that hooks the System Service Descriptor Table (SSDT). The implementation details of our driver are provided in [13].

After gathering the system calls made by a sample, they were represented as a frequency vector that showed how many times each system call was called as is commonly the case in malware literature [68–72], and ransomware literature [73,74]. These vectors were then used to train and test the classifiers. We used a number of popular classifiers to observe how the performance varied with each classifier. The classifiers we used were: AdaBoost, Decision Tree, Gradient Boosting, Linear SVM, Nearest Neighbours, and Random Forest. The reason for choosing AdaBoost, Gradient Boosting, and Random Forest was that ensemble methods obtained impressive performance in the literature on ransomware [75–77]. Similarly, Linear SVMs and Decision Trees are also widely used [75–79]. Nearest Neighbours was chosen for its simplicity as a baseline.

Initially, we performed 10-fold-cross-validation on the data collected from the ransomware and benignware samples to determine how effectively the classifiers are able to detect real ransomware. The measures we use to assess a classifier’s performance are: AUC, Accuracy, F-measure, and Precision. These are well known measures, however, to understand them in this context, it is important to define
a few basic terms. We interpret True Positives (TP) as ransomware samples that are correctly labelled by the classifier as ransomware. False Positives (FP) are benign samples that are incorrectly labelled as ransomware. True Negatives (TN) are benign samples that are correctly classified as benign. False Negatives (FN) are ransomware samples that are incorrectly classified as benign. Regarding the actual measures used, AUC relates to ROC curves. ROC curves plot True Positive Rate (TPR) against False Positive Rate (FPR). Accuracy refers to the correct predictions divided by all the predictions. Precision is defined by the formula \( \frac{TP}{TP + FP} \) and Recall is defined by the following formula \( \frac{TP}{TP + FN} \).

### 3.3. Malware simulator experiments

After assessing the classifiers’ performance in detecting real ransomware, we test the trained classifiers’ ability to detect simulated ransomware. In our experiments, the simulated ransomware is treated similarly to an unseen test set. This means that rather than using 10-fold cross-validation to obtain results, we train the classifiers on all the real ransomware and benignware and then make the classifiers predict the class of the simulated ransomware. Unlike traditional test sets, our test set only contains simulated ransomware and no benignware. It is important to note that this is not the equivalent of creating a test set comprised solely of ransomware since there are some important differences between a real dataset and simulated dataset. Our goal when constructing the simulated dataset is to determine where classifiers draw the line between malicious and benign. Therefore the samples in the simulated dataset vary with regards to the amount of malicious symptoms they display. While some samples may be overly malicious, others behave more ambiguously. Therefore, the simulated set is not equivalent to a test set simply containing ransomware but much more complex and better viewed as a different type of dataset. When assessing the classifiers’ performance on the simulated set, the only summary statistic we present is the percentage of simulated samples that are classified as malicious, which we usually refer to as ‘Accuracy’ for brevity. However, we are more interested in how different levels that are classified as malicious, which we usually refer to as ‘Accuracy’ can be altered; however, for our experiments, only one parameter is altered between each run, the interarrivial time. This parameter determines how long the simulated malware sample should wait between encrypting two successive files in the directory specified. The interarrivial time was gradually increased from \( 1.0 \times 10^{-6} \) to just below \( 60 \) s. The size of the increment was \( 0.01 \) initially. After reaching \( 1 \) s, the size of the increment was increased to \( 2 \) s. The reason for only altering a single parameter is that it makes it a lot easier to interpret the results from the classifiers (since there is only one variable). The reason the interarrivial time in particular was chosen is that it is one parameter that can navigate the trade-off between malicious and evasive behaviour.

When the time between encrypting each file, a.k.a the interarrival time, is set to a lower value, the simulated ransomware is encrypting more frequently and thereby exhibiting its malicious symptom much more frequently. Whereas when the interarrival time is at higher values, the simulated malware is idle for longer periods which, when observing system calls, would look very similar to evasive malware. When the time between encrypting files is set to its highest value (57 s), Amsel will only encrypt two files at most before analysis is complete. While it is true that all evasive behaviour cannot be described by idleness, it achieves the goal of a wide variety of evasive behaviours, which is to stall or halt execution. Another reason we chose idleness as our evasive behaviour is that it is quite pervasive in malware and platform independent [18]. It is also difficult to detect and compatible with all dynamic analysis techniques [18]. Examples of malware within the real world employing evasive techniques of this nature includes Duqu [83], Kelihos [84], Trojan DelfInj [85], Rombertik [86] and Carbanak [87]. In practical terms, one example of a method by which malware can achieve idleness is through using the system call NtDelayExecution to delay executing its payload [22,88] as seen in Trojan Nap [89].

To ensure that the results obtained are not due to chance, each unique simulated sample (unique with regards to its interarrival time) is replicated ten times. This provides more than enough samples per unique time value to ensure that the results are consistent rather than accidental. It is also not so high that the experiments become infeasible due to the constraints of time. Finally, as with the traditional dataset, each simulated sample is run on the same virtual machine, and the system calls it makes are recorded by Cuckoo and the Kernel driver, and converted into histograms. Since the goal of these experiments is to evaluate how well classifiers trained on real ransomware and benignware can detect malicious symptoms, the simulated ransomware dataset is treated as an unseen test set. As a result, the classifiers are trained on all the real ransomware and benignware data, and then those same classifiers are made to classify the simulated ransomware. Since some of the classifiers used have a random element (such as Decision Trees), each classifier is trained and tested 1000 times on the same dataset and the mean accuracy is reported. The overall experimental process described so far is summarised in Fig. A.13.
3.3.2. C-based malware simulator experiments

We repeat the experiments performed using Amsel, but re-implement the functionality of Amsel in C to determine the integrity of the results. The only difference here is that the simulated ransomware samples are written in C. The theory behind using C is that C provides more control over the system calls made by the program. It allows us to specifically choose the system calls made.

Using C we create three different types of simulated ransomware samples. The first two types are exact replicas of the simulated ransomware written in Java. They differ from one another in that they use different methods to implement the delay between each file encryption. The third type of simulated ransomware differs from the simulated ransomware written in Java in that it uses a much more robust encryption methodology.

Much of the implementation for the first two types of simulated ransomware is quite straightforward, as the programs simply encrypt files in a specified directory and wait a specified amount of time between encrypting each file. However, to test the robustness of the trained classifiers, and avoid a bias, the delay between encrypting each file was implemented in two different ways. The first set of simulated ransomware used the \texttt{time} function provided by C. This function returns the number of seconds since January 1, 1970. The source code for this is shown in listing 1.

\begin{verbatim}
delay = time(0) + secondsToWait;
while(time(0) < delay);
\end{verbatim}

Listing 1: Delay implemented using a standard C method

The function \texttt{time()} is defined in \textit{time.h}. Behind the scenes, \texttt{time()} calls \texttt{GetSystemTimeAsFileTime} when run on Windows. The return value when \texttt{time(0)} is called is the number of seconds since January 1, 1970 at that point in time. The variable \texttt{secondsToWait} contains the user specified time to wait. This is added to the current time. After that, on line 2, a \texttt{while} loop is used to prevent progress until the current time exceeds the time in the future that it needs to wait until. As a result, this is considered to be a ‘busy wait’.

The second set of simulated ransomware was implemented using the delay function provided by Windows. In C, this function is called \texttt{Sleep} and it goes on to call the Windows system call \texttt{NtDelayExecution}. Implementing a delay with this is very straightforward as shown in listing 2.

\begin{verbatim}
Sleep(millisecondsToWait);
\end{verbatim}

Listing 2: Delay implemented using a recommended Windows method

The use of \texttt{NtDelayExecution} by malware is already well documented [3,90]. However, \texttt{GetSystemTimeAsFileTime} has not been encountered as much [12], although it is the standard method in C for achieving the functionality required. Despite the fact that both system calls can be used to implement the same functionality, there is a possibility that the difference in behaviour of these calls will affect the classification accuracy of the simulated ransomware.

The third set of simulated ransomware written in C uses much more complex encryption provided by the functions in the Windows API as opposed to XOR encryption. This is to determine the significance attached to the encryption method by the classifiers in identifying ransomware. The source code for this simulated ransomware is much more complex, however, it is very similar to that shown in [91]. The encryption algorithm used is the same as that used by CryptoLocker since it is the most common ransomware family in our dataset and the world [92]. The exact algorithms used are RSA and AES 256.

The experiments carried out in this section are identical to those carried out in the previous section. As with Amsel, 1500 simulated ransomware samples using the C time function were generated and 1500 simulated ransomware samples using the Windows Sleep function were generated with the same spread of time delays as Amsel. Likewise, 1500 simulated ransomware samples using more complex encryption were also generated. The classifiers were trained on the real ransomware and benignware and then separately tested on each group of simulated ransomware. These experiments were conducted for the Cuckoo and Kernel data. The breakdown of the dataset used within the paper is shown in Table 1.

3.4. Feature ranking

To determine the features contributing the most to the results, we ranked them by importance using each classifier’s inbuilt feature ranking mechanism. This ranking mechanism works in different ways depending on the classifier used. For Decision Trees scikit-learn uses the Gini importance as described in [93] to assign a value to each feature. The same is true for Random Forest, AdaBoost and Gradient Boost since they are composed of a multitude of Decision Trees. The only difference being that as they are composed of multiple Decision Trees, the Gini importance is averaged over each tree. Finally, with Linear SVMs, the coefficients assigned to each feature is used to rank them. In the case of K-Nearest Neighbour, there is no inbuilt feature ranking mechanism, therefore, we do not include it in this measure. To understand how it values features, we use an independent feature ranking approach. In this method, all the data from a single feature is fed to the classifier and its ability to differentiate ransomware from benignware using only that feature is recorded. This is done separately for every feature after which the features are ranked according to their classification scores. Both feature ranking methods are discussed in much more detail in Nunes et al. [13].

3.5. Misclassified samples

An important aspect of the experimental process is to determine the rate of encryption at which simulated ransomware goes undetected and to ascertain if that value differs depending on whether Cuckoo or the Kernel data is used. We calculated this using the prediction results that were obtained from the classifying the simulated ransomware. Since the classifiers were tested against all simulated ransomware samples 1000 times, the mean prediction value for each simulated ransomware sample can be found separately for each classifier. The reason that the mean value must be used is that some classifiers show slightly different results on every run due to the fact that they make use of a random element (Random Forest, for example). Therefore, if the mean prediction value for a sample is below 0.5, that sample can be considered incorrectly classified (since ‘1’ represents malicious and ‘0’ represents benign). Once the incorrectly classified samples have been found, they can be linked to their interarrival time (i.e. time between encrypting each file). This will allow us to understand the amount of evasive behaviour a sample must possess to be labelled as malicious.

4. Results

In the following subsections, we first analyse the ability of classifiers to differentiate real ransomware from benignware. After training the classifiers on real ransomware and benignware, we also test them against the various types of simulated ransomware. We perform these experiments both for the data from Cuckoo and the Kernel driver to determine whether that affects the results.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Dataset type & Dataset name & Number of samples \\
\hline
Real & Benignware & 2500 \\
& Ransomware & 2500 \\
Simulated & Amsel (Java-based) & 1500 \\
& C-time Ransomware & 1500 \\
& Windows Sleep Ransomware & 1500 \\
& Windows Encryption Ransomware & 1500 \\
\hline
\end{tabular}
\caption{Complete dataset breakdown.}
\end{table}
4.1. Java ransomware simulator

Tables 2 and 3 show the results from performing 10-fold cross-validation using the real ransomware and benignware samples. The last column in both tables shows the percentage of Amsel samples (Java-based ransomware simulator) that were classified as malicious by the classifiers when trained on all the real ransomware and benignware. For the sake of brevity, this has been referred to as ‘Accuracy’ in the table.

The results in Tables 2 and 3 indicate that Gradient Boost is the best performing classifier for distinguishing real ransomware from benignware. It obtains an accuracy of 97.6% and 97.3% for the Kernel Cuckoo data. Similarly to the results in previous work [13], the difference in results is quite small but still significant. Based on that data alone, Gradient Boost would ordinarily be the recommended classifier to use for this scenario alongside data from the Kernel Driver. However, we are also assessing how dependent the classifiers’ results are on evasive features through the use of simulated ransomware.

The percentage of Amsel samples classified as malicious paints a different picture (shown in the last column of Tables 2 and 3). When using data from Cuckoo, Gradient Boost classified all the samples as malicious, whereas, when using the Kernel data, Gradient Boost only classified 28.8% of the simulated ransomware as malicious. When using the Kernel data, Decision Tree classified the most Amsel samples as malicious (97.4%). However, classification results this high are not necessarily desirable since it means that the classifiers are also likely to label benignware as malicious as they are also labelling the simulated ransomware with no evasive features as malicious.

The classification accuracy obtained by the remaining classifiers when labelling the simulated ransomware is considerably lower. Importantly here, the data from Amsel is being treated as a test set and so the results cannot simply be reversed if below 50%. Regardless, it is not the overall accuracy that we are using to assess the classifiers’ performance in detecting the simulated ransomware, but the manner in which the accuracy changes when the evasiveness within the simulated samples is increased. The method by which this is achieved is described in Section 3.5.

The performance of each classifier per simulated ransomware sample is illustrated in Fig. 1 as a histogram. The histogram has been drawn in a form similar to a bar chart to make it easy to compare the proportion of samples per time value that were classified as malicious or benign. Fig. 1 is separated into two subfigures to show the classification results using the Kernel data (Fig. 1(a)) and the Cuckoo data (Fig. 1(b)). These subfigures consist of two plots per classifier. The first plot shows the results for samples with interarrival times of 2 s or less and the second plot shows the results for samples with interarrival times above 2 s.

The results of Fig. 1(a) show that for three of six classifiers (AdaBoost, Gradient Boost and Linear SVM), when using the Kernel data, once the time between each encryption (interarrival time) is approximately beyond 10 s, the simulated ransomware is consistently classified as malicious. However, before that, it is labelled as benign. The opposite occurs with Gradient Boost as once the interarrival time goes beyond two seconds, the classifier largely classifies the simulated ransomware as benign. The majority of the classifiers in Fig. 1(a) classify the simulated ransomware as benign when the interarrival time is 2 s or less. Decision Tree classifies the most samples as malicious with only a small fraction classified as benign. Whereas Nearest Neighbours largely classifies the samples as benign. The results from the Amsel data collected at a Kernel level suggest the majority of the classifiers trained on this data see ransomware as containing largely evasive behaviour.

Fig. 1(b) shows how the classifiers label Amsel when using the data from Cuckoo. There is not as clear a pattern as compared to when the Kernel data was used suggesting that the correlation between interarrival time and classification accuracy is not as strong for this set of simulated ransomware. Decision Tree and Random Forest tend to label the simulated ransomware samples as benign as the interarrival time or evasive behaviour increases. However, both those classifiers along with AdaBoost do not seem to be particularly robust since for many of the interarrival time values, the classification result of the same sample alternates between benign and malicious. On the other hand, Linear SVM and Nearest Neighbours label all samples as benign while Gradient Boost labels all as malicious (neither of which are particularly desirable).

To gain a better understanding of the reasons behind the results, the features of the simulated ransomware that were used to relate it to malware, we analyse the top ten features of the classifiers that obtained the highest accuracy on the Amsel samples.

4.1.1. Feature ranking results

Cuckoo data

Fig. 2 shows the top ten features (from left to right) for the Cuckoo data as determined by Gradient Boost. It also shows the relative frequency with which those features were called by the ransomware, benignware, and simulated ransomware.
Fig. 1. Classification results per Amsel sample represented as a histogram. On the x-axis the time between each encryption for each sample is plotted. The y-axis shows the proportion of samples classified as malicious (red) and benign (blue) for those time values. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. Normalised frequency (y-axis) of the most influential features (x-axis) of Gradient Boost using the Cuckoo data.

The most prominent call (with regards to frequency) in Fig. 2 is NtReadFile, which, as expected, is used considerably by the simulated ransomware. Although, it is not called as frequently by ransomware as it is by benignware on average. Therefore, the frequency with which its called by benignware is closer to that of the simulated ransomware.

The next most prominent feature is LdrGetProcedureAddress. This feature is commonly used by malware (particularly obfuscated malware) as it allows it to import methods at runtime [22], thereby evading static analysis. LdrGetProcedureAddress is also called by simulated ransomware quite frequently despite not actually being used in its
source code. This is due to the Java Virtual Machine (JVM) which performs dynamic loading at runtime.

The top ten features for which the relative calling frequency of simulated ransomware is closest to that of ransomware are NtProtectVirtualMemory, CreateDirectoryW, NtOpenSection and CreateActCtxW. NtProtectVirtualMemory can be used by malware to detect a debugger by creating what is known as guard pages, that, when accessed raise an EXCEPTION_GUARD_PAGE. If a debugger is present, the exception is intercepted by a debugger [94]. In the case of the simulated ransomware, its presence is due to the JVM since it was not explicitly called in its source code. The same is true for CreateDirectoryW as its presence in the simulated ransomware is due to the JVM creating temporary folders. The feature NtOpenSection is used to access ‘sections’, which are shared memory regions. This is used by ransomware and to a lesser extent by the simulated ransomware. Malware is known to use NtOpenSection in conjunction with NtUnmapViewOfSection (also in the top ten) to inject its code into a legitimate process and execute it from there to avoid detection. However, its presence in the simulated ransomware is also an artefact from how the JVM manages memory.

Some of the remaining features further highlight the tendency of classifiers favouring evasive features when differentiating ransomware from benignware. WriteProcessMemory, for example, can be used to write malicious code into an external process’ memory space [22]. NtTerminateProcess can be used to terminate other processes running on the system. This can be used by malware to stop any antivirus solutions from running [95].

Therefore, the top ten features within the Cuckoo data ranked by Gradient Boost seem to suggest that the evasive properties of malware are favoured by classifiers. Though the simulated ransomware was written to simulate the malicious properties and one evasive property of ransomware, this did not translate in the features used due to interference from the JVM. Therefore, the main reason the simulated ransomware was detected so confidently by Gradient Boost was due to the use of evasive features by the JVM. This also further explains the reason for the lack of a visible relationship between interarrival time and classification accuracy.

Kernel data

The classifier that obtained the highest accuracy relating the simulated ransomware to real ransomware using the Kernel data was Decision Tree. Therefore, its top ten features and their relative frequencies are displayed in Fig. 3. Due to the large differences in frequencies of features, the y-axis is represented as a logarithmic scale to aid with visualisation.

Two prominent features in Fig. 3 are NtReadFile and NtWriteFile. Unlike the Cuckoo data, the frequency with which they are called by the simulated ransomware is closer to that of real ransomware, suggesting that they assist with the classification of simulated ransomware. On the other hand, NtYieldExecution is called considerably more by simulated ransomware than benignware and ransomware. NtYieldExecution serves to stop the execution of the current thread and start the execution of another. The high frequency of this call is a side-effect of the simulated ransomware “sleeping” for a certain amount of time as NtYieldExecution is used to stop executing the current thread and start executing a new one. In addition, its frequency is further elevated by the JVM which uses it to juggle the many tasks it performs (such as garbage collection). The call, NtDelayExecution, is commonly used by malware to prevent executing its malicious payload until a specified time period [90]. As can be seen, it is used marginally more by malware than benignware. It is also used to a lesser extent by the simulated ransomware. As with the real ransomware, the simulated ransomware uses it to implement the sleep.

Of the less prominent features, NtOpenMutant is particularly interesting. ‘Mutants’ is the name given to ‘mutexes’ in Kernel mode. Mutexes are used to control access to shared resources. Malware authors tend to use them to ensure that only one instance of their malware is running on the machine at a time (to avoid re-infecting the machine). This could explain the relatively high frequency with which it is called by ransomware as opposed to benignware.

The other feature of note here is NtOpenThread. Again, this is called significantly more by malware as opposed to benignware. Malware frequently uses threads to run the code it has injected into another process [22,30].

As the Kernel data captures calls made from all processes running on the system, it is not as easy to interpret the reasons for the differences in the frequencies of the calls made. However, it can be concluded that a mix of file-handling and evasive features played a part in assisting with the detection of the simulated ransomware (as well as real ransomware). Unlike the Cuckoo data, the classifier trained on Kernel data is not looking largely at evasive behaviours to detect ransomware, but a greater variety of behaviours. This accounts for the clearer link between frequency of encryption and classification accuracy when observing classifiers trained on data from the Kernel.

Discussion

The classification results per simulated ransomware sample seem to indicate that, in general, the Kernel data is causing classifiers to focus more on evasive behaviour rather than malicious behaviour. The classifiers trained on Cuckoo data do not seem to show as clear a connection between the classification accuracy and the frequency of encryption which is most likely because they are overwhelmingly using evasive behavioural traits to detect ransomware. More evasive traits than were intentionally included in the simulated ransomware. Therefore the frequency of encryption and even encryption itself does not matter as much as the variety of evasive features present in a ransomware sample. Analysis of the top ten features shows that the simulated ransomware is using more evasive features than it has been programmed to which Gradient Boost utilises to detect the simulated ransomware when using the data from Cuckoo. The additional calls within the simulated ransomware are largely due to the calls made by the JVM during the execution of Amsel.

To understand how much influence the JVM has had over the results, and to get a better picture on the importance classifiers place on evasive behavioural traits when detecting malware, we rerun the tests with simulated ransomware written in C. This will give us complete control over the calls made and will also allow us to determine the effectiveness of utilising malware simulators written in Java for system call based analysis.

4.2. C-based malware simulator

4.2.1. Standard C time method

As discussed in Section 3.3.2, there are three methods by which we implemented simulated ransomware in C, the first two implementations are identical to Amsel in functionality, and the final method employs more complex encryption. The first two methods use XOR encryption but differ in the manner through which the evasiveness is implemented as there are two common methods to do this within C. One uses the Windows-specific Sleep function. The other method (and the method discussed in this section) uses the standard method in C to implement the sleep. Table 4 shows the accuracy obtained by the classifiers when trying to classify simulated ransomware using the standard C time function.

The results in Table 4 are vastly different from those obtained using simulated ransomware written in Java. The classifier that identified the most simulated ransomware samples as malicious using the Kernel data is Gradient Boost, with an accuracy of 89.9%. Of the remaining classifiers, Decision Tree and Random Forest still obtain an accuracy above 50% with 74.9% and 73.6%. Whereas, using the Cuckoo data, the classifier that classified the most simulated samples as malicious is Nearest Neighbours, obtaining an accuracy of 42.6%. The remaining classifiers experience sharp drops in accuracy with both Decision Tree
and Gradient Boost (the best performing classifier against the Java simulated ransomware) classifying all simulated sample as benign. As before, more important than the overall performance is the level of evasion at which the simulated ransomware is considered benign. This is illustrated in Fig. 4.

Fig. 4(a) shows the performance per sample of each classifier using the Kernel data. As with Amsel, Nearest Neighbours and Linear SVM identify the simulated ransomware as malicious once the interarrival time is greater than 10 s. Whereas, with Decision Tree and AdaBoost, there is not as clear a connection between interarrival time and classification accuracy. This also shows a lack of robustness in the two classifiers since in essence the same sample is occasionally classified as malicious and occasionally as benign (showing just how fragile the rules used by the models are). Gradient Boost and Random Forest classify the simulated ransomware as malicious in the majority of instances up until the delay reaches one second at which point it is classified as benign. After the time between each encryption goes beyond two seconds, the simulated ransomware is, once again, classified as malicious in almost all instances with these two classifiers. This suggests that these classifiers have developed quite a specific understanding of ransomware with regards to its ratio of malicious to benign behaviour.

Fig. 4(b) shows the performance per sample of each classifier using the Cuckoo data. As suggested in the results, other than Nearest Neighbours, every classifier has performed poorly. It seems that the use of the C-time function does not fit with many of the classifiers’ model of typical ransomware behaviour. With Nearest Neighbours, however, when the frequency of encryption is high (and thus the amount of evasive behaviour low), the simulated ransomware is classified as benign. However, as the time spent sleeping between each encryption exceeds 1 s, Nearest Neighbours classifies the simulated ransomware as malicious. This suggests that when using the Cuckoo data, ransomware is recognised more from its evasive behaviour than malicious behaviour. To better understand the results from the Kernel and Cuckoo data, the most influential features for the classifiers with the highest accuracy are analysed.

**Feature ranking results**

Analysing the top ten features for the best performing classifiers should also help reveal whether anything outside the intended behaviour impacted the results. The classifier with the highest accuracy using the Cuckoo data, Nearest Neighbours, does not have an inbuilt feature ranking mechanism, therefore, we use an independent feature ranking mechanism described in Section 3.4 to determine the most influential features. Essentially, the mechanism works by giving the classifier data from one feature at a time and recording the classification score. The features are then ranked from highest to lowest classification score. The top ten features of nearest neighbours and their relative frequency are shown in Fig. 5.

The benefits of using C over Java to simulate malware are immediately obvious from Fig. 5. The simulated ransomware is not showing any behaviour not programmed into it. In fact, the only features in Fig. 5 that record any behaviour from the simulated ransomware are NtReadFile and NtWriteFile. The frequency with which NtReadFile and NtWriteFile are called by the simulated ransomware is significantly more than that of benignware which exceeds that of ransomware. This shows why simulated ransomware is only detected by classifiers using the Cuckoo data when the file activity shown by simulated ransomware is significantly more than that of benignware which exceeds that of ransomware. This shows why simulated ransomware is only detected by classifiers using the Cuckoo data when the file activity shown by simulated ransomware is significantly more than that of benignware which exceeds that of ransomware. This shows why simulated ransomware is only detected by classifiers using the Cuckoo data when the file activity shown by simulated ransomware is significantly more than that of benignware which exceeds that of ransomware.

As with Fig. 5, in Fig. 6, the most prominent features are NtReadFile and NtWriteFile. While some of the other features show some activity

![Fig. 3. Normalised frequency on a logarithmic scale (y-axis) of the most influential features (x-axis) of Decision Tree using the Kernel data.](image)

**Table 4**

<table>
<thead>
<tr>
<th>Machine learning algorithm</th>
<th>Kernel driver accuracy (%)</th>
<th>Cuckoo accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaBoost</td>
<td>40.4</td>
<td>3.09</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>74.9</td>
<td>0.0</td>
</tr>
<tr>
<td>Gradient Boost</td>
<td>89.9</td>
<td>0.0</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>33.0</td>
<td>2.99</td>
</tr>
<tr>
<td>Nearest Neighbour</td>
<td>27.9</td>
<td>42.6</td>
</tr>
<tr>
<td>Random Forest</td>
<td>73.6</td>
<td>12.7</td>
</tr>
</tbody>
</table>
Fig. 4. Classification results per C-time simulated ransomware sample represented as a histogram. On the x-axis the time between each encryption for each sample is plotted. The y-axis shows the proportion of samples classified as malicious (red) and benign (blue) for those time values. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Normalised frequency (y-axis) of the most influential features (x-axis) using the Cuckoo Data with Nearest Neighbours.
in the simulated ransomware, this is simply because the activity of the entire machine is being recorded by the Kernel driver. As with the Cuckoo data, the file calls are being called more frequently by benignware as opposed to ransomware. Therefore, the implication is that the simulated ransomware is being detected largely through the features both it and regular malware do not use (or do not use as frequently). It is their lack of complexity that they have in common.

4.2.2. Windows sleep method

The results from the previous section suggest that Java is not suitable as a language to simulate malware when it is being identified at a system call level. It also highlighted the importance that classifiers place on evasive features of malware when identifying it. The results also hinted at a limitation of the data gathered at a user-level in that classifiers trained on it have a very narrow understanding of what constitutes evasive behaviour. This is evident from the fact that only one classifier trained on the data from Cuckoo was able to classify the simulated samples as malicious. To further test the robustness of the classifiers we must observe their performance against different implementations of the simulated ransomware. In this section, we adapted the implementation of the simulated ransomware to use the recommended method from Windows (Sleep function) to delay execution. This is of particular significance since there is a possibility that malware writers favour Windows specific functions since it is generally the targeted OS. Beside this, the behaviour of the simulated ransomware has not been altered. Table 5 shows the accuracy obtained by each classifier classifying the simulated ransomware using data from Cuckoo and the Kernel driver.

Table 5

<table>
<thead>
<tr>
<th>Machine learning algorithm</th>
<th>Kernel driver accuracy (%)</th>
<th>Cuckoo accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaBoost</td>
<td>44.2</td>
<td>32.1</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>47.8</td>
<td>0.0</td>
</tr>
<tr>
<td>Gradient Boost</td>
<td>36.1</td>
<td>6.54</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>34.0</td>
<td>31.4</td>
</tr>
<tr>
<td>Nearest Neighbour</td>
<td>18.8</td>
<td>28.5</td>
</tr>
<tr>
<td>Random Forest</td>
<td>40.0</td>
<td>31.2</td>
</tr>
</tbody>
</table>

Table 5 shows that altering one system call can have a remarkable effect on the classification ability. This is particularly noticeable in the results using the Cuckoo data. When classifying the simulated ransomware using C-time, all but one classifier trained on data from Cuckoo had a classification accuracy less than 15%. Whereas now, as seen in Table 5, only two classifiers (Decision Tree and Gradient Boost) obtain an extremely low classification accuracy. The classifier with the highest accuracy using the Cuckoo data, is AdaBoost (32.1%). For the Kernel data, Decision Tree obtains the highest accuracy (47.8%) relating simulated ransomware to real ransomware. The performance of the remaining classifiers using Kernel data does not differ as strongly from the best performing classifier as it does with the Cuckoo data suggesting that the Kernel data encourages more robust and consistent classifiers. We further analyse the results by looking at the actual samples that were classified as malicious and benign. This is shown in Fig. 7.

Fig. 7(a) shows the performance of each classifier per sample for the Kernel data from running the simulated ransomware using the Windows Sleep method. Four of the classifiers consistently label the samples with an interarrival time less than 2 s as benign (Gradient Boost, Linear SVM, Nearest Neighbours and Random Forest). Five classifiers generally label simulated ransomware samples with an interarrival time greater than 10 s as malicious (the previous four and AdaBoost). This suggests that there needs to be a certain level of evasiveness before a sample is recognised as malicious by the classifiers. However, once that threshold is reached, it would seem that classifiers continue to label samples as malicious regardless of how far above the threshold the quantity of evasive behaviour has reached. Nearest Neighbours differs from the others in that it does not show a clear relationship between interarrival time and classification accuracy once the interarrival time goes beyond 10 s suggesting a lack of robustness in the classifier. AdaBoost and Decision Tree generally label samples with interarrival times below 2 s as benign and those above as malicious. However, for samples with really low interarrivals (between $1.0 \times 10^{-6}$ and 0.25 s), both classifiers label the samples as malicious suggesting they have developed a more precise model of what constitutes ransomware. In general, the classifiers seem to be identifying malware more from their evasive traits than their malicious traits particularly since, for most of the classifiers there needs to be a minimum of 2 s between each encryption. Additionally, there is a much clearer...
relationship between interarrival time and classification accuracy for more of the classifiers as compared to the C-time simulated ransomware suggesting that this strain of simulated ransomware more accurately reflects the real ransomware seen by the classifiers.

Fig. 7(b) shows how the classifiers labelled the simulated ransomware with the Windows Sleep function using data gathered by Cuckoo. Unlike the results with the simulated ransomware using C-time, the results in this instance are more balanced, with at least three classifiers obtaining an acceptable performance. The results show a preference towards simulated ransomware with a considerable amount of evasive behaviour as all the classifiers labelled the simulated ransomware as benign when the interarrival time was below 10 s. The clear relationship between interarrival time and classification accuracy for every classifier in this stage suggests that the simulated ransomware using the Windows Sleep function has more in common with real ransomware (with regards to evasive technique) as understood by classifiers trained on data from Cuckoo. The main difference between each classifier in Fig. 7(b) is the threshold after which the simulated ransomware is labelled as malicious. Decision Tree is the only classifier that classifies all the simulated ransomware samples as benign. This is particularly worrying given that its accuracy against real ransomware was 95.6%. The only other anomaly is Gradient Boost which only classifies simulated ransomware samples with interarrival times between 9 and 17 s as malicious. This would imply that it has obtained a very specific understanding of what constitutes ransomware and potentially over-fitted on the real ransomware.

**Feature ranking results**

Fig. 8 shows the top ten features of AdaBoost using the Cuckoo data and the relative frequencies with which they were called by ransomware, benignware and simulated ransomware.

In Fig. 8, the only feature that is used by the simulated ransomware is NtDelayExecution. This is the feature that is eventually called by the Windows Sleep function used in the simulated ransomware. In fact, there are no file-handling related calls in the top ten for AdaBoost. This explains why AdaBoost classified the simulated ransomware as benign when the time between each encryption was short as the frequency with which NtDelayExecution was called is closer to that of benignware than ransomware. This also explains why AdaBoost was unable to detect the simulated ransomware using the C time functions since it was looking for this specific evasive call in malware.

Fig. 9 shows the top ten features for Decision Tree using the data from the Kernel driver for simulated ransomware using the Windows Sleep function. To aid with visualisation, the y-axis is plotted on a logarithmic scale.

There are three features in the top ten that are frequently called by simulated ransomware, NtReadFile, NtDelayExecution, and NtWriteFile. In prioritising the evasive call being used in the simulated ransomware, Decision Tree identifies the simulated ransomware as malicious provided its behaviour is either largely malicious or largely evasive. However, in between the two extremes of sleep times, the frequency with which all three features are called by the simulated ransomware is closer to that of benignware than malware. Unlike AdaBoost when trained on the Cuckoo data (Fig. 8), Decision Tree, when trained on Kernel data, is using more than one dimension to detect simulated ransomware since its focus is not just the evasive trait, but the features relating to file-handling.

4.2.3. Windows encryption method

The results from the previous experiments show just how much the results can change from just altering a single system call to implement the same behaviour in malware. In addition, it further highlights the
emphasis the classifiers place on evasive features when identifying malware. Our last set of experiments seek to determine the extent to which the encryption method used affects the results. In our previous experiments, the encryption method was written from scratch since it was just using an XOR function. This time, however, we use the encryption functions supplied by Windows to encrypt files with AES-256 and use the Windows Sleep function to implement the evasive behaviour so that all of the main components of the ransomware use the Windows API. The results for this are shown in Table 6.

The results in Table 6 show quite a dramatic change. Uniquely, the classifier with the highest accuracy using Cuckoo data is Linear SVM obtaining an accuracy of 100%. In addition, it is the only classifier that has a higher accuracy when using Cuckoo data as opposed to Kernel data to detect the simulated ransomware. All the other classifiers obtain a higher accuracy using the Kernel data further cementing the notion that Kernel data creates more robust and consistent classifiers. The classifier with the highest accuracy using the Kernel data is Gradient Boost.

<table>
<thead>
<tr>
<th>Machine learning algorithm</th>
<th>Kernel driver accuracy (%)</th>
<th>Cuckoo accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaBoost</td>
<td>55.3</td>
<td>32.1</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>43.6</td>
<td>26.4</td>
</tr>
<tr>
<td>Gradient Boost</td>
<td>73.5</td>
<td>25.9</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>22.2</td>
<td>100</td>
</tr>
<tr>
<td>Nearest Neighbour</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>Random Forest</td>
<td>67.9</td>
<td>31.0</td>
</tr>
</tbody>
</table>
(73.5%). Compared to the results from using XOR encryption and Windows Sleep (Table 5) three classifiers (Decision Tree, Gradient Boost and Linear SVM) show an increase in accuracy here using the Cuckoo data, suggesting a greater inclination to classify samples as malicious if they are using encryption methods provided by Windows. Interestingly, with AdaBoost (the classifier that had the highest accuracy with the Windows Sleep method) the accuracy has not changed at all showing how little emphasis it places on the actual encryption method used. With the Kernel data, three classifiers (AdaBoost, Gradient Boost and RandomForest) showed a significant increase in accuracy as compared to when XOR encryption was used (as seen in Table 5). This suggests that the choice of encryption method does have an effect on how the classifier sees a sample. However, it is likely to be an indirect effect since there are not any explicit encryption calls in the Kernel, therefore it is likely that it is through the file calls (or rate of those calls) made by the simulated ransomware that they were identified. To better assess the results, we visualise the results for each simulated ransomware sample. This is shown in Fig. 10.

Fig. 10(a) shows the performance of the classifiers per sample of the simulated ransomware with complex encryption using the data from the Kernel driver. AdaBoost, Decision Tree and Gradient Boost developed a more specific understanding of what constitutes malware. Rather than being one time value after which samples are classified as malicious, the classifiers fluctuate between malicious and benign classifications as the interarrival time is changed. However, this is not the case for Linear SVM which classifies simulated ransomware samples that sleep for 20 s or longer as malicious. In fact, the results of Linear SVM have been quite consistent across all sets of simulated ransomware using the Kernel data. Unusually, Random Forest classifies all samples with an interarrival time of 2 s or less as malicious and samples with interarrival times between 2 and 25 as benign. However, after that point, the classifier’s results show a lack of robustness since the same sample is classified differently in different runs. This also suggests that the focus shifts to other features beyond this time value. Finally, Nearest Neighbours stands out as the only classifier to label all samples as benign. Generally, there is less agreement amongst the classifiers as to what is considered malicious as compared to when the other simulated ransomware samples were used. However, for the most part, the classifiers produced are fairly robust.

Fig. 10(b) shows how the classifiers using data from Cuckoo label each simulated ransomware sample using complex encryption functions. Aside from Linear SVM and Gradient Boost, the classifiers largely label the samples as benign. The accuracy values reported in Table 6 for the Cuckoo data hid the fact that the samples classified as malicious by all but two classifiers are not consistent but scattered amongst different time values. This shows just how fragile the majority of the classifiers created using the Cuckoo data are. This suggests that if the encryption functions within the Windows API are used to implement the encryption mechanism, the classifiers trained on Cuckoo data are more likely to label the sample as benign. Gradient Boost differs from the other classifiers in that samples with interarrival times above 20 s are classified as malicious. This is an improvement on its performance when only XOR encryption functions are used suggesting that Gradient Boost is using encryption functions within the Windows API to detect ransomware. In contrast, Linear SVM labels all the simulated ransomware samples as malicious. However, a 100% accuracy is not desirable since it is likely that benignware will also be classified as malicious. To make more sense of the results, the top ten features of the classifiers that were able to relate the most simulated samples to ransomware are dissected.
Feature ranking results

Fig. 11 shows the top ten features of Linear SVM using the data from Cuckoo. For this graph, the y-axis is logarithmic due to the tremendous differences in frequencies.

One call in particular stands out in Fig. 11, the call CryptEncrypt. As its name suggests, this call is used to encrypt data. This explains why Linear SVM classifies all the simulated ransomware as malicious since it is using a feature related to encryption provided by Windows to differentiate ransomware from benignware. In fact, CryptEncrypt is the only call within the top ten that is used by the simulated ransomware. This also explains why Linear SVM did not perform as well with the previous versions of simulated ransomware since it was looking for ransomware specifically using the functions provided by Windows to encrypt files. Of the remaining features in the top ten some relate to evasion. For example, some of the calls are frequently used to detect virtualization (GetDiskFreeSpaceExW, CreateToolhelp32Snapshot [88] and GetUserNameExA [10]).

Fig. 12 shows the top ten features of Gradient Boost using the Kernel data from running the simulated ransomware using Windows encryption functions. As before, to aid with visualisation, the y-axis is a logarithmic scale.

Fig. 12 shows that Gradient Boost places importance on file-handling features. Unlike the Cuckoo data, however, there are no explicit features pertaining to encryption at the Kernel level on this iteration of Windows. Therefore the classifiers trained on Kernel data are not as significantly affected by the encryption methodology used. This has the advantage of preventing overfitting. From the top ten features, it is clear that there is not just one or two features contributing to the detection of the simulated ransomware. This is a good sign since it means the classifier is not placing too much importance on a single property. What can also be seen is that the simulated ransomware is detected partially by the features that it and real ransomware do not use.

4.3. Discussion

The experiments in this paper have shown that classifiers trained using the traditional dynamic malware analysis process do tend to identify malware through its evasive properties. This is a common observation throughout most of our experiments. As the time spent sleeping was increased and the amount of malicious activity of simulated ransomware was reduced, the classifiers started classifying the simulated ransomware as malicious. There were exceptions to this, however, but they did not weaken our conclusion. For example, the classification results from the simulated ransomware written in Java using data gathered by Cuckoo did not suggest much of a link between evasive behaviour and classification accuracy, particularly when considering the best performing classifier’s results (100% accuracy). However, analysis of the top ten features showed that, in actuality, many of the calls made by the JVM were interpreted by the classifier as evasive features. This abundance of evasive behaviours led the classifier to label all the simulated ransomware samples as malicious, highlighting just how easily these systems can be deceived. The other notable exception to our conclusion was Linear SVM’s results on the simulated ransomware using Windows encryption functions. When using data from Cuckoo, Linear SVM managed to obtain a 100% accuracy against the simulated ransomware using Windows encryption functions. Once again, study of the top ten features revealed that this was due to the overemphasis Linear SVM was placing on one encryption call in the Windows API. As a result anything using that call was immediately labelled as malicious. However, generally the evidence pointed to the fact that classifiers recognised malware by both evasive and malicious traits. Given that classifiers generally required a sample to wait for 2 s or more between each encryption before they classified a sample as malicious, it can be argued that a considerable portion of a sample’s behaviour needs to be evasive before it is recognised as malicious.

Another conclusion that can be drawn from our experiments is that, in its raw form, the Kernel data is better suited to creating robust classifiers than the Cuckoo data. There were a number of observations that led to this conclusion. To begin with, the difference in results between the best performing classifier and the remaining classifiers was not as considerable for the classifiers when using Kernel data. This was true for all sets of simulated ransomware except for the simulated ransomware written in Java. However, those results were tampered by the interference from the JVM and even so, they showed the Kernel data and Cuckoo data to be equally matched with three classifiers performing better on Kernel data and three performing better on data from Cuckoo. For the rest of the simulated ransomware, the classifiers trained on Kernel data did not show as considerable changes in results (even between different sets of simulated ransomware) as those using
data from Cuckoo. An obvious reason for this is that the Kernel driver operates at a higher level of abstraction and therefore the data fed to a classifier is likely to be less specific and more critical. Less specific because many user-level calls feed into a single Kernel call meaning that a classifier trained on data from the Kernel is less likely to focus on fine-grained details. More critical because a call that makes its way to the kernel is likely to be crucial to the proper functioning of the program or OS. We saw an example of the dangers from the Cuckoo data when comparing the change in results between the standard C-time simulated ransomware and the Windows Sleep simulated ransomware. With the standard C-time simulated ransomware only one classifier obtained an accuracy greater than 15%, whereas with the Windows Sleep simulated ransomware three classifiers achieved that using the Cuckoo data.

Another sign of the lack of robustness in the classifiers trained on data from Cuckoo is that for three out of four of the simulated ransomware types, the best performing classifier on the training data, Gradient Boost, was not the best performing classifier for the simulated ransomware. The only case where Gradient Boost was the best performing classifier for the simulated ransomware was when using the simulated ransomware written in Java. This was largely due to the interference the JVM had on the system calls made meaning that the simulated ransomware was showing more evasiveness then it was designed to. The Kernel data tells a slightly different story. The best performing classifiers for the simulated ransomware fluctuated between Decision Tree and Gradient Boost, both of which performed well against the training data. The two classifiers differed only on three features within their top ten. However, the crucial feature was NtDelayExecution. While Decision Tree included it in its top ten, Gradient Boost did not. As a result, Decision Tree performed better when detecting simulated ransomware written in Java and the simulated ransomware that used Windows Sleep as both of these made extensive use of that call. This slight disagreement between the classifiers suggests that the classifiers need to be fine-tuned somewhat.

The main problem with using system calls at user-level as features is that they result in classifiers learning to recognise specific calls as opposed to behaviours of malware (as was seen in Linear SVM). One possible remedy is to group calls into categories that are then used as features, or alternatively use features such as CPU and memory usage as recommended by [97] to ensure that classifiers learn to identify the effect that malware has on a system rather than specific calls it makes. With regards to the Kernel data, it was the classifiers with the highest accuracy on the simulated ransomware that showed interesting behaviour consistently for all the simulated ransomware written in C. Rather then there being a specific interarrival time value beyond which samples were classified as malicious or benign, the samples classified as benign were sandwiched between malicious classifications. For example, the C-time simulated ransomware was classified as benign when the time between each encryption was 1 s and greater but less than 2 s. Outside of that range, Gradient Boost classified all simulated samples as malicious. This was similar for Decision Tree with the Windows Sleep simulated ransomware and Gradient Boost for the simulated ransomware using Windows encryption functions. Given that the ransomware was detected confidently at both extremes (high rate of encryption and low rate of encryption), it would suggest that these classifiers are looking for behaviour differing significantly from the norm to identify ransomware.

Finally, our research also found that there is scope for additional study into malware simulators, as carefully researched and crafted simulators could provide a useful means by which to further evaluate classifiers and determine how they are recognising malware. While Java is not a suitable language for simulating malware if it is being studied at a fine-grained, system-call level, it can still be useful if malware is being studied at a higher level of abstraction.

5. Future work

Our research is far from complete, the main scope for additional work is with regards to the feature representation technique. We employed a frequency histogram as the feature representation method due to its widespread use, however, there are many other methods by which system calls can be represented. For example there is the n-gram approach whereby each unique sequence of system calls of length ‘n’ are bundled together to create features. Additionally, some approaches also encode arguments and return values of system calls to pass to the classifier. This research represents a starting point into future work in which we would like to test more feature representation methods and determine how they affect the types of behaviours that classifiers use to identify malware.

Also in relation to the data collected, one of the aspects of our research was to compare whether the manner in which the data was provided affected the performance of the classifiers. The data fed to the classifiers was obtained from the Cuckoo sandbox. The Cuckoo data was used to train the ensemble classifiers and determine how they affect the types of behaviours that classifiers use to identify ransomware.
collected affected the classifiers’ ability to detect ransomware. We compared data collected using one user-level method and one kernel-level method. However, as documented in our previous paper [13], there are a number of methods by which system-call data can be collected from a machine that may yield different results. Furthermore, using alternative kernel-level methods may allow us to repeat the experiments on different versions of Windows. Therefore, future work will explore the effectiveness of different data gathering techniques with regards to producing robust classifiers.

Finally, we looked at one form of malware using one type of evasive behaviour, however, there are many other families of malware (such as worms, Trojans, rootkits etc.) as well as evasive behaviours [94]. There is also malware that does not fit into a neat category and employs a variety of behaviours (for example, a Trojan that also has the capability to act like ransomware). Therefore we would like to further our study into more complex malware and behaviours to determine if our results here are consistent across the spectrum. For us to conduct a study of that scale, more sophisticated malware simulators need to be developed. Therefore, we hope that this paper will encourage the field to create such simulators with us so that we can conduct further research.

6. Conclusion

The aim of this paper was to assess whether classifiers trained within the dynamic malware analysis process were being biased by the volume of evasive behaviour present in modern-day malware. This was tested by training state-of-the-art classifiers on real ransomware and benignware and then assessing their ability to detect simulated ransomware with varying levels of evasive behaviour. Four types of simulated ransomware were used for our experiments, one type was written in Java, while the other three were written in C. Of the three written in C, two differed by the function they used to sleep while the last one differed from the rest by using Windows’ own encryption functions instead of the XOR encryption functions that were used by the other sets of simulated ransomware.

The experiments and detailed analysis revealed that the classifiers are generally more likely to classify ransomware as malicious if a significant proportion of its behaviour consists of evasive techniques. This was true for both the data from Cuckoo and the Kernel driver. The best performing classifiers using the Kernel data, however, classified simulated ransomware as malicious only when its behaviour differed significantly from the norm and therefore tended to classify the simulated ransomware as benign when it contained a small amount of evasive behaviour. We also found that the Cuckoo data discouraged the creation of robust classifiers due to how fine-grained it is. Unlike the Kernel data, the classifiers trained on Cuckoo data tended to recognise malware through specific calls rather than overall behaviour. We therefore discourage the use of user-level data (such as that gleaned from Cuckoo) without further processing (such as the grouping of calls into categories).

There are still many things we were unable to study, such as how different feature selection methods affect the behaviours learned by classifiers and how the results change with each family of malware. Our intention is that this work is a starting point into further analysis. However that will only be possible if more sophisticated and powerful malware simulators are created.
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