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Abstract
Metallic nanoparticles, including iron oxide nanoparticles (IONPs) are emerging as a component of particulate matter air pollution that is being linked to cellular and organism-level toxicity in experimental studies. While IONPs, in particular superparamagnetic iron oxide nanoparticles (SPIONs), such as magnetite, are also being developed as tools for bioscience-based research, and for these kinds of applications it is important to use nanoparticles with low cytotoxicity and high biocompatibility. IONPs can be endocytosed by cells and trafficked through the endolysosomal system to the lysosome. The acidic and degradative environment of the lysosome can promote degradation of IONPs, releasing free iron, which is linked to production of reactive oxygen species (ROS), mainly through Fenton reactions. The production of ROS is believed to be a main driver of IONP toxicity.

This thesis aimed to develop cellular and in vivo (zebrafish) models of iron oxide nanoparticle (IONP) treatment and identify affected pathways, phenotypes and behavioural responses, identifying nanoparticle features associated with greater toxicity or greater biocompatible.

Investigation of the effects of HEPES, and other cell culture buffers, suggested high concentrations of HEPES buffer and common buffer concentrations of PIPES buffer can affect lysosomal phenotypes in CHO H1 cells. This data being used to select cell culture buffers and concentrations for use in further experiments to prevent buffer-related lysosomal phenotypes. This lab has developed a magnetic lysosomal extraction technique using a dextran coated IONP, labelled LRL, that is able to extract high yields of lysosomes from storage disease cells that are difficult to isolate with other extraction methods due to changes in lysosomal density. Comparison of the LRL nanoparticle, with two similar dextran associated IONPs suggested strong differences in toxicity across a range of cellular pathways and phenotypes between the nanoparticles despite similarity in structure, while validating the biocompatibility of LRL nanoparticles. Therefore, the toxicity of LRL nanoparticles was also investigated in an embryonic zebrafish development model (in vivo), with zebrafish models being increasingly utilised for investigation of lysosomal storage diseases. These experiments determined that this nanoparticle was also highly biocompatible in the developing zebrafish and could also be used to develop a zebrafish magnetic lysosomal extraction protocol.
Noting the differing toxicities of the similar nanoparticles led to further experiments aiming to compare the effects of composition and size of the nanoparticles with their effects on cellular toxicity. Studies have shown magnetite nanoparticles, a SPION found in particulate matter air pollution, may enter the human brain where these nanoparticles would likely encounter and be endocytosed by microglial cells. Using a human microglial cell line, the cellular toxicity of three different sizes of uncoated magnetite nanoparticles and an uncoated maghemite nanoparticle were compared. This suggested increased cellular toxicity for the uncoated IONPs compared to dextran coated IONPs and indicated that magnetite may have larger toxic impacts on the lysosomes of these cells compared to maghemite, which could be related to nanoparticle size.

This thesis was able to develop several models of nanoparticle toxicity in both cells and developing zebrafish. Together, data in this thesis supports differential lysosomal and cellular toxicity and biocompatibility, between differing IONPs, depending on coating, composition, size and structure of the nanoparticles. This thesis also suggests the lysosome is a primary region of the cell to be affected by IONP-related toxicity, likely due to its role in nanoparticle degradation and as the cellular region initially contending with increased free iron and subsequent ROS production.
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<td>Dulbecco’s Modified Eagle Medium</td>
</tr>
<tr>
<td>DMEM/F-12</td>
<td>Dulbecco’s Modified Eagle Medium: Nutrient Mixture F-12</td>
</tr>
<tr>
<td>DPBS</td>
<td>Dulbecco's Phosphate Buffered Saline</td>
</tr>
<tr>
<td>DMT1</td>
<td>Divalent metal transporter 1</td>
</tr>
<tr>
<td>EM</td>
<td>Electron Microscopy</td>
</tr>
<tr>
<td>HBSS</td>
<td>Hanks’ Balanced Salt Solution</td>
</tr>
<tr>
<td>HMC3</td>
<td>Human Embryonic Microglia Clone 3</td>
</tr>
<tr>
<td>hpf (HPF)</td>
<td>Hours Post Fertilisation</td>
</tr>
<tr>
<td>ID Nanoparticle</td>
<td>Iron dextran nanoparticle</td>
</tr>
<tr>
<td>IONP</td>
<td>Iron Oxide Nanoparticles</td>
</tr>
<tr>
<td>LAMP1</td>
<td>Lysosomal-associated membrane protein 1</td>
</tr>
<tr>
<td>LAMP2</td>
<td>Lysosomal-associated membrane protein 2</td>
</tr>
<tr>
<td>LRL Nanoparticle</td>
<td>Nanoparticle from the company Liquids Research Ltd</td>
</tr>
<tr>
<td>MH</td>
<td>Maghemite = Fe$_2$O$_3$</td>
</tr>
<tr>
<td>MHC protein</td>
<td>Major Histocompatibility Complex Proteins</td>
</tr>
<tr>
<td>MLIV</td>
<td>Mucolipidosis Type IV</td>
</tr>
<tr>
<td>MN</td>
<td>Magnetite = Fe$_3$O$_4$</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
</tbody>
</table>
mTORC = Mammalian Target of Rapamycin Complex

NPC1 = Niemann-Pick Disease Type C1

NRAMP1 = Natural resistance-associated macrophage protein 1

PEG = Poly(ethylene) Glycol

PM = Particulate Matter

PPB = Potassium Phosphate Buffer

ROS = Reactive Oxygen Species

SPION = Superparamagnetic Iron Oxide Nanoparticles

TEM = Transmission Electron Microscopy

TFEB = Transcription factor EB

TPCs = Two pore channels

TRPML1 = Transient receptor potential cation channel, mucolipin subfamily, member 1

TRPML2 = Transient receptor potential cation channel, mucolipin subfamily, member 2

TRPML3 = Transient receptor potential cation channel, mucolipin subfamily, member 3

UT = Untreated

vATPase = Vacuolar ATPase
1 Introduction

1.1 Air pollution

1.1.1 The dangers of air pollution

Air pollution is defined by the World health organisation as ‘contamination of the indoor or outdoor environment by any chemical, physical or biological agent that modifies the natural characteristics of the atmosphere’. Humans breathe about 9,000-12,000 litres of air a day, more if exercising or performing heavy work, and the quality of that air can have a big impact on our health (Todd 2005). In fact, air pollution is one of the great killers of this age, responsible for an estimated 6.4 million deaths world-wide in 2015, compared to 7 million tobacco-related deaths and 0.7 million malaria-related deaths (Landrigan 2017).

Non-communicable diseases account for ~70% of air pollution-related deaths, impacting on cardiovascular disease, stroke, lung cancer and COPD (Forouzanfar et al. 2016). While recent evidence shows air pollution could be an important, yet unquantified risk factor, in neurodevelopmental disorders in children (Grandjean and Landrigan 2014) and neurodegenerative diseases in adults (Kioumourtzoglou et al. 2016). Air pollution can also be considered as having an economic burden, contributed by medical expenditures, lost economic productivity (from inability to work or premature death) and the cost of environmental degradation (Landrigan 2017). One study calculated global annual expenditures for pollution-related health care of between US$240 billion to US$630 billion (Preker et al. 2016).

When the first measurements of carbon monoxide concentrations over tropical Asia, Africa, and South America were made available by the MAPS (Measurement of Air Pollution from Satellite) instrument launched in 1981, it became clear that air pollution was an international issue (Reichle Jr et al. 1986). This showed that industrial air pollution from fossil fuels could affect regional and global air quality and those countries could suffer from air pollution created elsewhere, as well as that produced at home. These findings have been replicated many times in the years since, with a wider and wider range of pollutants being identified (Akimoto 2003).
1.1.2 Composition of ambient air pollution

The nature of air pollution has changed as human activity has changed. Household air pollution (produced mainly through fuel burnt for cooking and heating) has been declining world-wide since the 1990s, however, this is offset by increases in ambient (outdoor) air pollution, the bulk of which is produced by industrial production and vehicular transportation (Landrigan 2017).

The dangers of air pollutants vary depending on their state and composition. Gaseous air pollutants, such as carbon monoxide, sulphur dioxide, nitrogen oxides, volatile organic compounds, and ozone are mostly produced by combustion of fossil fuels and contribute to a great extent to changes in the upper atmosphere and have been shown to be an important driver in climate change (Ramanathan and Feng 2009).

The other main group of air pollutants is particulate matter (PM), which refers to particles of varying size and composition that are suspended in breathing air (Kampa and Castanas 2008). Air pollution PM is formed from a variety of components, commonly consisting of carbon and metal-based particles, with particles sub-classified by size (Hamanaka and Mutlu 2018). Coarse particles (PM10) have a diameter between 2.5-10 µm, fine particles (PM2.5) have a diameter between 0.1-2.5 µm and ultrafine particles (PM0.1) have a diameter <0.1 µm (Hamanaka and Mutlu 2018).

The process of industrialisation has led to a large increase in air pollution in countries across the world, especially in highly urbanised centres. Combustion of traditional fossil fuels (coal, wood, crude oil, lead petrol and high sulphur diesel) 30-40 years ago caused an increase of larger course pollutant particles containing high levels of carbon, lead and sulphur (Valavanidis et al. 2008). Development of cleaner technologies has reduced the release of these types of pollutants, with fine and ultrafine particulate matter becoming more prominent, and consisting of particles composed of a wider range of heavy metals and polycyclic aromatic hydrocarbons.

Iron and iron oxides are often the main heavy metal component of particulate matter air pollution, released by the combustion process, vehicle wear and as a major part of fly ash and industrial dust (Harrison and Jones 1995; Maher et al. 2008; Lovera-Leroux et al. 2015). Analysing pollution levels from tree bark and leaves can act as an effective measure for air
pollution, as trees and plants often act as a reservoir for air pollution particulate matter and are an important natural method for isolating pollution from the air (Kardel et al. 2018). A study of tree bark in Germany found iron was the main heavy metal component of the air pollution accumulated by the bark, with accumulation of lead, copper and nickel also occurring, but to a lesser extent (Huhn et al. 1995). While a study in the UK of leaf leachates, found zinc and iron to be at the highest roadside concentrations, with magnesium, barium and lead at lower levels (Maher et al. 2008). Iron and lead showed the greatest levels of roadside enrichment compared to countryside areas (distant from major roads) suggesting a stronger link between these heavy metals and vehicle-related air pollution (Maher et al. 2008).

1.1.3 Spatial movements of pollution particles
As air pollution particles move away from their source there is often a reduction in their concentration/density in the air, known as dilution (Zhou and Levy 2007). For large particles of particulate matter, more than 1 µm, the main form of movement is turbulent diffusion, a random and chaotic time dependent motion, while gravitational settling of the particles to the ground in a size dependent manner is likely to occur (Zhou and Levy 2007). Coagulation processes are likely to occur with larger aerosol particles, where they collide with and adhere to each other forming even larger particles, slowing down dilution, but increasing settling. For turbulent diffusion, concentration and density gradients are important for determining movement direction and velocity, meaning background concentrations of the pollutants in an area as well as emission concentrations are important for determining movement. Smaller particles of particulate matter, less than 100 nm, are likely to travel further than the larger particles as there is less gravitational settling, and particle movement is more likely to be determined by Brownian diffusion, a random wiggling motion resulting from constant bombardment by surrounding gas molecules (Zhou and Levy 2007).

Of major importance to particle movements are metrological factors, such as wind and moisture levels. Wind speed is integral to determine the extent to which pollutants are initially diluted, with higher wind speeds leading to greater dilution/diffusion of the particulate matter and reducing coagulation, leading to lower particles sizes and reduced gravitational settling (Zhou and Levy 2007).
Height above ground also seems to be important for detecting near road pollution levels; one study of air pollution in roadside tree leaves showed iron particulate was greatest at \(~0.3\) m above ground, with levels reducing with height apart from a second peak at \(~1.5-2\) m (Maher et al. 2008). The lower peak may suggest a particular risk to young children walking alongside roads, as they may experience higher levels of particulate matter air pollutants while the second peak suggests a greater risk for walking adults or when driving in cars. As levels of detected PM above roads was found to be significantly lower over \(3\) m, this may suggest shorter trees and low \((\sim0.3\) m) foliage should be planted around roads to provide the greatest protection against PM air pollution.

Rain can act as a natural removal mechanism for some pollutants from the atmosphere (Sharma et al. 1983). Suspended particulate matter can be collected in moisture droplets either during rainout (in clouds) when particles act as a means for the clouds to condense, or washout (below cloud level) when particles are entrapped by raindrops as they fall (Chate et al. 2003). Some studies suggest removal of particulate matter by rain is more common for course PM10 than for fine PM2.5 (Samara and Tsitouridou 2000; Kulshrestha et al. 2009).

Seasonal effects should also be considered in terms of pollution levels. Some studies show a pattern where levels of particulate matter are higher in summer and lower in winter (Sharma et al. 1983; Ali 2015), while other studies find the opposite pattern, suggesting the patterns may be region dependent (Cichowicz et al. 2017; Dėdelė and Miškinytė 2019). The health risks associated with air pollution PM can also often be associated with the changing levels across seasons (Chen et al. 2013b). Patterns of air pollution across a 24-hour period can also be fluctuating, often with pronounced diurnal variation in urbanised areas according to human lifestyle patterns and daylight timings (Liu et al. 2015).

### 1.1.4 PM2.5 pollution worldwide

In the UK, the air quality standards regulations 2010 require that particulate matter concentrations must not exceed an annual average of \(40\ \mu g/m^3\) for PM10, a 24-hour average of \(50\ \mu g/m^3\) more than 35 times in a single year for PM10 and an annual average of \(25\ \mu g/m^3\) for PM2.5 (National Statistics UK 2021). Meanwhile the world health organisation suggests that to improve health, particulate matter concentrations should be reduced to an annual average of less than \(20\ \mu g/m^3\) for PM10 and of less than \(10\ \mu g/m^3\) for PM2.5 (WHO
While there is no proven safe level of air pollution, particularly high levels have been recorded in some countries, often in developing countries where pollution is less well-regulated. For example, roadside 24-hour average PM2.5 levels of between 53–151 µg/m³ were recorded during Dec 2007–Jan 2008 in Ho Chi Minh City, Vietnam (Huong Giang and Kim Oanh 2014). Whereas, mean roadside 24-hour average PM10 levels of 98 µg/m³ and PM2.5 = 74 µg/m³ were recorded during winter 2008-2009 in Chennai city, India (Srimuruganandam and Shiva Nagendra 2012) and of 278 µg/m³ and PM2.5 = 90 µg/m³ were recorded during April 2010 to June 2010 at sites in Agra, India (Pipal et al. 2011). In Guangzhou, one of the most developed and industrialized cities in South China, high outdoor 24-hour average PM2.5 levels of 123.7 µg/m³ were recorded between November 2004 and January 2005 (Huang et al. 2007). While the Ordos region of inner Mongolia recorded average PM2.5 concentrations exceeding 75 µg/m³ annually, with peak pollution days in excess of 350 µg/m³ (Khuzestani et al. 2017). While countries around the world suffer such high loads of particulate matter air pollution, determining the health impacts of the pollution components must remain a high priority.

1.1.5 Traffic-related air pollution

Air pollution samples for particulate matter taken in urban areas show that motor vehicle related pollution often constitutes the greatest source of PM2.5 (Shah et al. 2004; Shen et al. 2014) and PM0.1 (Zhu et al. 2002).

Zhou and Levy (2007) reviewed literature from 33 studies and estimated that spatial distance of travel for traffic emission is approximately 100-400 m for particulate matter in general, and around 100-300 m for particulate matter less than 100 nm diameter. This could suggest the need for a protective 400 m buffer zones around major roads, such as motorways, to protect the health of people living in the surrounding area, or other pollution reducing mechanisms, such as banks and foliage to protect people living in closer proximity.

Requia and Koutrakis (2018) had a study in Hamilton, Canada that showed residential proximity to a major roadway can be correlated with an increased risk of premature mortality. From their data it was estimated that the premature mortality risk is correlated to buffer zones of 100 m. Within buffer zone 0–100 m the risk was 29.5% higher than for 101–200 m, 179.3% higher than 201–300 m, and 566% higher than 301–400 m. This study also
estimated the percentage of PM2.5 related yearly deaths in Hamilton within each buffer zone, with 41% <100 m zone, 32% 101-200 m zone, 14% 201-300 m zone, 6% 301-400 m zone and only 3% in the 401-500 m zone. Rosenbloom et al. (2012) had a similar estimate from the Onset Study (3547 individuals) in the United States, that 37% of all-cause mortality occurred in individuals living between 0 and 100 m from a major roadway and 33% occurred between 101 and 200 m.

This pattern also appears to be present for specific diseases and not just overall mortality. In a 2003 study for England and Wales, stroke mortality was shown to be 5% higher in people living within 200 m of a main road compared with people living more than 1000 m from the roads (Maheswaran and Elliott 2003). While in a study in LOS Angeles, USA suggested the rate of atherosclerosis progression among people living within 100 m of a major road was found to be two times faster than in the general population (Künzli et al. 2010). Cardiovascular diseases also seem to be particularly impacted by high pollution, for example Valvular heart disease was found to be positively correlated with residential proximity to a major road (up to 300 m) and with increased air pollution, with a stronger correlation in female subjects (Pang et al. 2021). In highly urbanised areas there may be very little housing that is further than 500 m away from a major road, a problem that is only likely to worsen as populations rise and road traffic increases. Economic status may play a role in how near housing is to a main road and in general mortality risk, a second factor that has been considered in many of these studies, with those who are poorer more at risk in both cases. Therefore, it is even more important to reduce air pollution as a public health priority to minimise the risk for increased disease burden in those who may already be more vulnerable.

1.1.6 Air pollution and human disease
Particulate matter in air pollution can become a risk to humans who inhale it depending on its concentration, prevalence, composition and particle size. The size of the particulate matter inhaled from air pollution dictates where it is most likely to deposit in the lungs. PM10 (diameter <10 µm) do not generally penetrate beyond the upper bronchus, as they settle quickly due to gravity and are mostly filtered out by the nose and upper airway (Anderson et al. 2012). While PM2.5 (diameter <2.5 µm) and PM0.1 (diameter <0.1 µm)
can penetrate into the small airways and alveoli. These smaller particles penetrating deeper into the lungs can irritate lung tissue and impact lung health, while small particles reaching the alveoli are potentially able to cross from the lungs into the blood stream, providing passage to nearly all parts of the body (Nemmar et al. 2002b). The size of particulate matter particles also seems to correlate with health risks, with smaller particles that are able to penetrate furthest, being linked to the greatest health risks (Hamanaka and Mutlu 2018). The ESCAPE study investigating data taken from ~300 000 people in 17 cohort studies showed a 22% and 36% increase in lung cancer diagnosis in areas where levels of PM10 and PM2.5, respectively, were increased by 10 μg/m³ (Raaschou-Nielsen et al. 2013). With low exposure to pollution, the lungs may be able to clear pollution particles with natural immune measures, but as air pollution levels increase, this will surpass the lungs’ ability to counteract the effects.

Long-term exposure to PM2.5 particles has been consistently associated with increased mortality (Krewski et al. 2009), cardiovascular (Puett et al. 2009) and cerebrovascular (Stafoggia et al. 2014) events as well as lung cancer (Hamra et al. 2014). As the lungs are often the bodies primary region of interaction for inhaled air pollution, it makes sense that many lung and respiratory diseases are linked to PM concentrations (Jo et al. 2017). PM air pollution has been repeatedly demonstrated to have significant short- and long-term effects on both the development of asthma and asthma morbidity (Keet et al. 2018). PM air pollution has also been implicated in incidence and mortality of viral respiratory infections, including Covid-19 (Mishra et al. 2020; Baron 2021).

There have been several studies demonstrating a link between PM exposure and decreased cognitive function (Power et al. 2011) as well as accelerated cognitive decline (Weuve et al. 2012). Studies also suggest a close relationship may exist between PM2.5 and neurodegenerative diseases including Alzheimer’s disease and Parkinson’s disease (Wang et al. 2021a). How PM2.5 particles can enter the brain and the mechanisms behind their link to neurodegenerative diseases has become a quickly growing research field, mostly due to the sensitivity of the brain as an organ and its previously presumed protection from foreign matter extended by the blood brain barrier. One component of PM2.5 air pollution with a particularly strong link to neurodegeneration is iron, often in the form of iron oxides (Maher 2019).
1.2 Iron oxide nanoparticles

1.2.1 Iron is essential to life

Iron is an essential transition metal in all living organisms, including plants, bacteria, animals and humans (Lasocki et al. 2014). It is necessary for energy production (via electron transport), for oxygen transport by haemoglobin in animals, DNA repair and replication, regulation of gene expression and for oxidative metabolism. These functions are mainly based on the ability of iron to easily donate electrons, a function highly utilised in most living organisms, yet this same ability means unregulated iron can be dangerous in the body as its high reactivity with oxygen species can lead to the production of toxic radicals (Lasocki et al. 2014).

Iron is redox-active meaning it can exist in multiple oxidation states by transferring single electrons and switching between ferrous (Fe$^{2+}$) and ferric (Fe$^{3+}$) iron through oxidation/reduction reactions (Sander et al. 2015). Due to this property, it can easily form ligands with biomolecules as it is highly and reversibly reactive, so is often utilised as an enzyme co-factor, integral for catalysing certain reactions (Balk and Schaedler 2014). The main forms of iron co-factors are iron-sulphur clusters (involved in the mitochondrial electron transport chain and photosynthesis), heme (involved in oxygen transfer in blood cells), mononuclear iron proteins (such as superoxide dismutase involved in converting harmful oxygen radials back to ordinary molecular oxygen) and diiron-carboxylate proteins which are involved in a range of process including DNA synthesis (Balk and Schaedler 2014; Sander et al. 2015). In mammals low iron levels lead to an iron deficiency condition called anaemia, characterised by low oxygen levels resulting in fatigue, dizziness, shortness of breath and irregular heartbeats (Sander et al. 2015). High iron levels (iron overload) can also be immensely damaging as free iron can react with O$_2$, creating oxygen radicals that are extremely toxic, primarily leading to DNA damage, protein peroxidation and lipid peroxidation (Toyokuni 1996). Therefore, living organisms have found many ways to safely bind (chelate) iron so that free iron only exists in trace amounts in the body, mainly during transmembrane crossing as Fe$^{2+}$ ions (Mackenzie 2005). Iron overload has been highlighted as a risk factor for development of cancer and Alzheimer’s disease (Toyokuni 1996; Connor et al. 2001), while iron accumulation has been identified in several neurodegenerative
disorders including Niemann-Pick disease type C1 (NPC1), Mucolipidosis Type IV (MLIV) (Alshehri 2019) and the neurodegeneration with brain iron accumulation (NBIA) disorders (Hayflick et al. 2003).

1.2.2 Cellular uptake of transferrin bound iron
Non-heme iron can be transported into cells by two different mechanisms: transferrin-bound iron uptake and non-transferrin bound iron uptake (Lane et al. 2015) (Figure 1-1). Under normal homeostasis almost all iron in circulation should be bound to transferrin, however, under conditions of iron overload free iron levels may increase as the transferrin becomes saturated.

Transferrin can reversibly bind two atoms Fe\(^{3+}\) (ferric) iron, which is normally insoluble at neutral pH, but becomes soluble when bound to transferrin (Morgan et al. 1986). Transferrin-bound iron can attach to the transferrin receptor 1 and transferrin receptor 2 on the cell membrane and be endocytosed by a receptor-mediated endocytic pathway (Graham et al. 2008; Fillebeen et al. 2019). The iron can then travel in a vesicle to endosomes where the decreased pH along with reduction by an endosomal reductase (Fe\(^{3+}\) to Fe\(^{2+}\)) causes the iron to be released by the transferrin (Halbrooks et al. 2003). The iron, now in the form Fe\(^{2+}\), can then be transported across the endosomal membrane to the cytosol by the action of divalent metal transporter 1 (DMT1) or ZRT/IRT-like proteins 14 (ZIP14) and form part of the labile iron pool (Gunshin et al. 1997; Jenkitkasemwong et al. 2012). Iron in the labile iron pool is then directed for storage as ferritin, for synthesis of heme and iron sulphur clusters in the mitochondria or cytosol, or instead can be exported from the cell by ferroportin 1 (Lane et al. 2015).

In most non-erythroid cells, most of the newly imported iron (~70-80%) is stored as ferritin (Lane et al. 2015). Ferritin is a large multimeric protein with 24 subunits that form a hollow sphere with space for storing up to 4,500 iron atoms within its 8 nm diameter cavity (Chasteen and Harrison 1999). This gives a very high iron: protein ratio, 200x the ratio in haemoglobin, providing highly space efficient iron storage (Chasteen and Harrison 1999). The Fe\(^{2+}\) iron entering ferritin is oxidised to Fe\(^{3+}\) and then sequestered as ferrihydrite, a less reactive form (Lane et al. 2015). Even within the labile iron pool, Fe\(^{2+}\) is likely rarely left unchaperoned due to its highly reactive, ROS producing nature. The poly (rC)-binding
Figure 1-1: The two major iron uptake pathways of the cell. Ferric iron (Fe$^{3+}$) can bind to transferrin and can be transported into the cell by the binding of transferrin to the transferrin receptor 1 on the cell membrane. The iron is then internalised by receptor-mediated endocytosis of the transferrin receptor and moves through the endocytic pathway until the iron is subsequently released from the transferrin after pH is reduced in the late endosome/lysosomal compartments and the iron is reduced to ferrous iron (Fe$^{2+}$). The ferrous iron can be transported across the late endosomal/lysosomal membrane by an iron channel, such as divalent metal transporter 1 (DMT1), where it forms part of the labile iron pool (LIP) in the cytosol. Iron in the labile iron pool is then directed for storage as ferritin or used to aid mitochondrial function. In conditions of iron overload non-transferrin bound iron becomes more prevalent with iron transporters on the cell surface able to transport ferrous iron into the cell and ferrireductases able to reduce ferric to ferrous iron. The ferrous iron entering the cell forms part of the labile iron pool, however excess iron in the pool can lead to increased production of reactive oxygen species (ROS) in the cell.
proteins 1-4 are one such set of proteins thought to assist with iron chaperoning in the cell (Shi et al. 2008; Leidgens et al. 2013).

1.2.3 Cellular uptake of non-transferrin bound iron
Non-transferrin bound iron (NTBI) is iron in the body not bound to transferrin, heme or ferritin (or other chelating proteins) (Brisso et al. 2012). NTBI can be present at increased levels during iron overload from chronic disorders, such as hemochromatosis and transfusion iron overload, from conditions that can non-directly affect iron levels, or from high environmental exposure (Brisso et al. 2012). Most of the NTBI circulating in the blood is efficiently taken up by the liver (Brisso et al. 1985). The DMT1 and ZIP14 metal transporters can be a pathway for non-transferrin bound iron uptake into cells (Lane et al. 2015). There is also evidence that the transferrin receptor 2 may mediate uptake of non-transferrin bound iron through a receptor mediated endocytic pathway (Graham et al. 2008). One important factor in cellular uptake of NTBI is the oxidation state of the iron since it cannot cross membranes in the ferric (Fe$^{3+}$) state unless bound to transferrin (Brisso et al. 2012). The role of NTBI is of particular interest in the brain as transferrin is fully saturated in the CSF under normal conditions and because NTBI appears to be the main source for iron uptake by brain cells, such as astrocytes, oligodendrocytes, and microglia, with in vivo experiments in rats suggesting these cell types may not express the transferrin receptor (Moos 1996; Bradbury 1997). This has been suggested to be due to the role of these cell types in scavenging for NTBI in the brain with Bishop et al. (2011) finding that microglia were most efficient at accumulating NTBI, followed by astrocytes.

1.2.4 Iron oxidation and ROS
The main contributor to non-transferrin bound (free) iron toxicity in cells, is the ability of free iron to contribute to the production of free radicals, mainly reactive oxygen species (ROS). The generation of ROS can lead to oxidative stress, believed to be the key mechanism in concentration dependent iron cytotoxicity (Naqvi et al. 2010). The main process through which ROS generation from free iron oxidation is by Fenton and Haber–Weiss chemistries (Figure 1-2) (He et al. 2015; Meyerstein 2021). The main ROS product of Fenton chemistries is the hydroxyl radical, a highly reactive and short-lived species (Neyens and Baeyens 2003). Oxidative stress occurs when there is an increase in ROS that overwhelms the biological
systems ability to detoxify the reactive intermediates with antioxidants and repair damage caused (Manke et al. 2013). Oxidative stress induced by ROS can cause cytotoxic changes in cells, including lipid peroxidation, amino acid oxidation in proteins, oxidative loss of enzyme activity and DNA/RNA damage that can ultimately lead to cell death.

**Haber Weiss Reaction**

\[(1) \text{Fe}^{3+} + \cdot \text{O}_2^- \rightarrow \text{Fe}^{2+} + \text{O}_2\]

**Fenton Reactions**

\[(2) \text{Fe}^{2+} + \text{H}_2\text{O}_2 \rightarrow \text{Fe}^{3+} + \text{OH}^- + \text{OH}^-\]

\[(3) \text{Fe}^{2+} + \text{OH}^- \rightarrow \text{Fe}^{3+} + \text{OH}^-\]

**Net reaction**

\[(4) \cdot \text{O}_2^- + \text{H}_2\text{O}_2 \rightarrow \text{O}_2 + \text{OH}^- + \text{OH}^-\]

**Further Fenton reaction**

\[(5) \text{Fe}^{3+} + \text{H}_2\text{O}_2 \rightarrow \text{Fe}^{2+} + \text{OOH}^- + \text{H}^+\]

**Figure 1-2: Iron catalysed production of oxygen radicals.** Haber Weiss chemistry (1-3) makes use of Fenton reactions (2,3) to create net production of oxygen radicals (4) with iron catalysing the reaction. The Fe$^{3+}$ produced by the Fenton reaction (2,3) can be converted back into Fe$^{2+}$ (1) so the process becomes a cycle. Fe$^{3+}$ can also undergo a Fenton reaction (5) to produce oxygen radicals and be converted back into Fe$^{2+}$ (Kirschvink et al. 1992; Neyens and Baeyens 2003).

A three-tiered model has been developed for the response of cells to oxidative stress after treatment with transition metal oxide nanoparticles (Huang et al. 2010; Manke et al. 2013). The first tier represents mild oxidative stress and involves transcriptional activation of antioxidant enzymes, such as HO-1, NQO1, superoxide dismutase, catalases and glutathione peroxidases. If the first tier fails to restore a redox equilibrium, the tier two response is initiated, involving activation of pro-inflammatory signalling pathways. If this response is still unable to normalise the redox equilibrium, often the case with high levels or prolonged periods of oxidative stress, then permanent cell changes may take place resulting in
mitochondrial membrane damage and subsequent electron chain dysfunction, leading to cell death.

1.2.5 Iron oxide nanoparticles (IONPs)
IONPs present in a range of different crystalline phases, all with different physical and chemicals properties, such as (FeO), goethite [FeO(OH)], ferrihydrite [Fe₅HO₈(4H₂O)], magnetite (Fe₃O₄), hematite (α-Fe₂O₃), and maghemite (γ-Fe₂O₃) (Seabra et al. 2017). The two most common IONPs for use in biological and medical settings are magnetite and maghemite as they can form small nanoparticles with high surface area: volume ratios that have strong magnetic properties and to which a large range of ligands can be attached (Seabra et al. 2017). These two IONP, especially magnetite, are also common forms of iron oxide in PM2.5 and PM0.1 air pollution (Maher 2019).

Conversion of magnetite to maghemite

\[
(1) \ Fe_3O_4 + 2H^+ \rightarrow \gamma Fe_2O_3 + Fe^{2+} + H_2O
\]

Fenton reactions of magnetite

\[
(2) \ Fe_3O_4 + 4H_2O \rightarrow Fe^{2+} + 2Fe^{3+} + 8OH^- \\
(3) \ Fe^{2+} + H_2O_2 \rightarrow Fe^{3+} + OH^- + OH^-
\]

Figure 1-3: Oxidation of Magnetite. (1) Magnetite (Fe₃O₄) can be oxidised to maghemite (γFe₂O₃). (2 and 3) Magnetite can also be oxidised to via Fenton reactions to produce oxygen radicals (Kirschvink et al. 1992; He et al. 2015; Schwaminger et al. 2017).

Magnetite and maghemite form specific close-packed cubic lattice structures with iron ions located at interstices between oxygen ions (Seabra et al. 2017). Both iron oxides form a very specific structure called an inverse spinal ferrite consisting of a unit cell of atoms based on a cubic structure of 32 oxygen atoms, that slot together in a repeating pattern (Manjunatha et al. 2019). In magnetite, oxygen ions form a face centred cubic configuration with Fe²⁺ ions and half the Fe³⁺ ions occupying octahedral sites while the other half of the Fe³⁺ ions occupy tetrahedral sites. Magnetite contains a ratio of Fe²⁺ / Fe³⁺ of 0.5, and forms a range of
crystal structures, commonly octahedrons (Seabra et al. 2017). Maghemite also forms a face centred cubic configuration but has some vacant cation sites (normally octahedral sites) to compensate for its greater positive charge. Its structure involves Fe$^{3+}$ ions occupying both octahedral and tetrahedral sites (Machala et al. 2011). Due to their similar structure, magnetite can be oxidised to maghemite (Figure 1-3), while both can be degraded under the right conditions to produce iron ions (Fe$^{2+}$/Fe$^{3+}$) that can be oxidised via Fenton reactions to produce hydroxyl radicals (Figure 1-3) (Schwaminger et al. 2017).

1.2.6 Superparamagnetic iron oxide nanoparticles (SPIONs)

Superparamagnetic iron oxide nanoparticles (SPIONs) refer to IONPs that have superparamagnetic properties, such as magnetite (Fe$_3$O$_4$), maghemite (γ-Fe$_2$O$_3$), hematite (α-Fe$_2$O$_3$) and goethite (FeO(OH)) (Khatami et al. 2019). Superparamagnetism, is a type of magnetism that can occur only in sufficiently small ferrimagnetic or ferromagnetic nanoparticles (<100 nm), that can respond as a single magnetic domain (Hu et al. 2019).

A complete description of this process can be read in the paper by Laurent et al. (2008), but an overview of the process is described here. Paramagnets describes particles that can be magnetised under an external magnetic field, but then lose magnetism when the field is removed. Nanoparticles typically have magnetic anisotropy, a preferred direction for magnetization alignment out of the two stable orientations. Thermal energy can cause the nanoparticle to randomly flip their direction of magnetisation between these two orientations. The average time between two flips is known as the Neel relaxation time. When no external magnetic field is applied, these random flips result in a net magnetisation of zero, as the time spent in both orientations balances out. However, when an external magnetic field is applied paramagnetic materials can align with the direction of the applied field, unlike diamagnetic materials which become repelled by the external field and align in the opposite direction. Unlike ferrimagnets, paramagnets do not retain any magnetisation after the external field is removed. Superparamagnetic materials differ to paramagnetic materials in that they can exhibit this described behaviour below the Curie temperature, while in paramagnetic materials, these properties only occur above the Curie temperature. The Curie temperature can be defined as the temperature at which a ferromagnetic material (constant magnetism) loses its magnetic properties and becomes paramagnetic.
Superparamagnets, therefore, behave as inducible magnets over a much wider range of temperatures than paramagnets and can generate higher-gradient magnetic fields as well as having greater magnetcitic susceptibility (stronger magnetism) (Orel et al. 2019). The generation of high-gradient magnetic fields is important for improving the nanoparticle’s ability to move towards the source of magnetisation, especially necessary in a liquid solution, where magnetic attraction needs to overcome hydrodynamic drag (Li and Ren 2018). Superparamagnets are preferable in medical or biological applications as they can become highly magnetized when exposed to a magnetic field but have no permanent magnetisation when the field is turned off (Orel et al. 2019). This control for switching the nanoparticles between magnetic and non-magnetic states, has been integral for many of the developed uses of these particles in biological applications, such as the use of SPIONs to promote targeted apoptosis of cancer cells (Subramanian et al. 2018), and for organelle purification (Walker 2015).

1.2.7 Biomedical applications of Iron oxide nanoparticles
Promoted by their superparamagnetic properties together with their high colloidal stability, iron oxide nanoparticles (IONPs) have become a popular choice of nanoparticle in a range of biomedical applications (Nikzamir et al. 2021). Due to the relative abundance of iron utilized in the human body, IONPs have often been considered as biocompatible with low toxicity in humans (Lee et al. 2015b), despite evidence to the contrary for some types of nanoparticles (Alarifi et al. 2014; Abakumov et al. 2018).

SPIONs have been intensely investigated as magnetic resonance imaging (MRI) contrast agents, primarily for detecting tumours and for imaging the central nervous system and gastro-intestinal tract (Nikzamir et al. 2021). In the 1990s, SPION based MRI contrast agents including Feridex and Resovist were developed for imaging the liver and in particular liver macrophages called Kupffer cells (Miller et al. 2017). However, in early 2000s manufacturers ceased commercial production due to lack of sales. A new generation of SPION based MRI contrast agents was then developed with more extensive dextran coating to increase stability and dispersion, including Ferumoxtran which was smaller, more uniform and had a longer circulating half-life than its predecessors (Harisinghani et al. 2003). Ferumoxtran also had greater imaging applications as it facilitated imaging of the lymph node metastasis as
well as liver cells. However, this was also later withdrawn from the market (Miller et al. 2017). This led to the development of Ferumoxytol, an iron oxide nanoparticle for treatment of iron-deficient anaemia and as an MRI contrast agent, FDA-approved since 2009 (Proenzano et al. 2009; Lu et al. 2010). Ferumoxytol is widely available in the US (marketed as Feraheme) along with Canada and Europe (marketed as Rienso). All the above-mentioned iron oxide formulations have been used in humans and in the case of Ferumoxytol, continue to be. While Ferumoxytol is considered much safer than the older type of iron replacement therapy iron dextran (Dexiron) and an improvement on the previous MRI contrast agents, it still carries some risks, including anaphylaxis in a small number of cases.

IONP contrast agents are also being investigated for imaging of amyloid plaques in diagnosis of Alzheimer’s disease, due to the ability of iron oxide, in particular magnetite, to bind to these plaques (Azria et al. 2017). IONP tracking agents, detectable by MRI, have been tested for tracking stem cells in the human brain after brain trauma (Zhu et al. 2006), or in patients with melanoma (de Vries et al. 2005). IONP have also been investigated for targeted drug delivery (Lungu et al. 2019; Vangijzegem et al. 2019) especially common as cancer treatments. For example, IONP coated with chitosan and curcumin (Pham et al. 2016) or chitosan and phytic acid (Barahuie et al. 2017) have been shown to be effective in reducing proliferation of certain cancer cells under laboratory conditions. IONP have also been investigated for hypothermia and thermoablative treatment of cancers, due to the superparamagnetic properties of cancer-targeted IONP which can cause heat generation in the surrounding regions, with a temperature increase of 11–12 °C, through the application of alternating magnetic fields (Hernández-Hernández et al. 2020).

1.2.8 Industrial applications and production of IONP

The inherent magnetic properties of iron oxides have been utilized in a broad range of applications including for magnetic seals and inks, magnetic recording media, catalysts, and ferrofluids (Teja and Koh 2009). Ferrofluid solutions produced by the company Liquids Research Ltd (https://liquidsresearch.com/) are being applied for a range of uses including vehicle and exercise suspension systems, for improving loudspeaker efficiency and reducing overheating related failure, and for producing magnetically readable printing ink that can be used for bar coding and document sorting. Magnetite and maghemite are now commonly
used in magnetic storage (Sharrock and Bodnar 1985; Aghazadeh et al. 2018), with the superparamagnetic properties of the metals being the limiting factor for storage capacity of data hard drive disks and so have become integral to technological progress.

Iron oxides, including haematite and magnetite, can be released as air pollution from fuel combustion, engine wear and brake pad wear (Chandra Verma et al. 2015; Pattammattel et al. 2021). It has been estimated that 35% of the brake pad wear is emitted as airborne PM, and 86% of these particles are smaller than 2.5 μm, much of which is likely magnetite due to its prevalence in the composition of brake pads (Sanders et al. 2003). Iron oxide nanoparticles can also be added to fuels as it can increase fuel fluidity, reducing resistance and increasing fuel efficiency (Aalam 2015; Suhel et al. 2021). Iron oxide nanoparticles can also be used to enhance heat transfer and reactivity, along with reducing NO₂ production, by binding available oxygen (Mehta et al. 2014; Wen et al. 2019). High levels of magnetite and other iron oxides are found near roads and increased in areas with, and during times of, high air pollution (Mitchell and Maher 2009). Abundant within roadside air pollution are magnetite nanoparticles with a rounded morphology similar to heat treated nanoparticles produced at high-temperatures, therefore, likely combustion- and friction-derived nanoparticles (Chen et al. 2006; Maher 2019).

With the growing variety of present and potential applications for IONPs, and specifically SPIONs, in biomedical and nanotech settings and considering their potential health risks as an air pollutant, it is important to understand their impacts on the health and function of cells. When cells are exposed to IONPs, these are likely first to enter the cell via endocytosis and then be trafficked through the endolysosomal system.

1.3 Cellular trafficking pathways

1.3.1 An overview of endocytosis

Endocytosis is the vital cellular mechanism by which external molecules and macromolecules can be internalised into the cell (Kumari et al. 2010). Endocytosis works as the opposite of exocytosis, which is the mechanism by which unwanted or toxic molecules are ejected from the cell and new lipids and proteins can be delivered to the cell membrane.
(Doherty and McMahon 2009). Together the balance of endocytosis to exocytosis maintains precise regulation of interactions between the cell and its surrounding environment. Endocytosis mechanisms are the primary route for uptake of nanoparticles from the cells external environment (Iversen et al. 2011).

**Figure 1-4 : An overview of pathways for cellular endocytosis.** Clathrin-mediated endocytosis involves formation of a triskelion cage mediated by clathrin proteins to produce a clathrin-coated vesicle. Caveolin-mediated endocytosis involves initiation from caveolae domains, lipid rafts enriched in cholesterol, sphingolipids and the protein caveolin to produce a caveolar vesicle. Macropinocytosis occurs when ruffles form in the cell membrane due to the creation of lamellipodia by actin disruption and repolymerisation to form large, irregularly shaped macropinosomes. Phagocytosis involves identification of a target particle by phagocytic receptors, which initiates signalling cascades causing remodelling of cell membrane lipids and the actin cytoskeleton, resulting in extension of the cell membrane around the particle and forming a phagosome.

Endocytosis can be split into two main pathways, clathrin mediated endocytosis, and clathrin-independent endocytosis (including caveolae-mediated endocytosis, phagocytosis, and macropinocytosis), see Figure 1-4. Both pathways involve a section of cellular membrane being folded in on itself to form a pouch that once spherical can detach internally from the membrane, engulfing molecules for uptake into an intracellular vesicle. Once formed, endocytic vesicles are then trafficked to the endolyososomal system so the contents of the vesicles can be sorted by the cell.
1.3.2 Clathrin-mediated endocytosis

Clathrin-mediated endocytosis (CME) is by far the best studied of the endocytic mechanisms. It has been observed to be one of the most import routes by which processes including, nutrient uptake, receptor internalisation (Canton and Battaglia 2012), and recycling, as well as synaptic vesical recycling in neurones, (Rizzoli and Betz 2004), can occur. This process of CME can be split into several steps: initiation, cargo selection, coat assembly and stabilization, membrane scission and vesicle uncoating (Kaksonen and Roux 2018). This series of steps is not in reality a linear distinct process, but many of these steps are occurring alongside each other and simultaneously supporting continuation of steps described before and after them (Taylor et al. 2011). Clathrin plays an important role in the vesicles formation, by forming the clathrin triskelion, a three-legged pinwheel-shaped heteropolymer that in the presence of assembly proteins can polymerise into a clathrin cage (Ferguson et al. 2008). As clathrin polymerises the membrane it is bent or curved inwards as this process progresses, forming a curved clathrin cage around the membrane and budding at the endocytosis site, producing the characteristic clathrin-coated pit (Kaksonen and Roux 2018).

1.3.3 Clathrin-independent endocytosis

Several forms of clathrin-independent endocytosis are similar in process to clathrin-mediated endocytosis but lack clathrin coated pits and can instead be mediated by other components including, caveolae, flotilins and Arf6 (Mayor et al. 2014). Of these, caveolae-mediated endocytosis is the best understood and involves initiation of the endocytosis from caveolae domains, lipid rafts enriched in cholesterol and sphingolipids and with the dimeric protein caveolin forming 50-100 nm flask-shaped invaginations in the plasma membrane (Razani et al. 2002). This pathway of endocytosis is specific to uptake of certain molecules including albumin (Schnitzer et al. 1994) and cholera/tetanus toxins (Montesano et al. 1982).

1.3.4 Phagocytosis

Phagocytosis is necessary for ingestion and elimination of microbial pathogens and for tissue homeostasis by clearance of apoptotic cells, so is of particular importance for the
endocytosis of large particles (>0.5 μm), that are too big for endocytosis by other pathways (Aderem and Underhill 1999). Specialist cells that can conduct phagocytosis are called phagocytes. Professional phagocytes are cells that are highly efficient at phagocytosis and include immune cells, such as macrophages and neutrophils (Rabinovitch 1995). While many cells can be non-professional phagocytes playing a role in the clean-up of apoptotic cells, including fibroblasts, epithelial cells, and endothelial cells (Rosales and Uribe-Querol 2017). As it is such a sensitive and complex organ, the brain has its own specialist phagocytes called microglia (Vilhardt 2005).

In mammals, phagocytes recognise material for phagocytosis via a variety of receptors, divided into two categories, nonopsonic or opsonic receptors (Rosales and Uribe-Querol 2017). Nonopsonic receptors directly recognize molecular groups on the surface of the phagocytic targets, while opsonic receptors recognise host-derived opsonins which can bind to foreign particles targeting them for ingestion. After a target particle is identified, phagocytic receptors initiate signalling cascades causing remodelling of cell membrane lipids and the actin cytoskeleton, resulting in extension of the cell membrane with temporary projections of cytoplasm, called pseudopods that surround the particle (May and Machesky 2001; Rosales and Uribe-Querol 2017). At the point of contact a depression in the membrane, called the phagocytic cup, is formed (Rosales and Uribe-Querol 2017). Actin filaments are disrupted at the base of the phagocytic cup, just before the protrusions of the membrane fuse at the opposite end, sealing to produce a new phagosome (Marie-Anais et al. 2016).

To detoxify its contents, the phagosome goes through a process called phagosome maturation, consisting first of fusion with early endosomes, with maturation progressing through the endolysosomal system with appearance of late endosomal and lysosomal markers, finally producing a phagolysosome (Rosales and Uribe-Querol 2017). The phagolysosome has an altered membrane composition and highly acidic, degradative environment, promoting breakdown of the phagocytosed material into its constituent components.
1.3.5 Macropinocytosis

Macropinocytosis is different to other forms of endocytosis, such as CME and phagocytosis in the respect that it is not regulated by direct action of cargo and receptor molecules. It was first observed by Warren Lewis (1937), using time lapse microcinematography in rat macrophage cells showing characteristic ruffling on the cell surface that led to fluid engulfment into intracellular vesicles. Lewis first named this process pinocytosis, however, it was then renamed macropinocytosis to differentiate it from processes involving smaller vesicles (Lim and Gleeson 2011). As this then suggests, macropinocytosis produces large (diameter ~0.2-5 µm) heterogenous vesicles, called macropinosomes that have no apparent coat structures (Hewlett et al. 1994).

Macropinocytosis normally occurs in response to activation of receptor tyrosine kinases by growth factors (Haigler et al. 1979; Racoosin and Swanson 1989; Schmees et al. 2012). However, some types of specialised cells are capable of constitutive macropinocytosis, such as antigen-presenting cells (Norbury et al. 1995) and microglia, the macrophage of the CNS (Doodnauth et al. 2019). At the cellular membrane, ruffles form due to the creation of lamellipodia by actin disruption and repolymerisation beneath the membrane at that site. Most of the lamellipodia formed will retract back into the cell, however, some form cup-shaped ruffles, followed by contraction of the actin network at the rim to close the cup and fusion of the membrane to form large, irregularly shaped macropinosomes (Swanson 2008). Owing to the large size of macropinosomes, macropinocytosis acts a non-selective way for cells to internalise large quantities of extracellular fluid and cellular membrane (Mercer and Helenius 2012).

1.3.6 Endocytosis of nanoparticles

The mechanism of endocytosis utilised for uptake of nanoparticles is likely highly dependent on size. While phagocytosis is often associated with large particles, >1 µm, it has also been shown as a viable route of uptake for nanoparticles, including polyethylenimine and polyethylene glycol coated 10 nm iron oxide nanoparticles (Feng et al. 2018), 30-50 nm gold nanoparticles (Krpetić et al. 2010) and of 4 and 20 nm silver nanoparticles (Park et al. 2011). The other highly relevant mechanism for uptake of larger particles is macropinocytosis. Although this process is cargo unspecific, it can still lead to a high level of nanoparticle
uptake, especially when treatments involve high nanoparticle concentrations (Canton and Battaglia 2012). Macropinocytosis was found in one study to be the dominant pathway for entry into A-549 cells for 6 nm amino-dextran coated magnetite nanoparticles (Cañete et al. 2010). In another study, internalisation of 20 and 60 nm carboxydextran-coated SPIONs into human macrophage occurred by clathrin-mediated endocytosis (Lunov et al. 2011).

Often it is likely uptake in cells occurs simultaneously through multiple pathways. For example, endocytosis of 5-20 nm IONP into microglia was shown to be mediated by both macropinocytosis and clathrin-mediated endocytosis (Luther et al. 2013). Importantly macrophages, such as microglia, are both phagocytic and are capable of constitutive macropinocytosis, meaning uptake of nanoparticles by these pathways is likely to be more common in these cell types. It is likely that the mechanism of nanoparticle uptake is highly dependent on the size, composition and coating of the nanoparticles as well as the cell type into which the nanoparticles are being endocytosed.

There are also suggestions that nanoparticles can induce deformation and complete invagination of the membrane without normal endocytic mechanisms (Lipowsky and Döbereiner 1998; Deserno 2004). These studies have suggested that when phospholipid membranes wrap around spherical particles, then the attraction between the curved nanoparticle surface and the cell membrane produces enough deformation for engulfment. This idea is further corroborated by the uptake of silica particles into live red blood cells, which are incapable of endocytosis (Zhao et al. 2011).

1.3.7 The endolysosomal system

Once external material has been internalised into an intracellular vesicle it is trafficked through the endolysosomal system. This is a multistep process (see Figure 1-5), starting with the fusion of internalised vesicles with early endosomes, which mature to late endosomes and then fuse with lysosomes (Mayor et al. 2014). This is a highly dynamic process meaning these organelles are not easily defined as they experience a range of states depending on their progression through these different processes (Elkin et al. 2016).
Figure 1-5: An overview of the trafficking pathway through the endolysosomal system. After endocytosis, endocytic vesicles fuse with early endosomes, which act as a sorting hub, recycling receptors and proteins back to the cell membrane, sending nutrients to the trans-Golgi network and selecting targeted molecules for subsequent degradation. Early endosomes can be characterised by the presence of a membrane-associated GTPase, Rab5 and mature to late endosomes characterised by Rab7, with a resultant change in Ca^{2+} concentration, membrane lipids and proteins, and a reduced pH. Vesicles of lysosomal proteins sent from the trans-golgi network are delivered to late endosomes. Late endosomes then either mature into or fuse with lysosomes, creating an acidic lysosomal compartment where the majority of degradative activity occurs.
1.3.8 Early endosomes

In eukaryotes, the endosome is important for regulating whether vesicle components need to be sent for recycling or degradation (Scott et al. 2014). Nearly all the different endocytosis pathways culminate with produced vesicles being delivered to early endosomes often within a few minutes of formation (Canton and Battaglia 2012). The endosome acts as a trafficking hub for incoming cargo. Housekeeping receptors and other reusable proteins are recycled back to the plasma membrane by the recycling endosome, while usable nutrients and other molecules are sent to the trans-Golgi network via retrograde traffic and molecules targeted for degradation are sorted to the lysosome (Scott et al. 2014).

Early endosomes are generally formed in the peripheral cytoplasm with a slightly acidic intraluminal pH (Hu et al. 2015). They can be characterised by the presence of Rab5, a small GTPase with roles in regulating membrane docking and fusion with endocytic vesicles (Christoforidis et al. 1999) as well as regulating interaction with the microtubule network, promoting movement away from the cells periphery and towards the nucleus (Nielsen et al. 1999). The early endosome is only weakly acidic (pH 6.8-5.9) with a progressively reducing pH as it moves away from the cell periphery, mostly through the action of a transmembrane proton pump, the vacuolar ATPase (V-ATPase) (LaFoucrade et al. 2008; Huotari and Helenius 2011). The V-ATPase is a rotary nanomotor comprising of multiple subunits with multiple isoforms arranged into two sub-complexes: the V1 subcomplex in the cytoplasmic domain and the V0 subcomplex in the vacuolar domain (Pamarthy et al. 2018). The V1 subcomplex is responsible for ATP hydrolysis to power the pump, while the V0 subcomplex manages the proton translocation across the membrane through hemi-channels.

The early endosome also has an enrichment of the phospholipid, phosphatidylinositol-3-monophosphate, along with a low Ca$^{2+}$ concentration (3-40 µM), which has been suggested to be due to the quick release (within 20 minutes) of internalised extracellular Ca$^{2+}$ from the early endosome via a cation channel (Gerasimenko et al. 1998). There is some evidence this leak could be mediated by TRPML3 (Lelouvier and Puertollano 2011). In early endosomes plaques containing clathrin and components of the endosomal sorting complex required for transport (ESCRT) can start to sort ubiquitinilated membrane proteins away into intraluminal vesicles, a few of which may exist per early endosome (Piper et al. 2014).
1.3.9 Late endosomes

Early endosomes mature to late endosomes with a resultant change in pH, $\text{Ca}^{2+}$ concentration and membrane lipids and proteins. Through a process of compartment conversion there is a Rab cascade where Rab5 recruits an exchange factor that activates and recruits Rab7 which in turn recruits a GTPase to inactivate the Rab5 (Elkin et al. 2016). In this way a transition is affected between the dominant membrane Rab proteins in early endosomes and late endosomes, changing the membranes’ identity and function. Clathrin coated vesicles, containing lysosomal proteins, targeted by the mannose-6-phosphahte receptor are released from the trans-Golgi network and bind to late endosomes, where the lysosomal proteins can accumulate ready for digestion when activated by the drop in pH that occurs through the maturation process (Braulke and Bonifacino 2009). Rab7 can recruit the retromer complex to late endosomes to ‘rescue’ cargo receptors from lysosomal degradation and transport them back to the trans-Golgi network for recycling (Burd and Cullen 2014). Rab7 is also important for continuing the movement started by Rab5 along the microtubule network from cell periphery to a juxtanuclear position (Johansson and Olkkonen 2005).

During maturation, there is a change in lipid enrichment in the endosomal membrane from phosphatidylinositol-3-monophosphate to phosphatidylinositol 3,5-bisphosphate (Michell et al. 2006). Lysosomal proteins, such as LAMP1, also start to accumulate in the late endosomal membrane (Cook et al. 2004) and the number of intraluminal vesicles in each endosome increased (often to >30), each with a diameter of 50-60 nm (Falguières et al. 2008). The pH continues to drop in late endosomes, normally in the pH range of 6-4.9, due to the continued activity of the vATPase (Huotari and Helenius 2011). The concentration of $\text{Ca}^{2+}$ in late endosomes/lysosomes also increases from the low early endosome levels. (Lloyd-Evans et al. 2008).

There have previously been several theories for how cargo was transported between late endosomes and lysosomes, as has been reviewed by Luzio et al. (2007). In the maturation theory endosomes mature to lysosomes, by changes in membrane components and internal composition, similar to how early endosome mature to late endosomes (Luzio et al. 2007). In the vesicular theory, vesicles bud from the late endosome and then deliver their cargo to the lysosome. While a third theory the ‘kiss and run’ model suggests late endosome and
lysosomes fuse (kiss) to enable content exchange and then separate again (run), similar but not the same as the ‘fusion-fission’ theory where lysosomes fuse with late endosomes but can then be reformed as separate organelles.

1.4 The lysosome

1.4.1 Discovery of lysosome
The lysosome was discovered by a British-born, Belgian biochemist, Christian de Duve, in 1955, while he was investigating the action of insulin at a University laboratory in Louvain (Sabatini and Adesnik 2013). His group was studying the distribution of the enzyme glucose-6-phosphatase in rat liver tissue, primarily by using centrifugation to separate cell fractions and enzyme assays to identify which fractions had the highest activity, which they found to be principally in a small granule fraction termed “microsomes” (Beaufay and de Duve 1954). It was at this stage that de Duve’s group started studying the activity of a separate enzyme with a low optimum pH of 5, acid phosphatase, initially chosen as a control as it is found in almost all tissues. By serendipity, a member of de Duve’s team left a sample in the refrigerator over a long weekend and when subsequently tested it was found the acid phosphatase activity in the sample had increased equal to the combined total of all fresh centrifuge-separated fractions (De Duve et al. 1955; de Duve 1963). Similar outcomes were achieved by freeze-thawing samples and by membrane-destabilising agents. This then led to de Duve’s insightful conclusion that the latent enzyme was sequestered in membrane sacs, a theory that would later be proven to be correct, and the newly discovered organelle termed the lysosome (de Duve 1963; De Duve and Wattiaux 1966). For his ground-breaking work towards the identification of the lysosome, de Duve obtained a Nobel prize in 1974, as his early work paved the way for many future scientists to elucidate the inner workings of the cell and improve understanding and develop treatments for a whole range of lysosomal-related diseases.

1.4.2 Lysosomal function
Lysosomes are small, membrane-bound organelles present in all mammalian cells (excluding red blood cells), comprising ~5% of the total intracellular volume (Luzio et al. 2007). Electron
microscopy shows lysosomes to be of heterogeneous size and morphology, often containing electron dense deposits and membrane whorls (Luzio et al. 2007). Lysosomes are necessary for the degradation of intracellular material that is processed through endocytic pathways and through autophagy, a process discussed later in Section 1.5.

Only recently is the scope of roles the lysosome plays really being elucidated: from their primary role in the degradation of macromolecules and recycling of their components, to roles in Ca\(^{2+}\) signalling, nutrient sensing, metabolism, cell proliferation and apoptosis (Efeyan et al. 2015; Thelen and Zoncu 2017; Hesketh et al. 2018; Tang et al. 2020). One of main ways the lysosome can act as a regulator in these processes is due to its functional association with master growth regulator mTORC1, named for being the mammalian target of rapamycin complex (Ben-Sahra and Manning 2017). Initiation of mTORC1-driven signalling is led by binding of mTORC1 to the lysosomal surface, requiring both selected growth factors and nutrients (Saxton and Sabatini 2017). At the lysosome, mTORC1 activates S6-kinase by phosphorylation, promoting lipid and nucleotide biosynthesis, ribosome biogenesis, and a switch to glucose metabolism (Lawrence and Zoncu 2019). A major consequence of these changes is the upregulation of protein synthesis, contributing to increased cell growth and proliferation. Also, mTORC1 can regulate TFEB (transcription factor EB), a master transcriptional regulator of lysosomal biogenesis and also implicated in autophagy, endocytosis, exocytosis, lipid metabolism and Ca\(^{2+}\) signalling (Peña-Llopis et al. 2011). In a multi-step mechanism, mTORC1 can phosphorylate TFEB creating a high affinity binding site for YWHA regulatory proteins (Tyrosine 3-Monooxygenase/Tryptophan 5-Monooxygenase Activation protein or 14-3-3), which when bound lead to cytosolic retention of TFEB (Vega-Rubin-de-Celis et al. 2017). Inhibition of mTORC1 leads to dephosphorylation of TFEB so it can translocate to the nucleus where it promotes expression of lysosomal biogenesis-related genes (Settembre et al. 2012).

As well as breaking down cellular waste, preventing its build-up is also important, as undegraded material can be directly toxic or cause problems when stored, and for this reason there is a whole range of diseases linked to mutations in lysosomal proteins, known as lysosomal storage disorders (LSDs) (Platt et al. 2012). Presently there are ~70 different LSDs, nearly all of which are characterised by intra-lysosomal accumulation of storage material and neurodegeneration, often leading to early mortality (Cox and Cachón-González
Recently an important role has been uncovered for the lysosome in the degradation of certain cellular proteins that otherwise can aggregate to form plaques. When normal lysosomal homeostasis is dysregulated, this can play roles in the development of Parkinson’s disease (aggregation of α-synuclein), Huntington’s disease (polyglutamine residues in aggregates of huntingtin) and Alzheimer’s disease (aggregates of amyloid and tau) (Cox and Cachón-González 2012). While recent enthusiasm for investigating the genetic basis of complex multifactorial diseases using genome wide association studies (GWAS) has also linked the lysosome to the development of Parkinson’s disease (Chang et al. 2017), Huntington’s disease (Senkevich and Gan-Or 2020), Alzheimer’s disease (Van Acker et al. 2019) and to multiple sclerosis (Sawcer et al. 2011).

1.4.3 Regulation of lysosomal pH

One of the defining features of the lysosome is the acidity of their lumen, with an internal pH ranging from 4.5-5.5 (De Duve and Wattiaux 1966; Wang et al. 2015). This is established by the vacuolar H⁺ ATPase (V-ATPase), a proton pump present in the lysosomal membrane (as previously described in Section 1.3.8), and aided by the counterflux of other ions, including Cl⁻, Na⁺ and K⁺ (Ishida et al. 2013). The acidity of lysosomes is key as it provides the optimal pH for the function of a range of hydrolases that facilitate the degradation of macromolecules in the cell (Perera and Zoncu 2016). The degradation of macromolecules is also important for liberation of amino acids, monosaccharides, and free fatty acids for reuse, to prevent wasting resources (Perera and Zoncu 2016).

One of the advantages of the degradative lysosomal enzymes having a low optimal pH is that many then have low activity at the higher pH of the cytosol, reducing their degradative capacity during transport to the lysosome or if released from the lysosome. Another protective method for transport of lysosomal enzymes to the late endosome, is that many of the enzymes, such as the cathepsins, are transported in a precursor form and require the action of proteolytic enzymes and/or low pH to activate (Lutgens et al. 2007). It is also possible that the acidic environment of the lysosome is more favourable for oxidative reactions, important for degradative efficiency (Hu et al. 2015).

Regulation of the V-ATPase could be through several mechanisms: including glucose metabolism, availability of the phospholipid, phosphinositide-3 kinase, and mTORC1
signalling (Cotter et al. 2015). The V-ATPase has also been reported to act as a pH sensor in the lysosome allowing a degree of self-regulation in adjusting lysosomal acidity (Marshansky and Futai 2008). Bafilomycin-A1 acts as a specific and potent V-ATPase inhibitor by binding to the V0 region of the V-ATPase and preventing proton translocation in a concentration-dependent manner (Wang et al. 2021b).

1.4.4 The lysosomal membrane
The membrane of the lysosome is formed by a single phospholipid bilayer with a thickness of ~7-10 nm (Neiss 1984) and is integral for keeping the lysosomes acidic environment, full of highly digestive enzymes, safely contained away from the rest of the cells’ components, to avoid inappropriate autolysis. To protect the lysosomal membrane itself from degradation there is a dense layer of glycolipids and glycoproteins, with a thickness ~8 nm, at the inner luminal surface of the lysosome, named the glycocalyx (Neiss 1984). By electron microscopy, the glycocalyx can be visualised as a thin, electron translucent halo between the lysosomal membrane and the electron-dense lysosomal lumen (Neiss 1984).

The glycocalyx is largely composed of heavily glycosylated membrane proteins, of which lysosomal-associated membrane proteins 1 and 2 (LAMP1 and LAMP2) are among the most extensively glycosylated, with glycan chains that weigh more than their protein core (Wilke et al. 2012). LAMP1 and LAMP2 are highly abundant, representing ~0.1-0.2% of the total cell proteins and are enriched in lysosomes and late endosomes (Chen et al. 1985). They are both ubiquitous in human tissues and cell types, with higher expression in more metabolically active cells (Furuta et al. 1999).

The cell has had to evolve mechanisms for efficient transport of metabolites through the glycocalyx. For example, the NPC1 protein, which is enriched on late endosomal/lysosomal membranes, acts as a putative cholesterol/multi lipid transporter (Lloyd-Evans et al. 2008). The lysosome has also had to evolve specific methods for degradation of the lysosomal membrane, as it is being protected by the glycocalyx. This is the presumed role of the intraluminal vesicles seen to accumulate in late endosomes, as a collection of membrane and membrane-bound receptors set for degradation (Schulze et al. 2009). Lipid and protein compositional changes occur between the membrane of the late endosome and lysosome. The main change being the loss of mannose-6-phosphate receptors from the lysosomal
membrane after their retrieval by the retromer complex making this a key mechanism for differentiating late endosomes from lysosomes (Braulke and Bonifacino 2009).

1.4.5 Ca$^{2+}$ signalling

As previously mentioned, the lysosome plays an important role in Ca$^{2+}$ signalling within the cell. Calcium ions or Ca$^{2+}$ are integrally important for cell homeostasis, playing an active role in unicellular organisms, but becoming universally important in multicellular life (Carafoli and Krebs 2016). As the third most abundant metal after iron and magnesium, calcium was readily available to cells, but what really makes calcium such an attractive signalling molecule is its ability to reversibly bind to a range of complex molecules and binding sites of irregular geometry with relative ease (Carafoli and Krebs 2016). Under normal physiological conditions the cytosolic Ca$^{2+}$ concentration is ~100 nM (van der Kant and Neefjes 2014), substantially lower than lysosomal Ca$^{2+}$ stores, estimated to be in the region of 500-600 µM (Christensen et al. 2002; Lloyd-Evans et al. 2008) and endoplasmic reticulum Ca$^{2+}$ stores, estimated at ~0.5-2 mM (Burdakov et al. 2005; Lloyd-Evans et al. 2010; Lloyd-Evans and Platt 2011). Intracellular Ca$^{2+}$ levels are kept substantially lower than extracellular Ca$^{2+}$ concentrations, which are often in the region of 1 mM, (10,000-fold the level of cytosolic Ca$^{2+}$) to allow rapid increases in Ca$^{2+}$ uptake necessary for tight regulation of signalling (van der Kant and Neefjes 2014). As Ca$^{2+}$ cannot be metabolised, its storage within the cell is of significant importance and its tight regulation paramount (Clapham 1995). Therefore, dysregulation of Ca$^{2+}$ signalling has been linked to a variety of diseases, in particular the LSDs (Lloyd-Evans and Platt 2011), but also Alzheimer’s disease (McBrayer and Nixon 2013) and Parkinson’s disease (Kilpatrick 2016).

1.4.6 Lysosomal Ca$^{2+}$ signalling

As endocytosis has been shown to contribute only a small amount (~50 µM) to the total content of lysosomal Ca$^{2+}$, this suggested there was one or more lysosomal membrane Ca$^{2+}$ transporters able to actively pump Ca$^{2+}$ into the lysosome (Lloyd-Evans and Platt 2011). While several lysosomal Ca$^{2+}$ sensors have been proposed, the identity of the lysosomal Ca$^{2+}$ uptake pump still remains elusive (Wu et al. 2021). Lysosomal Ca$^{2+}$ release is regulated by several transmembrane ion transporters, two of the most researched types are the two
pore channels (TPCs) and the transient receptor potential cation channel mucolipins (TRPMLs).

The TRPML family, consists of three similar members, TRPML1, TRPML2 and TRPML3 (Puertollano and Kiselyov 2009). TRPML1 is mainly localised to late-endosomes-lysosomes and is permeable to Ca\(^{2+}\), K\(^{+}\) and Na\(^{+}\) ions, with evidence it may also act as a H\(^{+}\) leak channel (Waller-Evans and Lloyd-Evans 2015). While it is likely permeable to several ions, under physiological conditions, TRPML1 is thought to act mainly as a transporter of Ca\(^{2+}\) from the lysosomal lumen to the cytosol (Kiselyov et al. 2005). Several studies have suggested TRPML1 is most active at low lysosomal pH, but that further reduction in pH below 4.5 decreases channel activity (Dong et al. 2008; Feng et al. 2014). The lysosomal protein, cathepsin B (optimal pH 4.5-5.5), can cleave TRPML1, inactivating it, likely as a regulatory mechanism of TRPML1 activity (Lloyd-Evans and Haslett 2016).

TRPML2 localisations have been difficult to fully explore, due to low expression and difficulty generating specific antibodies, however, evidence suggest its localisation in early-late endosomes and lysosomes, but with highest prevalence in recycling endosomes (Sun et al. 2015). TRPML2 functions as a non-selective cation channel permeable by Ca\(^{2+}\), strongly inhibited by low pH, but not regulated by Ca\(^{2+}\) concentrations (Lev et al. 2010). TRPML3 is expressed in mainly in early-late endosomes, but also appears to localise with lysosomes and the plasma membrane; it is believed to act principally to reduce Ca\(^{2+}\) concentrations in the early endosome after endocytosis, as it has maximal activity at higher pH (~6-6.5), opposite to TRPML1 (Puertollano and Kiselyov 2009).

1.4.7 Lysosomal Iron regulation
Iron imported into the cell bound to transferrin is released from the transferrin receptor in the early endosome and is then likely exported into the cytosol from the late endosome mainly via DMT1, as described in Section 1.2.2. Yet iron can also be released in the lysosome from degradation of proteins where iron is used as a co-factor and potentially from degradation of extracellular material imported via phagocytosis, in phagocytic cells. Free iron release from endocytosed IONPs is also likely to occur in the lysosome as nanoparticle degradation is correlated with reduced pH, from more neutral cytosolic ~pH7.4 to more acidic lysosomal ~pH4.5-5.5 (Arbab et al. 2005; Lévy et al. 2010; Guzy et al. 2020). DMT1
NRAMP2 is present in the late endosomal/lysosomal membrane and is likely able to export some of the lysosomal free iron, as Fe$^{2+}$, released from nanoparticle degradation (Tabuchi et al. 2000). However, when iron levels become high, other channels may be necessary for lysosomal iron export. Genetic evidence in mice suggests the necessity of other Fe$^{2+}$ exporters in the endo-lysosomal membrane of certain cell types, such as in the placenta and in hepatocytes, where DMT1 activity was found not to be essential (Gunshin et al. 2005). TRPML1 has been shown to be permeable to Fe$^{2+}$ in late endosomes and lysosomes, acting as a mechanism for Fe$^{2+}$ release to the cytosol (Dong et al. 2008). Cell type dependent Fe$^{2+}$ transporters also exist, such as NRAMP1 (natural resistance-associated macrophage protein 1, SLC11A1) (Blackwell et al. 2000). NRAMP1 is expressed almost exclusively in macrophages or macrophage-derived cells and neurons and is primarily localised to the late endosome/lysosome and phagosome, rather than the plasma membrane, believed to pump Fe$^{2+}$ out of these organelles (Evans et al. 2001; Forbes and Gros 2003; Wu et al. 2017a). While other lysosomal iron channels may be yet to be discovered.

Free iron released in the lysosome may not be directly exported. The acidic environment of the lysosome has been shown to be an optimal environment for Fenton reactions, which occur more readily at low pH ~3-5 (Arnold et al. 1995). The change in potential for Fenton reactions is caused by increased oxidation potential and enhanced oxidative capacity of ·OH with decreasing pH, alongside increased stability and solubility of ferrous (Fe$^{2+}$) iron at lower pH (Duesterberg et al. 2008). Fenton reactions produce a highly reactive hydroxyl radical that has a short half-life, meaning if it is produced in the lysosome, it is likely to also have a reactive effect in the lysosome, causing lipid or protein peroxidation.

1.5 Autophagy

1.5.1 Autophagy overview

The term autophagy is derived from Greek meaning “self” and “to eat” and was coined by Christian de Duve to differentiate degradation of intracellular components (autophagy), from degradation of endocytosed extracellular substances, which he termed ‘heterophagy’. As the name suggests, autophagy is the process used by cells for recycling of their own organelles and cellular components to release nutrients (Glick et al. 2010). Autophagy is
crucial for normal cell homeostasis and is involved in multiple cellular processes, including starvation response, cell growth, innate immunity, cellular and tissue remodelling and cell death (Luzio et al. 2007). In virtually all cell types there is a constant low basal level of autophagy occurring to process homeostatic protein and organelle turnover (Levine and Kroemer 2008). When cells have a sudden need for intracellular nutrients/energy then autophagy is rapidly upregulated, such as during starvation, growth factor withdrawal or high energetic demands. Autophagy is also upregulated by cells needing structural remodelling or to rid themselves of damaging components, such as during oxidative stress, infection or accumulation of aggregated proteins. There are three types of autophagy in mammalian cells: micro-autophagy, chaperone-mediated autophagy and macro-autophagy all of which promote lysosomal degradation of cytosolic components (Glick et al. 2010).

Micro-autophagy is the simplest of the three autophagic processes, involving invagination of the lysosomal membrane to capture cytoplasmic contents, followed by internalisation for direct lysosomal degradation (Müller et al. 2000). This creates a non-selective process for autophagy that captures cytoplasmic cargo near the lysosome and acts as a method for recycling of the lysosomal membrane. Like micro-autophagy, chaperone-mediated autophagy provides a direct route for cellular components to be sent to the lysosome for degradation. Cytosolic proteins containing a specific targeting motif are complexed with chaperone proteins that dock at the lysosomal membrane, where the cytosolic proteins are unfolded, internalised into the lysosome, and degraded (Chiang et al. 1989; Bandyopadhyay and Cuervo 2008).

1.5.2 The process of macro-autophagy
Macro-autophagy (Figure 1-6) is the most prevalent type of autophagy and the type about which the most is known. Macro-autophagy involves the formation of an isolation membrane, known as a phagophore, derived from the lipid bilayer of the endoplasmic reticulum (ER), trans-Golgi network or endosomes (Glick et al. 2010). Although its exact origin in mammalian cells remains unknown, several studies suggest the phagophore is mainly derived from ER membrane (Hayashi-Nishino et al. 2009; Ylä-Anttila et al. 2009). The phagophore expands to engulf intracellular cargo in what is often considered as an indiscriminate, random selection process, but recent evidence suggests the likelihood of
phagophore receptors that could selectively target the induction of autophagy. Evidence suggests optineurin is an autophagy receptor at the phagophore interacting with adapter molecules and potentiating LC3-II production to induce selective targeting of bacteria, protein aggregates (by detection of polyubiquitination) or damaged mitochondria (known as mitophagy) (Bansal et al. 2018).

Figure 1-6: An overview of macroautophagy. First an isolation membrane is formed, often derived from the lipid bilayer of the endoplasmic reticulum. This membrane starts to expand forming a phagophore that expands to engulf intracellular cargo. When the edges of the phagophore meet and fuse, this forms a double membrane vesicle, called the autophagosome. The autophagosome then can fuse with a lysosome via the action of Rab7 to form an autolysosome, or it can fuse first to late or recycling endosomes to form amphisomes, which then subsequently fuse lysosomes to produce autolysosomes. In the autolysosome, hydrolytic enzymes can degrade the autophagic cargo, including whole organelles, releasing the liberated nutrients.

The phagophore expands around intracellular cargo, curving the membrane until the edges meet and fuse, sequestering cargo into a double membrane vesicle, called the autophagosome (Glick et al. 2010). At least 16 autophagy-related (ATG) proteins and phosphatidyl-inositol 3-kinase complex are involved in the construction of the autophagosome in a complex, multistep process. (Reggiori and Ungermann 2017). The autophagosome then can fuse with a lysosome via the action of Rab7 to form an intermediate organelle, the autolysosome (Gutierrez et al. 2004). Or it has been shown the autophagosome can fuse first to late or recycling endosomes to form amphisomes, which
then subsequently fuse lysosomes to produce autolysosomes, this process becoming more common under starvation conditions (Berg et al. 1998). In the autolysosome, the lysosomes hydrolytic enzymes can degrade the autophagic cargo, including whole organelles, releasing the liberated nutrients, such as amino acids, back out in the cytoplasm via lysosomal membrane permeases and transporters (Glick et al. 2010).

### 1.5.3 Regulation of macro-autophagy
One of the key regulators of macro-autophagy is TFEB, the master transcriptional regulator of lysosomal biogenesis. A rise in free cytosolic Ca$^{2+}$, believed to be regulated by TPML1 mediated Ca$^{2+}$ release, can act as a potent inducer of macro-autophagy by activation of calcineurin (Medina et al. 2015). Calcineurin binds and dephosphorylates TFEB, which can then translocate to the nucleus, where as well as promoting gene expression for lysosomal biogenesis it also upregulates expression of autophagy-related genes (Medina et al. 2015). A rise in free cytosolic Ca$^{2+}$ can also as act an inducer of macro-autophagy by inhibition of mTORC1 activity through a signalling pathway involving AMPK, that then causes increased nuclear translocation of TFEB (Høyer-Hansen et al. 2007).

Starvation has been well studied as a condition for the induction of autophagy, with studies demonstrating regulation of this pathway through a decreased ratio of ATP/AMP that is sensed by AMPK which acts to inhibit mTORC1 and increase autophagy generated ATP production (Hardie 2004). Regulation of starvation-induced autophagy by ROS generation regulating AMPK activation, has also been suggested (Li et al. 2013). Macro-autophagy can be inhibited by protein kinase A binding with cAMP in the presence of glucose to inhibit AMPK and activate mTORC1 (Grisan et al. 2021).

### 1.5.4 Impact of Iron on autophagy
Iron overload has been shown to impact on regulation of autophagy, with studies suggesting acute short term iron overload stimulates autophagy, likely as a compensatory measure against cellular stress (Chen et al. 2013a; Cen et al. 2018; Jahng et al. 2019). Alongside this rapid activation of autophagy, which can occur within 4-8 hours of iron overload, inhibition of mTORC1 (a potent repressor of autophagy) has been shown to occur (Jahng et al. 2019). While chronic iron overload has been shown to lead to accumulation of autolysosomes, while depleting free lysosomes, by preventing lysosomal reformation from autolysosomes
linked to inhibition of mTORC1 bound to autolysosomes (Jahng et al. 2019). Iron overload, as a result of magnetite nanoparticle treatment, has also been linked to increased autophagosome accumulation both in a human breast cancer cell line and, in vivo, in mice (Zhang et al. 2016a).

1.6 Mitochondria

1.6.1 Mitochondria Overview

The mitochondria are the powerhouses of the cell, generating ATP, the cells’ energy currency, but also necessitating the high demand of cells for oxygen (Duchen 2004). It is thought that mitochondria evolved from a bacterial progenitor that entered a symbiotic relationship with the ancestor of eukaryotic cells (Leblanc et al. 1997). The primary remaining evidence of mitochondria having an independent bacterial origin, is the presence of mitochondrial DNA, with a circular genome similar to primitive bacteria. However, few of the mitochondrial genes remain on this mitochondrial DNA, with most coded for in nuclear DNA, hence mitochondria have lost independence and are now a cellular organelle.

Mitochondria have a distinctive cylindrical, double membrane structure, ranging from ~0.5-1 µm in diameter (Campbell 2007). The space in between the two membranes is known as the intermembrane space, while the space inside the inner membrane is known as the matrix (Mukhopadhyay and Weiner 2007). The outer mitochondrial membrane has a smooth, tightly stretched structure, while the inner membrane has numerous infoldings or cristae that project into the mitochondrial matrix, dramatically increasing its surface area (Campbell 2007). The outer membrane is similar in composition to the plasma membrane with a 1:1 ratio of lipid to protein (Daum and Vance 1997). It is fairly permeable to ions and has pores and transport proteins, making the composition of the intermembrane space similar to the cytoplasm (Mukhopadhyay and Weiner 2007). In contrast, the inner membrane contains a higher ratio of proteins, due to the inner mitochondrial membrane housing the proteins for the electron transport chain, and differences in phospholipid composition (Daum and Vance 1997). The inner mitochondrial membrane is very selective about what it transports into the matrix, giving the matrix a specific composition, rich in protein, enzymes, and fatty acids.
1.6.2 Mitochondrial function

The primary function of mitochondria is as the producer of energy, in the form of ATP, that is necessary for nearly all cellular functions. Mitochondria produce energy via the process of aerobic respiration, as described thoroughly by Demirel (2002). In brief, pyruvic acid in the mitochondrion reacts with water to produce carbon dioxide and hydrogen atoms, and the hydrogen atoms can then be transported to the cristae by coenzymes. The cristae house the protein components of the electron transport chain, which uses oxidation-reduction reactions to move electrons, extracted from NADH, between protein components down the chain. This produces free energy that is used to pump the hydrogen ions across the inner mitochondrial membrane. The flow of hydrogen ions back across the membrane drives the phosphorylation of adenosine diphosphate (ADP) to adenosine triphosphate (ATP), which acts as an energy store that can be transported around the cell and dephosphorylated to release energy wherever it may be needed.

Although mitochondria have a primary function in ATP production, they also perform a range of other integral functions, such as in heme production, cholesterol biosynthesis, apoptosis and in Ca\(^{2+}\) signalling (Audano et al. 2018). These processes performed by mitochondria can lead to the production of reactive oxygen species (ROS) when molecular water is not fully reduced to water (Huang and Manton 2004). Old or damaged mitochondria can produce more ROS, so swift clearance these organelles by mitophagy (the mitochondrial specific pathway of macro-autophagy) is integral to healthy cell functioning. Mitochondria cannot only be a source of ROS in the cell, but are also specifically sensitive to the damaging effects of ROS, with a strong link between oxidative damage in mitochondria and aging (Stefanatos and Sanz 2018). Acute and chronic mitochondrial stress, as can be caused by oxidative damage, activates a signalling pathway that upregulates lysosomal biogenesis in a TFEB-dependent manner (Ivankovic et al. 2016). Also, mTOR (as previously discussed for its roles in lysosomal homeostasis and function) coordinates energy metabolism by regulating the synthesis of nuclear-encoded mitochondrial-related proteins (Morita et al. 2015).

Recent studies suggest links between mitochondria and lysosomes in terms of both function and regulation, as is suggested by the strong involvement of both TFEB and mTOR in both lysosomal and mitochondrial regulation (Audano et al. 2018). Furthermore, electron
microscopy and live cell imaging has identified mitochondrial and lysosomal membrane contacts occurring in healthy cells, that are not related to degradation or bulk transfer of luminal content (Wong et al. 2018). Instead, these contacts were suggested to promote bidirectional regulation between these two organelles. These links could be supportive evidence of why dysfunction of both of these organelles is so closely linked in many neurological diseases, from LSDs, to Alzheimer’s and Parkinson’s disease (Audano et al. 2018).

Iron plays several key roles in mitochondrial function, where it can function as a cofactor in iron-sulfur cluster-containing proteins, heme-containing proteins, and iron ion-containing proteins (Paul et al. 2017). Some of these iron containing proteins are involved in the electron transport chain with iron being integral for the oxidation-reduction reactions that move electrons along the chain to produce cellular energy as ATP. Synthesis of iron containing heme is dependent on mitochondria, with heme needed to produce a range of important proteins, such as haemoglobin used by the body for oxygen transport. Certain mammalian tissues also express a mitochondrial-specific ferritin, for storage of iron in mitochondria and to sequester free iron to prevent iron-induced ROS generation (Drysdale et al. 2002).

1.7 Experimental aims by chapter

With human exposure to IONPs rising both through environmental exposure from IONPs in air pollution and increasing popularity of IONPs for use in medicine and biological techniques, it is becoming increasingly important to fully elucidate their impact on human cells. As nanoparticle uptake to cells will mainly occur through different routes of endocytosis, the majority of the IONPs will accumulate in lysosomes where the acidic, degradative environment can encourage IONP breakdown to release free iron. Excess free iron can be damaging to cells by facilitating production of ROS through Fenton reactions, with ROS able to cause peroxidation of lipids and proteins which can damage the lysosome. Free iron or subsequently produced ROS may also have effects outside of the lysosome, with mitochondria being a particularly sensitive organelle to both increases in free iron and ROS. Therefore, experiments have been designed in this thesis to investigate the effects of
different structures of IONPs across different cell lines and *in vivo*, in developing zebrafish embryos.

### 1.7.1 Chapter 3: Investigating the impact of HEPES buffer on lysosomal phenotypes

The role of this first mini chapter is to investigate the cellular toxicity of HEPES buffer on lysosomes, primarily to determine if using HEPES, a zwitterionic buffer used by us and by other labs in superparamagnetic iron oxide nanoparticle mediated lysosomal purification, is sensible in lysosomal studies. With the aim to identify sub-phenotypic concentrations of HEPES that can safely be used in later experiments. Secondarily, a range of other common cell culture buffers will be compared to HEPES to check if they exhibit similar lysosomal effects, in the hopes of identifying alternative buffers for use in lysosomal-related experiments, and any other common buffers that may need to be avoided.

### 1.7.2 Chapter 4: Comparing cellular toxicity of dextran coated iron oxide nanoparticles

The aim of this chapter is to determine cellular pathways, organelles and phenotypes affected by iron oxide nanoparticle (IONP) treatments using dextran coated nanoparticles. The dextran coating improves nanoparticle stability and biocompatibility by reducing aggregation, sedimentation and, when used as an outer coat, by creating a physical barrier against nanoparticle breakdown and iron ion release. One of the included nanoparticles, LRL, has previously been used by this and by other labs, in a magnetic lysosomal purification method. Therefore, this chapter also investigated whether this nanoparticle and two other nanoparticles with similar compositions would affect nanoparticle toxicity, aiming to further evaluate the validity of LRL for the method, needing strong biocompatibility. This chapter assessed cellular toxicity of each of the nanoparticles comparing their differing characteristics, assessing iron release, lysosomal-related phenotypes, autophagy, lipid peroxidation, release of ROS, mitochondrial phenotypes and general cellular toxicity. As two of these nanoparticles are composed of a mix of magnetite and maghemite, the toxicity of these nanoparticles could also be related to iron oxide nanoparticle air pollution, with magnetite in particular forming a major component.
1.7.3 Chapter 5: Investigating toxicity of LRL and ID nanoparticles in an *in vivo* developmental zebrafish model.
After determining the toxicity of the dextran coated IONP in cells, the toxicity of the LRL nanoparticle, compared to one of the nanoparticles shown to be more toxic in cells, was evaluated in developing zebrafish embryos/larvae. A range of developmental phenotypes were tested, including survival, motor development related phenotypes, heart rate, and movement related phenotypes. If the high biocompatibility of LRL in cells, is equally protective and compatible in developing zebrafish embryos/larvae, then these nanoparticles could also be used to develop a model for *in vivo* magnetic lysosomal purification.

1.7.4 Chapter 6: Comparison of the toxicity of magnetite and maghemite nanoparticles in a human microglial cell line
Magnetite nanoparticles, seemingly from an environmental source, have been found in post-mortem human brains while further studies have provided evidence that inhaled air pollution nanoparticles can be transported to the brain. Our studies in chapter 4-5 indicate that certain IONPs can induce toxic changes mediated from the lysosome. However, the effects of air pollution IONPs, of which magnetite is a major component, have been little studied in brain cells and their lysosomes, despite multiple links between these areas to neurodegenerative diseases, such as Alzheimer’s disease. Therefore, this chapter aims to model magnetite nanoparticle treatment in microglial cells, the primary immune cells of the CNS and likely scavengers of nanoparticles entering the brain. This chapter will use superparamagnetic nanoparticles (SPIONs) without a bonded coating, to better compare to air pollution nanoparticles with a focus on magnetite (Fe₃O₄) and using maghemite (γ-Fe₂O₃) for comparison. Initially aiming to identify optimal nanoparticle treatment conditions and evaluate the impacts on lysosomal phenotypes.
2 General Methods

*All reagents were purchased from Merck (Sigma-Aldrich), Gillingham, UK unless otherwise stated.*

2.2 **Cell Culture**

It is standard laboratory procedure to maintain cells without antibiotic treatment as this can force readthrough of premature stop codons (Burke and Mogg 1985). Mitigation for infection by mycoplasma is instead by PCR testing. All medium was supplemented with 1% 100X L-glutamine (Lonza, Basel, Switzerland) and 10% heat inactivated foetal bovine serum (HI-FBS) (Pan Biotech) denoted as complete medium. BSA medium can be used to incubate cells during treatments and consists of complete medium with 1% bovine serum albumin (BSA). Hanks’ balanced Salt Solution (HBSS) for washing and incubating cells is made up from 10x concentrate (Gibco, Bavaria, Germany) with dH$_2$O to produce a 1x solution and adding 1 mM HEPES (or for chapter 6 instead using PPB), 1 mM MgCl$_2$, and 1 mM CaCl$_2$.

2.1.1 **Maintenance of cells**

Chinese hamster ovary H1 (CHO-H1) cell lines were sourced as controls alongside NPC-1 null CHO line and have been maintained in Cardiff since 2010 (Millard et al. 2000). These adherent cells were cultured as monolayers at 37°C/5% CO$_2$ in Dulbecco’s Modified Eagle Medium: Nutrient Mixture F-12 (DMEM/F-12) (Thermofisher, Massachusetts, USA). Cells were subcultured every 2-3 days, washed with Dulbecco's phosphate buffered saline solution (DPBS) and detached with trypsin-EDTA.

The cell line Human Embryonic Microglia Clone 3 (HMC3) was obtained from ATCC (CRL-3304) and is SV40-immortalised from human foetal brain-derived primary microglial culture. These adherent cells were cultured as monolayers at 37°C/5% CO$_2$ in Dulbecco’s Modified Eagle Medium: Nutrient Mixture (DMEM) High Glucose. Cells were subcultured every 2-3 days; washed with DPBS and detached with trypsin-EDTA.
2.1.2 Cell Counting
Cells were counted and set numbers plated and left to set down overnight before treatments, and into wells of plates or chamber slides the day before imaging. This ensured cell density was optimal and consistent for treatments and imaging. Cell counting was also used experimentally in chapter 6, with cell counts normalised to a control treatment group for analysis.

During initial treatment optimisations of nanoparticle treatments in this project a B-hex assay (data not shown) suggested normal cell centrifugation speeds of 133 RCF (800 rpm) for 5 minutes caused increased cell membrane permeabilization/tearing in SPION treated cells, due to the extra density caused by SPION uptake. Therefore, a lower centrifugation speed of 52 RCF (500 rpm) with a longer 10-minute centrifugation time was used for nanoparticle treated cells, which reduced cell membrane permeabilization/tearing in SPION treated cells, increased their yield, and improved cell health post centrifugation.

Cells were washed twice in DPBS, detached with trypsin and centrifuged at either 133 RCF (non-nanoparticle treated) or 52 RCF (nanoparticle treated) for 5 or 10-15 minutes, respectively. The pellets were then resuspended in 1 mL DMEM and vortexed for 1 minute before 10 µL of the solution was immediately transferred to a fast read cell counting slide in duplicate (Immune Systems, Paignton, UK). The counting slides were observed through an Olympus CK2 microscope with a 10x magnification objective and 10x magnification lens, and were counted for each solution, giving a readout of cells/µL solution.

2.2 Nanoparticle treatments

2.2.1 Iron nanoparticles
All iron oxide nanoparticle treatments from each chapter are included in Table 2-1 with the identifying name given to the nanoparticle in this thesis (thesis name), with the name given to the nanoparticle of the company website (sale name), the company from which the nanoparticle was sold and the thesis chapters in which this nanoparticle was used. Brief details on the main nanoparticles involved in individual chapters are also listed in the specific method sections of those chapters.
Table 2-1: List of nanoparticles used in this thesis. Including for each nanoparticle, the thesis/sale name, company of sale and chapters in which this nanoparticle is used.

<table>
<thead>
<tr>
<th>Thesis Name</th>
<th>Sale Name</th>
<th>Company</th>
<th>Chapters</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRL</td>
<td>DexoMAG® 40</td>
<td>Liquids Research Ltd.</td>
<td>4, 5, 6</td>
</tr>
<tr>
<td>CC</td>
<td>FluidMAG-DX</td>
<td>Chemicell</td>
<td>4</td>
</tr>
<tr>
<td>ID</td>
<td>Iron-dextran</td>
<td>Sigma Aldrich (Merck)</td>
<td>4</td>
</tr>
<tr>
<td>3 nm MN</td>
<td>Fe$_3$O$_4$ in Water, 15 wt%, 3 nm</td>
<td>US Research Nanomaterials</td>
<td>6</td>
</tr>
<tr>
<td>8 nm MN</td>
<td>Fe$_3$O$_4$ in Water, 15 wt%, 8 nm</td>
<td>US Research Nanomaterials</td>
<td>6</td>
</tr>
<tr>
<td>20 nm MN</td>
<td>Fe$_3$O$_4$ in Water, 20 wt%, 15-20 nm</td>
<td>US Research Nanomaterials</td>
<td>6</td>
</tr>
<tr>
<td>5 nm MH</td>
<td>Fe$_3$O$_3$ in Water, gamma, 15wt %, 5 nm</td>
<td>US Research Nanomaterials</td>
<td>6</td>
</tr>
</tbody>
</table>

2.2.2 Electron microscopy (EM) for nanoparticle characterisation
Nanoparticle samples were prepared and imaged by the Electron Microscopy officer (Tom Davies) of the Cardiff Catalysis Institute in the School of Chemistry for analysis.

Nanoparticle samples were diluted to equal concentrations in double distilled H$_2$O and for chapter 4 nanoparticles sonicated for 30 seconds, or for chapter 6 nanoparticles were vortex resuspended for 30 seconds prior to 6 µL being dropped onto a 300 mesh copper grid with holey carbon film. Once samples had dried on the grids, they were imaged on a JEM 2100 transmission electron microscope (TEM) (JEOL) operating at 200 kV.

2.3 Statistics and analysis

2.3.1 Image Analysis
Analysis of fluorescence microscopy images used ImageJ 1.52n software, with the ‘analyse particles’ function to analyse fluorescence area/cell and particle count. Analysis of fluorescence intensity across the cell used ImageJ 1.52n software with the ‘plot profile’ function. For plot profile analysis each plot profile data column was averaged, and, where necessary, background was then subtracted from the averaged data in each image to provide an overall plot profile value used in the bar graphs. Plot profile data from multiple
cells was averaged across rows to create the relative intensity plot profile line graphs with background averaged for inclusion where necessary.

Representative microscopy images were processed for presentation (including false colouring and merging images) on Adobe Photoshop CS6 Extended software and figures compiled on Inkscape 1.0 software.

2.3.2 Statistical Analysis
All statistical analyses were performed in GraphPad Prism 8 software (www.graphpad.com) to test for statistical significance. For measuring a variable with three or more separate treatment groups (e.g. control vs nanoparticle 1 vs nanoparticle 2) a one-way ANOVA was used. When two different factors were involved in comparing a response (e.g. incubation time and nanoparticle treatment) a two-way ANOVA was used.

Data was checked for normality and a parametric (normally distributed) or non-parametric (not normally distributed) post-hoc test chosen accordingly. For all statistical tests, significance data is presented from values of post-hoc tests if primary ANOVA showed significance. The degree of significance was denoted on the graphs in each chapter in p-value groupings (*p<0.05, **p<0.01, ***p<0.001, ****p<0.0001) and described in the figure legends along with the type of statistical and post-hoc tests performed. For parametric tests Tukey’s or Dunnett’s multiple comparison post-hoc tests were used, dependent on the initial experimental hypothesis. Tukey’s test compared the mean of each group to the mean of all other groups (comparing all variables to each other), while Dunnett’s test compare the mean of each group back to that of a chosen control (comparing each variable to a control). For data that is not normally distributed then an applicable alternative post-hoc tests was used, normally Kruskal-Wallis test, which does not rely on a normal distribution of data.

Only significant differences are shown on the graphs and non-significant comparisons can be inferred where left blank. Where all comparisons on a graph were non-significant, then this was also stated in the figure legend. Statistical analysis was only completed on data with at least 3 technical replicates (n) or biological replicates (as stated), described in the figure legend for each experiment. To demonstrate where a potential change could exist (either as a preliminary experiment or in an unfinished section) some data presented has less than 3 repeats so will not have been statically analysed.
2.4 Microscopy

A Zeiss Axio Observer inverted microscope fitted with a Colibri LED light source and a Zeiss AxioCam Mrm CCD camera and using Axiovision 4.7.1 software was used for microscopy imaging, unless otherwise stated.

Where stated, probes were co-stained for nuclei with 2 µg/ml Hoechst 33341 trihydrochloride trihydrate (Invitrogen, California, USA) nuclear stain (hereon named Hoechst). Hoechst excitation/emission maxima 350/461.

2.4.1 Acridine Orange Lysosomal Stability Assay

Acridine orange can be used as a live cell stain to identify acidic vesicles, primarily lysosomes and late endosomes and can be adapted as a test for lysosomal membrane stability (Pierzyńska-Mach et al. 2014). In live cells acridine orange diffusely binds cytoplasmic RNA and nuclear DNA when in its monomer form (low energy state) and emits green fluorescence. In low pH environments (such as the lysosome) acridine orange becomes protonated, converting to a dimer form that stacks (high energy state) causing an emission shift and orange/red fluorescence to be emitted. Acridine orange sensitizes the lysosomal membrane to photo-oxidation by blue (UV) light (365 nm). Exposure to UV can cause rupture of the lysosomal membrane, deacidifying the lysosome and causing Acridine orange to leak into the less acidic cytosol changing its conformation back to the low energy state. Loss of lysosomal integrity can be measured as a ‘loss of red puncta’ (acidic vesicles at 590 nm) or as a rise in 470 nm (green) fluorescence. If the lysosomal membrane is partly destabilized by treatments before acridine orange staining, rupture of the lysosomal membrane will occur faster, so in this way Acridine orange acts as an indicator for lysosomal membrane stability. Acridine orange excitation wavelength and emission range: 470 nm excitation and 480-560 nm (monomers - green), 590-660 nm (dimers/stacks - red).

Acridine orange powder (Invitrogen) was serial diluted in HBSS to 2 µg/mL. Cells either pre-incubated with or without the addition of an overnight 2 µg/mL U18666A treatment were washed twice in HBSS, loaded with 2 µg/mL acridine orange for 15 minutes at 37°C, washed twice with DPBS and left in HBSS for imaging. For each well an area of representative cells was selected, and images recorded automatically once a minute for 9 minutes. At time 0
minutes and at each minute interval images were taken in the 470 nm and 590 nm channels to detect DNA/RNA staining (non-lysosomal, 470 nm) and acidic vesical staining (lysosomal, 590 nm), respectively. From time 0 minutes the 365 nm fluorescence channel was turned on at 100% intensity throughout the experiment as this sensitises the metachromatic protonated acridine orange dimers (orange emission) to photo-oxidation.

2.4.2 Calcein-AM (quenched by free iron)
Calcein-AM can cross the cells plasma membrane and then reacts with unspecific cytosolic esterases to produce calcein as a fluorescent product (Tenopoulou et al. 2007). Calcein is not membrane permeant so is retained in the cytosol where its fluorescence is quenched following its chelation of free iron. While some Calcein-AM may enter lysosomes and be cleaved to produce calcein there, its fluorescence and iron chelating potential is strongly reduced at low pH of <5.

Cells were washed twice with HBSS and incubated with 5 µM Calcein-AM (Biotium, California, USA) in HBSS for 30 minutes at 37°C. Then cells were washed twice in HBSS and imaged in HBSS at 380 nm excitation.

2.4.3 Cellular autofluorescence
Cells were washed twice with HBSS and left in HBSS for imaging. Cells were imaged at 365 nm, 380 nm, 470 nm and 590 nm excitation without staining to determine autofluorescence.

2.4.4 Cyto-ID (autophagy stain)
Cyto-ID measures autophagic vacuoles and monitors autophagic flux in live cells and is optimized to allow for minimal staining of lysosomes while selecting for fluorescence upon incorporation into pre-autophagosomes, autophagosomes, and autolysosomes (Chan et al. 2012). Cyto-ID: excitation/emission maxima 490/520 nm.

Autophagy was measured using the Cyto-ID Autophagy detection kit (Enzo, Exeter, UK). Cells were washed twice with HBSS and incubated with a 1/500 dilution of Cyto-ID Green detection reagent in 1x assay buffer with Hoechst for 30 minutes at 37°C. Then cells were
washed twice with HBSS and imaged in HBSS at 470 nm (Cyto-ID) and 380 nm (Hoechst) excitations.

2.4.5 DPPP (lipid peroxidation stain)
DPPP stains lipid peroxidation in cell membranes. DPPP molecules are incorporated into cell membranes where they can be oxidized to a fluorescent product, DPPP oxide, by lipid hydroperoxides also located in the cell membranes (Takahashi et al. 2001). DPPP: excitation/emission maxima 351/380 nm.

Cells were washed twice with HBSS and incubated with 10 µM DPPP (TCI, Zwijndrecht, Belgium) in HBSS for 15 minutes at 37°C. Then cells were washed twice with HBSS and imaged in HBSS at 365 nm excitation. As a positive control untreated cells were incubated with 150 µM hydrogen peroxide (H₂O₂ – Pierce, Massachusetts, USA) for 60 minutes prior to DPPP staining.

2.4.6 Fura-2, AM staining of resting cells
The Fura-2,AM probe includes an AM group which neutralises the probe's negative charge and enables the probe to cross the cell membrane where the AM group is cleaved from the probe by the activity of cytosolic esterases, trapping the probe in the cell as Fura-2 (Roe et al. 1990). Fura-2 can fluoresce when excited at 340 nm and 380 nm. When Fura-2 binds Ca²⁺, the fluorescence at 340 nm increases, but the fluorescence at 380 nm is Ca²⁺ independent and is not affected by Ca²⁺ binding. This provides a basis for ratiometric imaging, which considerably reduces the effects of uneven dye loading, leakage of dye, photobleaching, unequal cell thickness and background noise. A ratio of fluorescence at both excitation wavelengths can be calculated to indicate Ca²⁺ levels. Free iron has been reported to quench Fura-2,AM staining in cells, making it a potential indicator for the presence of Fe²⁺ and Fe³⁺, with a suggested 1000-fold higher affinity to Fe²⁺ than Fe³⁺ (Kress et al. 2002). Fura-2, AM: excitation maxima 340/380 nm, emission maxima 505 nm.

Cells were washed twice with DPBS and loaded with Fura staining solution (5 µM Fura-2,AM (Abcam, Cambridge, UK) in complete DMEM with 0.0025% Pluronic F127) for 1 hour at 37°C. Then cells were washed twice with HBSS and imaged in HBSS at 365 nm and 380 nm excitations. To control wells, 10 mM of Iron(II)ethylenediammonium sulphate (Alfa Aesar,
Lutterworth, UK - Fe2+ release) or Iron(III) oxide (Sigma - Fe3+) was added and preincubated for 30 minutes prior to Fura-2,AM staining as controls for the two species of iron ions.

2.4.7 Light Microscopy
Cells were washed twice with HBSS and left in HBSS for imaging under visible light.

2.4.8 Lysosomal Ca2+ Signalling
While the lysosome is only 1-3% of cellular volume its Ca2+ store of ~600 µM is comparatively large, yet in terms of global cellular Ca2+ release, the lysosomal Ca2+ store is quite small. There are many differing methods in the literature for measuring lysosomal Ca2+ content, mainly utilising Gly-Phe β-naphthylamide (GPN), which when cleaved by cathepsin C produces a product that induces lysosomal swelling and rupture (Lloyd-Evans et al. 2008; Morgan et al. 2011a). However, GPN alone cannot be used to determine lysosomal Ca2+ content, as this can also trigger ER Ca2+ release, which is a much bigger Ca2+ store than in the lysosome (Lloyd-Evans and Waller-Evans 2020). This ER Ca2+ release can prevent accurate determination of the initial, smaller GPN-induced lysosomal Ca2+ release. Therefore, it is more accurate to first clamp other intracellular stores before addition of GPN, using the Ca2+ ionophore ionomycin, which releases intracellular Ca2+ stores except from the lysosome, which is protected by the glycocalyx (Alshehri 2019). It was also necessary to conduct all experiments in a low 10 µM CaCl2 containing buffer to prevent an influx of extracellular Ca2+ from regenerating ionomycin-released stores.

Cells were washed twice with chilled BSA medium (1% BSA in DMEM/F-12) and loaded with Fura staining solution (5 µM Fura-2,AM (Abcam) in DMEM with 1% BSA and 0.0025% Pluronic F127) for 1 hour in a dark cool box at ~16°C, to prevent compartmentalisation of the probe (Bootman et al. 1994). Cells were then washed with and left in HBSS for 10 minutes to allow de-esterification of the calcium dye, before washing and imaging cells in low Ca2+ HBSS (1× HBSS with 1 mM HEPES, 1 mM MgCl2, and 0.05 mM CaCl2). Fura-2, AM: excitation maxima 340/380 nm, emission maxima 505 nm.

Intracellular Ca2+ responses were recorded using a Zeiss Axiovert 35 microscope with a Cairn Optospin filter exchanger, Orca Flash 4.0 sCMOS camera and MetaFluor 7.10 software, with the additional physiology module for live cell Ca2+ imaging. Cytoplasmic regions of interest
(ROIs) were drawn around whole cells in the field of view before imaging of each treatment, with a further region drawn containing no cells to act as measurement of background. Changes in fluorescence emission (510 nm) were recorded at both excitations of 340 nm and 380 nm over the course of each experiment. The ratio of 340 nm to 380 nm fluorescence was calculated, after subtraction of background fluorescence. Peak height then related to Ca\(^{2+}\) release, calculated by 340/380 ratio above baseline and measured in relative fluorescent units (RFU). Imaging of cells was started to form an initial baseline, then 2 μM ionomycin (Calbiochem, Gillingham, UK) was added to wells to release all intracellular non-lysosomal Ca\(^{2+}\) stores, creating a large peak on the traces. As the 380 nm channel is Ca\(^{2+}\) insensitive, this allows detection of a peak in comparison to Ca\(^{2+}\) sensitive 340 nm channel. When traces have returned to baseline, 500 μM Glycyl-L-phenylalanine 2-naphthylamide (GPN, Abcam) was added, leading to a secondary Ca\(^{2+}\) release and hence peak on the traces. GPN is a lysomotrophic peptide that when cleaved in the lysosome by the lysosomal enzyme cathepsin C produces a product that induces osmotic lysis of the lysosome and consequent release of lysosomal Ca\(^{2+}\) stores (Lloyd-Evans et al. 2008).

2.4.9 LysoTracker Green (lysosomal stain)
LysoTracker Green is a fluorescent dye that loads into acidic compartments in live cells due to its protonation at low pH preventing it from crossing membranes (Pierzyńska-Mach et al. 2014). LysoTracker predominantly stains lysosomes, but it will also stain any acidic endosomes with a pH<5.4. LysoTracker Green: excitation/emission maxima 504/511 nm.

Cells were washed twice with HBSS and incubated with 300 nM LysoTracker Green DND-26 (Invitrogen) and Hoechst in HBSS for 15 minutes at 37°C. Then cells were washed twice with HBSS and imaged in HBSS at 470 nm (LysoTracker Green) and 380 nm (Hoechst) excitations.

2.4.10 Magic Red (cathepsin B activity)
Magic red stains whole, live cells for cathepsin B activity, an endo-lysosomal enzyme (Creasy et al. 2007). Magic red consists of a cathepsin B target sequence peptide linked to a red (Cresyl Violet) fluorescent probe, that fluoresces when excited after the target peptide has been cleaved by active cathepsin B. Magic red cathepsin B: excitation/emission maxima 570/630 nm.
Cells were stained with the Magic Red Cathepsin B kit (Bio-Rad, Watford, UK) according to the kit instructions for 1 hour at 37°C in darkness, with Hoechst then added for 5 minutes at 37°C. Cells were imaged at 590 nm (Magic Red) and 380 nm (Hoechst) excitations.

2.4.11 Micronuclei
Micronuclei are extra-nuclear bodies containing damaged fragments of/whole chromosomes and an increase of micronuclei in cells can be a sign of genotoxicity (Luzhna et al. 2013). Micronuclei per total number of cells was counted from images of Hoechst DNA staining (Figure 2.1).

![Figure 2.1: Identification of micronuclei in images of Hoechst staining. Presence of extranuclear micronuclei in the two left images are indicated by white arrows. Two images of nuclei without visible micronuclei are shown on the right for comparison.]

2.4.12 MitoTracker Green (mitochondrial stain)
MitoTracker Green is a mitochondrial stain which localises to mitochondria regardless of mitochondrial membrane potential (Doherty and Perl 2017). MitoTracker Green: excitation/emission maxima 490/516 nm.

Cells were washed twice with HBSS and incubated with 200 nM MitoTracker green FM (Invitrogen) and Hoechst) in HBSS for 15 minutes at 37°C. Then cells were washed twice with HBSS and imaged in HBSS at 470 nm (MitoTracker Green) and 380 nm (Hoechst) excitations.

2.4.13 NucView® 488 Caspase-3 Assay
The NucView® 488 Caspase-3 Assay involves a Caspase-3 substrate bound to a DNA dye that is released after substrate cleavage allowing it to bind DNA which causes it to fluoresce (Sztiller-Sikorska et al. 2009). Caspase-3, needed to cleave the substrate, is activated in
apoptotic cells, hence fluorescence is an indicator of apoptosis. Nucview 488: excitation/emission maxima 500/530 nm.

A NucView® 488 Caspase-3 Assay kit (Biotium) was used. Cells were washed twice with HBSS and incubated with 5 µM Nucview substrate solution in complete medium and co-stained with Hoechst for 30 minutes at room temperature in darkness. Then cells were washed twice with HBSS and imaged in HBSS at 470 nm (Nucview) and 380 nm (Hoechst) excitations. Camptothecin (Fluorochem, Hadfield, UK) was added to control wells at 20 µg/mL for overnight treatment as a positive control, inducing caspase-3-mediated apoptosis.

2.4.14 Phagocytosis Assay
Where necessary cells were pre-treated overnight with 25 nM Bafilomycin A1. To each well of cells in normal cell culture medium, one drop per well of Fluoresbrite Plain YG 3.0 Microspheres (Polysciences, Germany) was added (spheres approximately 3.0 µm in diameter) and incubated with the cells at 37°C/5% CO₂ for 60, 30, 15 or 5 minutes consecutively to be ready to image together (treatment of a well with and without Bafilomycin-A1 at each time point). In the last 5 minutes of treatment, concentrated Hoechst (working concentration 2 µg/mL) was added to the nanosphere medium in HBSS and incubated for 5 minutes before the cells were then washed thrice in HBSS. The cells were imaged in HBSS at 470 nm (nanospheres), 380 nm (Hoechst) excitations, and under visible light, to visualise the large nanospheres in context of the cells. Fluoresbrite Plain YG 3.0 Microspheres: excitation/emission maxima ~441/486 nm.

2.4.15 Wheat germ agglutinin and Phalloidin (cell membrane and cytoskeleton stains)
Wheat germ agglutinin (WGA) stains cell membranes by selectively binding to sialic acid residues; when live cells are stained cold this should ensure only the cell membrane is stained as endocytosis is inhibited. Phalloidin toxin stains the cytoskeleton by selectively labelling F-actin. Rhodamine wheat germ agglutinin: excitation/emission maxima 545-555/570-580 nm. Alexa Fluor 488 phalloidin: excitation/emission maxima 495/518 nm.

Cells were washed twice in chilled complete medium (4°C). Cells were stained in the dark for 30 minutes at 4°C with 10 µg/mL rhodamine wheat germ agglutinin (Vector Laboratories, Oxfordshire, UK) in chilled complete medium. Then cells were washed twice in chilled
complete medium and twice in HBSS before PFA fixation (chilled 4% w/v in PBS, pH 7.4 for 8 minutes). Cells were treated with 0.1% triton (100x) in HBSS for 15 minutes at room temperature to permeabilise the membranes, then washed twice with HBSS. Cells were treated with 1x Alexa Fluor 488 phalloidin stain (Invitrogen) in HBSS with 1% BSA in the dark at room temperature for 30 minutes and then washed twice with HBSS. For nuclear staining, cells were then treated with Hoechst in HBSS for 10 minutes at room temperature, washed twice with HBSS and left in HBSS for imaging. Cells were imaged on a Zeiss Axiovert 35 microscope fitted with Cairn Optospin filter wheels at excitation and emission ports, an Orca Flash 4.0 sCMOS camera, an Exfo xCite multiband lightsource with Micromanager software, using a 550 nm filter for WGA, a 470 filter for phalloidin and a 340 nm filter for Hoechst.

2.4.16 Phen Green (quenched by metal ions)
Phen Green stain is quenched by the presence of several ions and is particularly responsive to Fe(II), Cu(I), somewhat less responsive to Fe(III), Cu(II) and only slightly responsive to a range of other metal ions including Cd(II), Ni(II), Co(II), Mn(II) and Zn(II) (Petrat et al. 1999; Shingles et al. 2004). Phen Green SK: excitation/emission maxima 506/520 nm.

Phen green SK, diacetate (Invitrogen) solution (5 µM) was made by vortexing 2 µL of 5 mM Phen green solution with 10 µL 5% pluronic F-127 (Sigma) for 30 seconds and then mixing this with 2 mL warmed BSA medium. Cells were washed twice with warmed BSA medium and incubated with 5 µM Phen green solution for 1 hour at 37°C. Then cells were washed once in HBSS and stained with Hoechst for 5 minutes, washed twice with HBSS and imaged in HBSS at 470 nm (Phen green) and 380 nm (Hoechst) excitations.

2.4.17 Super oxide staining (SO-ID)
Super oxide was measured with the ROS-ID Superoxide detection kit (Enzo) hereon named SO-ID. The superoxide detection reagent is a cell-permeable probe that reacts specifically with superoxide, but not with reactive peroxide, hydroxyl or peroxynitrite species (Ding et al. 2015). ROS-ID Superoxide detection reagent: excitation/emission maxima 490/525 nm.

Cells were washed twice with HBSS and incubated with an appropriate volume of staining solution (2 µL superoxide detection reagent in 10 mL HBSS) for 1 hour at 37°C. Then 20 minutes before staining was ready, a ROS inducer (400 µM Pyocyanin) was added to a well
of control cells as a positive control, with Hoechst added to all wells for the last 5 minutes of staining. When staining was complete, cells were washed twice with HBSS and imaged in HBSS at 470 nm (SO-ID) and 340 nm (Hoechst) excitations.

2.5 Cell plate assays and spectrophotometry

2.5.1 CellTiter-Glo (ATP luminescence assay)
The CellTiter-Glo Luminescent Viability assay kit (Promega, Wisconsin, USA) was used to quantify ATP, indicating the presence of metabolically active cells and mitochondrial health when cell survival remains constant or cell survival and proliferation when cell numbers are not consistent between treatments. When added to a well of cells the CellTiter-Glo solution lyses cells to release ATP and then an UltraGlo rLuciferase can convert luciferin to Oxyluciferin by utilising the ATP from the cells, producing a luminescence output proportional to the ATP in the well.

Cells, plated in a collagen-coated 96-well plate (Gibco) were acclimatised to room temperature for 30 minutes, then 100 µL CellTiter-Glo reagent was added per well and the contents mixed for 2 minutes on a shaker to induce cell lysis, then the plate was incubated at room temperature for 10 minutes to stabilise the luminescent signal and the luminescence output recorded with multi-scan cross pattern (5 reading/well) on a SPECTRAmax GEMINI EM microplate reader (PMT 600; bottom read). Triplicate data was averaged for each replicate.

2.5.2 Ferrozine assays (free iron assay)
Nanoparticles were added to citrate-phosphate buffer (pH 3/5/7) to produce 0.1 mg/mL (chapter 4) or 40 µg/mL (chapter 6) nanoparticle solutions and incubated on a shaker at 37°C for 24 hours or 2 hours, with a non-incubated sample (0 hours) prepared just before plating to act as a control for pre-existing Fe²⁺ in the nanoparticle solutions. A standard curve for Fe³⁺ was generated from Iron(II)ethylenediammonium sulphate (Alfa Aesar) for normalisation and run on every plate of the same experiment for accurate comparison. Ferrozine assays were conducted in 96-well, clear, F-bottom microplates (Greiner Bio-one). To sample wells 5 µL of 16 mM Neocuproine hydrochloride (Acros organics, Geel, Belgium) was added with 40/10 µL of each the nanoparticle-buffer solutions and 35/55 µL mQ H₂O for calculation of Fe²⁺ only/ Fe³⁺ (calculated by Fe²⁺ subtracted from total Iron - Fe²⁺ and
Fe$^{3+}$) respectively. Different volumes of nanoparticle solution had to be added for Fe$^{2+}$ only or total iron wells to keep results in the assay range. To correct for interference in the assay output by the absorption of the NPs themselves equivalent blank wells lacking ferrozine were prepared. To ‘total iron’ wells 10 µL of 5 mM L-Ascorbic acid (vitamin C- Sigma) was added and the whole plate incubated for 10 minutes at room temperature for the vitamin C to convert free Fe$^{3+}$ to Fe$^{2+}$ allowing detection of total free iron. Finally, 20 µL of 25 mg/mL Ferrozine, iron reagent, hydrate (Acros Organics) made up in mQ H$_2$O was added to every sample and standard well to start the assay. Ferrozine binds ferrous iron, but not ferric iron, into a complex that absorbs strongly at 550-570 nm with an associated colour change. After initial optimisations a 20-minute incubation with ferrozine, at room temperature, was determined to be optimal for readout. After incubation, the plate was scanned on a Tecan Infinite F50 absorbance reader at 570 nm using software Magellan for F50. Each nanoparticle was run on its own plate, due to well constraints from the large number of variables, controls and standards. To process data, blanks were subtracted, values normalised to standards, adjusted to sample volume and converted to calculate iron content in 100 µL of 0.1 mg/mL nanoparticle solution.

2.5.3 Ferrozine assay with nanoparticles pre-incubated with BSA
Bovine serum albumin (BSA) was added to nanoparticle solutions to test if nanoparticle breakdown occurs differently in the presence of protein, as would occur in the intra-lysosomal environment. Nanoparticle solutions (3 nm Fe$_3$O$_4$ or LRL nanoparticles) were either pre-treated with 2 mg/mL BSA (+BSA) or mQ H$_2$O (-BSA) and incubated at room temperature for 10 minutes before addition to pH 5 citrate-phosphate buffer resulting in a 0.1 mg/mL nanoparticle solution, that was either incubated at 37°C for 24 hours (24h) or not pre-incubated (0 hours - 0h) and then scanned for absorbance readings (same as ferrozine assays), to measure colour change (absorbance units - AU). Ferrozine assays were initially run on BSA-incubated nanoparticle solutions, but the BSA caused sedimentation in the wells and impacted absorbances in an Fe$^{2+}$ independent manner. Instead, colour change of the nanoparticle solutions themselves was used as a surrogate reading. Absorbance colour change of the nanoparticle solution is also an established method for detecting nanoparticle breakdown (Lévy et al. 2010).
2.5.4 Live cell plate assay: LysoTracker Green
Cells were washed once in HBSS and scanned in HBSS in the plate reader to obtain blank (unstained) readings for each well; a control for autofluorescence. Wells were then treated with 300 nM LysoTracker Green DND-26 (Invitrogen) in HBSS for 15 minutes at 37°C, washed twice in DPBS and scanned again in HBSS to obtain LysoTracker fluorescence readings. Fluorescence was measured using a SPECTRAmax GEMINI EM microplate reader (Molecular Devices) with multi-scan (9 readings/well), bottom read (excitation: 485nm; auto cut-off: 515 nm; emission: 525 nm), manual PMT (600), with 6 flashes/read settings.

2.5.5 Live cell plate assay: MitoTracker Green
Fluorescence was measured using a SPECTRAmax GEMINI EM microplate reader with multi-scan (9 readings/well), bottom read (excitation: 485nm; auto cut-off: 515 nm; emission: 525 nm), manual PMT (400), with 6 flashes/read settings.
Cells were washed once in HBSS and scanned in HBSS in the plate reader to obtain blank (unstained) readings for each well; a control for autofluorescence. Wells were then treated with 200 nM MitoTracker green FM (Invitrogen) in HBSS for 15 minutes at 37°C, washed twice in HBSS and scanned again in HBSS in the plate reader to obtain MitoTracker fluorescence readings.

2.5.6 Fluorimetry of Fura-2,AM
Fluorimetry was used to quantify potential quenching of the Fura probe after addition of iron ion releasing compounds, and to check if this occurs equally at both 340 nm and 380 nm excitations.

Fura-2,AM solution at 5 μM was prepared in cuvettes at room temperature. The solutions were scanned on a RF-5301PC spectrophotometer (Shimadzu) at two excitation wavelengths (340 and 380 nm) over a time course denoted by t (time) followed by the number of minutes. A baseline was recorded (t0) just before addition of 10 mM iron solutions, either Iron(II)ethylenediammonium sulphate (Alfa Aesar - Fe^{2+} release) or Iron(III) oxide (Sigma - Fe^{3+}) for each experiment, then every subsequent time point (t1, t2, t4, t6, t8, t10, t15, t20, t25, t30, t60) referred to the number of minutes past addition of iron for that recorded time point. Fluorescence output was recorded in relative fluorescent units for a spectrum scan of 400 nm to 600 nm emission wavelength (speed: medium; sampling
interval: 1.0; slit width: 5/5; sensitivity: high; response time: auto). The area under the curve was calculated for results at both excitation wavelengths, for each iron species. From these values a final ratio was calculated for 340/380, for each iron species.

2.5.7 Resazurin (cell metabolism assay)
Cell viability was measured using resazurin, a purple compound that is reduced to a pink and fluorescent product, resorufin, when metabolised by cells. This requires cell numbers/well to remain consistent between treatments, so cell counts were done before plating to ensure consistency and there was no major difference in cell growth rate between treatments. Resazurin: excitation/emission maxima 530-570/585-590 nm.

Cells were treated with 100 µg/mL Resazurin in complete cell medium, incubated at 37°C and scanned live in a plate reader SPECTRAmax GEMINI EM microplate reader (Molecular devices) to detect fluorescence at 570 nm excitation and 590 nm emission after 4- and 22-hours of incubation. Optimisations in CHO H1 cells, showed the earlier time point of 4 hours to be optimal for a strong linear fluorescence readout in healthy, untreated cells, while the 22-hour time point showed metabolic saturation.

2.6 Zebrafish maintenance

2.6.1 Animal Welfare Statement
This study only used wild-type adult zebrafish for breeding; all larvae were used prior to 5 days post fertilization and were euthanised using tricaine at the end of all experiments. All animal experiments were carried out in accordance with EU directive 2010/63/EU and the UK Animal Welfare Act, 2006.

2.6.2 Maintenance of Zebrafish
Wild-type AB/TL zebrafish were sourced from the Division of Biosciences, University College London and were housed in a multi-rack aquarium system in the School of Biosciences aquarium, Cardiff University. The adult zebrafish were maintained in aerated, 28 °C water according to standard protocols. Fish were kept under a 12 h light/dark cycle.
2.6.3 Breeding and egg collection

For mating, a single male and female were transferred to a breeding tank in the late afternoon and started courtship after the light was switched on the next morning, which ended with egg deposition and fertilization. Specialist breeding tanks with plastic inserts allowed eggs to fall through to a lower area once laid where they could not consequently be eaten by the adults. To improve chances of breeding, tanks were placed on top of printed images of stones and rocks alongside marbles placed in the tanks above the inserts to mimic rocks, as the fish only like to lay eggs over rocky areas for protection.

Eggs were collected by gently pouring tank water over a thin-holed sieve and then transferring eggs to a petri dish. Then the eggs were washed with E3 fish medium (5 mM NaCl, 0.17 mM KCl, 0.33 mM CaCl$_2$, 0.33 mM MgSO$_4$, 0.00001% (w/v) methylene blue (King British), to remove debris, waste, and unfertilised embryos, and were subsequently maintained in E3 fish medium in a 28°C incubator.
3 Chapter Three: Investigating the impact of HEPES buffer on lysosomal phenotypes

3.1 Introduction

3.1.1 Identifying effective biological buffers
Buffering agents are solutions formed from a mixture of weak acids and their conjugate bases that can maintain their pH within a specific range. For biological buffers, this is the neutral range of pH 6-8 to cover the physiological pH of 7.4 (Good et al. 1966). The identification of effective biological buffers is important because maintaining the pH of aqueous solutions while the concentration of hydrogen ions (H⁺) is changing is critical as pH changes can alter biological phenotypes and processes.

In 1966, Dr. Norman Good described a series of buffers considered to have great characteristics for biology and biochemistry known as ‘Good’s buffers’ (Good et al. 1966). These buffers typically have high water-solubility, low cell membrane permeability, high chemical stability, pKa values near physiological pH (solutions have greater buffering capacity at a pH near their pKa value), low absorption spectra in UV and visible regions and are non-toxic to cells. Since Good first described these buffers, many additional buffers have been found to fit these characteristics and even improve upon the original buffers for certain applications (Ferguson et al. 1980; Brooke et al. 2015; Taha et al. 2017).

3.1.2 Zwitterionic Buffers
The majority of Good’s buffers are zwitterionic, as these often have particularly strong buffering capacity (Good et al. 1966). A zwitterionic molecule consists of at least one functional group that can be positively charged and at least one that can be negatively charged with the charged atoms linked by one or more covalent bonds, while the net charge of the molecule remains zero (Figure 3-1). Changes in pH, and therefore, the availability of hydrogen ions, causes the neutral zwitterionic molecule to change form to either an anion (low pH) or cation (high pH).

Zwitterionic buffers also often exhibit less interference in biological processes than buffers made from inorganic or organic salts, as their anionic and cationic sites are on non-
interacting groups. Their zwitterionic nature also gives these buffers greater solubility in water, another highly desirable characteristic of biological buffers (Good et al. 1966).

Figure 3-1: HEPES is a zwitterionic molecule. HEPES is zwitterionic as it has both a sulphonate group that can become negatively charged (acidic) and an amine group that can become positively charged (basic). This allows strong buffering potential with only this molecule present, rather than requiring separate positively and negatively charged molecules.

When choosing which buffer would best suit an experiment it is important not only to choose a biological buffer with all the desirable characteristics identified for Good’s buffers, but also to consider which buffers may have relevant off-target effects. For example, when protein concentration will be measured, it is pertinent to consider which buffer to use as quite a few biological buffers interfere with the Lowry protein assay (Lleu and Rebel 1991). In particular HEPES buffer has been shown to increase the rate of the colour change reaction in the Lowry protein assay, according to the degree of amino group protonation in the buffer, but does not affect the BCA protein assay (Lleu and Rebel 1991).

3.1.3 Changes of pH in cell culture medium
The pH of cell culture medium, even when buffered, will not remain stable under all conditions. Changes in temperature can affect the pH of culture medium, as can CO₂ concentration, and as cells grow, release metabolites and respire, these can also affect culture medium pH (Michl et al. 2019). Therefore, it is integral to grow cells in tightly temperature and CO₂ controlled environments and to change medium regularly. However, this also explains why it is common to add extra buffers to medium to help maintain physiological pH, especially when using cell treatments that may cause changes to medium pH.
Cytoplasmic pH is tightly regulated by ion transport proteins on the plasma membrane to keep it in the near neutral range, although optimal intracellular pH can vary dramatically between cell lines (Srivastava et al. 2007). Even fairly small changes in pH of the culture medium can affect intracellular pH, impacting cell health and function (Michl et al. 2019).

Changes in medium pH and medium buffering capacity can have major effects on cell metabolism. Lactate/lactic acid is produced physiologically by cells, largely from glycolytic metabolism, which can reduce the pH of medium by reacting with the HCO$_3^-$ ions in the buffering medium (Michl et al. 2019). In one study, the addition of 10 mM HEPES and MES (zwitterionic Good’s buffers) was used to reduce medium acidification from lactic acid, but addition of these buffers significantly increased lactate production, in turn increasing lactic acid, so they gave no overall benefit to maintaining medium pH (Michl et al. 2019).

However, this does suggest addition of the buffers led to a higher rate of glycolytic metabolism, likely because acidity causes inhibitory feedback on metabolic rate (Erecinska et al. 1995; Wilmes et al. 2017).

Changes in extracellular pH have been linked to changes in cell behaviour, growth rate and contact inhibition (Taylor 1962; Ceccarini and Eagle 1971b,a). In one early experiment, as pH was raised, between pH 7.4 and 8, cell motility increased, but increasing pH further, to between 8 and 8.3, caused contraction and detachment of the cells (Taylor 1962). Extended exposure to these changes in medium pH caused irreversible damage to the cells; above pH 8.5 this occurred within just 10-15 minutes. Reduction of pH from 7.3 to 5.6 led to an immobilization of all cell components, with cell processes being withdrawn and impeded movement of intracellular vesicles, although cell morphology was not dramatically affected. While most cells kept at pH 6.5 for 1 hour recovered without visible damage, cells maintained at low pH for long periods would lyse. More recent studies have built upon these finding to show intracellular acidification can inhibit protein synthesis and G0/G1 cell cycle progression, suggesting a mechanism for the effect on cell growth (Flinck et al. 2018).

3.1.4 Experimental use of HEPES Buffer
After it was first described as part of the original list of Good’s buffers, a wide range of applications was found for HEPES buffer in biological experiments (Good et al. 1966). Also known as N-2-hydroxyethylpiperazine-N’-2-ethanesulfonic acid, HEPES is a zwitterionic
buffer with a piperazine ring; it has a pH range of 6.0 to 8.5, and is commonly used as a buffer for cell culture medium since it was shown in the 1960s not to be cytotoxic at buffering concentrations (Williamson and Cox 1968).

HEPES had advantages over conventional NaHCO$_3$ buffered medium as it has a better physiological pKa of 7.31 (37°C) compared to 6.1 pKa (37°C) for NaHCO$_3$ (Good et al. 1966; Itagaki and Kimura 1974). Being zwitterionic, HEPES also benefits from less interference in biological processes and high water solubility (Good et al. 1966). Furthermore, HEPES has low metal binding and did not negatively impact cell viability and maximum cell density across a range of cell lines (Williamson and Cox 1968; Shipman 1969).

### 3.1.5 Off-target effects of HEPES buffer

After many years of use, it has become apparent that there are quite a few downsides to the use of HEPES in certain applications. These effects can be difficult to compare between laboratories as many different concentrations of HEPES are utilised. Most processes/protocols use HEPES concentrations between a broad range of concentrations, often from 5 mM to 50 mM (Mattson et al. 1995; Gutiérrez et al. 1997; Craver and Knoll 2007). There is evidence that HEPES can accumulate in the cytoplasm and only slowly reduces in concentration after HEPES is removed from cell culture medium taking more than 48 hours before it is undetectable by NMR spectrophotometry (Depping and Seeger 2019).

It has long been known that phototoxic effects are seen in certain cell culture medium that has been exposed to near ultraviolet or visible radiation and that this process is exacerbated by the presence of 25 mM HEPES in the medium (Zigler et al. 1985). This is a common concentration of HEPES buffer added to culture medium for maintaining pH, yet it led to a 10-fold increase in the generation of phototoxic H$_2$O$_2$ relative to HEPES-free medium. It was subsequently found that in the presence of HEPES buffer, production of H$_2$O$_2$ was greatly increased when oxidants such as peroxynitrite were present (Kirsch et al. 1998). When provided with an appropriate oxidant, 20 mM HEPES concentrations caused consistent H$_2$O$_2$ production, while incubation with potassium phosphate buffer led to low H$_2$O$_2$ production.

HEPES has also been suggested to block chloride (Cl$^-$) channels in *Drosophila* neurones affecting phenotypes in a concentration dependent manner (Yamamoto and Suzuki 1987). Also, in *Drosophila*, HEPES has been shown to cause tissue artifacts in the retina when used
during fixation (Nie et al. 2015). Severe lumen and cell morphological defects were seen in pupal and adult retina, not present when fixed in PBS, suggesting HEPES may need to be avoided during some fixation processes.

Furthermore, HEPES buffer has been shown to stimulate ATP production in cells, affecting ATP-dependent cellular processes and cellular metabolism (Luo et al. 2010). Addition of HEPES buffer has been shown to reduce P-glycoprotein (ATP-dependent efflux pump) uptake of substrates in a concentration-dependent manner (Luo et al. 2010). As the P-glycoprotein efflux pump transports a wide range of compounds including many pharmaceutical drugs (Hochman et al. 2002), these effects of HEPES could be important to a large number of studies.

With HEPES buffer linked to a range of side effects in a cell type-dependent manner and variable use of buffering concentrations between laboratories/protocols, the potential of this buffer in altering, creating, or masking phenotypes and processes could be very widespread. This could add a possible explanation for the numerous issues in replicating phenotypes between laboratories and experiments when buffers are not kept consistent.

3.1.6 Impact of HEPES buffer on lysosomes and vacuoles
Of particular importance to the culture of mammalian cells in our laboratory, are the findings that HEPES buffer has been shown to be a potent inducer of lysosome biogenesis and autophagy (Tol et al. 2018). Treatment of macrophages with 20-25 mM HEPES leads to dramatic nuclear translocation of the microphthalmia family (MiT/TFE) of transcription factors, which act as key players in cellular response to internal and external cell stress (Tol et al. 2018). This included nuclear translocation of TFEB (the master regulator of lysosomal biogenesis and autophagy), which promotes lysosomal-autophagic gene expression, leading to an increase in lysosomes/autophagosomes. It is not yet fully clear how HEPES causes MiT/TFE nuclear translocation. The master regulator of cell growth, mTORC1, can control the subcellular localisation of MiT/TFE, but the HEPES-dependent nuclear translocation was shown to be mTORC-1 independent, while also leading to an increase in lysosomal pH (Tol et al. 2018). This could be a mechanism for MiT/TFE translocation similar to that seen with use of v-ATPase inhibitors, where a lysosomal proton pump triggers increased lysosomal pH by blocking v-ATPase action (Roczniak-Ferguson et al. 2012; Settembre et al. 2012). There is
still relatively little known about the effects of HEPES on lysosomes, despite evidence that HEPES impacts lysosomal homeostasis.

As shown when imaging cells by transmission electron microscopy (TEM), the addition of HEPES buffer can cause a vacuolation phenotype, similar to that seen in sucrose-driven vacuolisation, which is also driven by TFEB nuclear translocation (Tol et al. 2018). This builds on data from as early as 1982 (Poole et al. 1982), which suggested addition of HEPES buffer caused a vacuolation phenotype in chick embryo chondrocytes, increasing the production of vacuoles filled with proteoglycan aggregates and calcium deposits. However, HEPES-driven vacuolisation appears morphologically different to sucrose-driven vacuolation which is led by endocytosis, intracellular accumulation of sucrose as a non-metabolizable sugar and hyperosmolarity (Poole et al. 1982). Yet the full mechanism behind HEPES-driven vacuolisation, which has been seen across many cell types including foetal mouse myocardial cells (Goshima 1973), mouse macrophages (Brune 1980) and human fibroblasts (Verdery et al. 1981) is still to be fully elucidated.

3.1.7 Alternative buffering solutions
A range of other common cell culture buffers are included in Table 3-1 below to compare to HEPES buffer, including PIPES, MES, MOPS, Tris and potassium phosphate buffer (PPB).

Table 3-1: Comparing HEPES and other common cell culture buffers.

<table>
<thead>
<tr>
<th>Buffer</th>
<th>Good's Buffer?</th>
<th>pH range</th>
<th>pKa</th>
</tr>
</thead>
<tbody>
<tr>
<td>HEPES</td>
<td>Y</td>
<td>6.0-8.5</td>
<td>7.31 (37°C)</td>
</tr>
<tr>
<td>PIPES</td>
<td>Y</td>
<td>6.1-7.5</td>
<td>6.7 (37°C)</td>
</tr>
<tr>
<td>MES</td>
<td>Y</td>
<td>5.5-6.7</td>
<td>5.98 (37°C)</td>
</tr>
<tr>
<td>MOPS</td>
<td>Y</td>
<td>6.5-7.9</td>
<td>7.04 (37°C)</td>
</tr>
<tr>
<td>Tris</td>
<td>N</td>
<td>7.0–9.0</td>
<td>7.9 (37°C)</td>
</tr>
<tr>
<td>PPB</td>
<td>N</td>
<td>5.8 – 8.0</td>
<td>7.21 (20°C)</td>
</tr>
</tbody>
</table>
PIPES buffer is a zwitterionic buffer with a piperazine ring, also known as Piperazine-N,N’-bis(2-ethanesulfonic acid) (Good et al. 1966; Ferreira et al. 2015). PIPES has become particularly popular for buffering solutions while prepping and fixing samples for electron microscopy (Baur and Stacey 1977; Schiff and Gennaro 1979) as it can improve retention of lipids in membranes, helping to maintain the samples structural integrity, producing superior ultrastructural detail in imaging (Schiff and Gennaro 1979).

MES is a zwitterionic buffer containing a morpholine ring and is also known as 2-(N-Morpholino)ethanesulfonic acid (Good et al. 1966; Ferreira et al. 2015). MES is often used in metal binding experiments as many agree it forms no significant complexation with Cd, Pb, Cu nor Zn and only light complexation with Mg, Co, Ni (Ferreira et al. 2015). It is also commonly used in redox studies, as unlike HEPES and PIPES, it does not appear to produce radical species (Grady et al. 1988).

MOPS is an analogue of MES and likewise contains a morpholine ring; it is also known as 3-(N-Morpholino)propane sulfonic acid (Good and Izawa 1972; Roy 1998; Ferreira et al. 2015). MOPS is commonly used for maintaining pH in denaturing gel electrophoresis of RNA to prevent pH changes cause by decomposition of denaturing agents (Ferreira et al. 2015), and in antibody production (Nagira et al. 1995).

Tris (Tris(hydroxymethyl)aminomethane) is a non-zwitterionic organic compound that has been used as a biological buffer for a long time due to its physiological pH range and pKa, and because it is cheap and easy to make (Good et al. 1966; Williamson and Cox 1968; Ferreira et al. 2015). Due to its common availability in labs a range of uses have been found for Tris buffer, mostly as a component for mixed buffer formulations, such as for electrophoresis, SDS-PAGE and cell lysis solutions (Ferreira et al. 2015) and for standardising acid solutions and measuring pH (Tishchenko 2000). However, its use in cell culture experiments has become less widespread since it has been found to inhibit several enzymes and complexes with a high number of metal ions and because it’s buffering capacity becomes less efficient below pH 7.5, which is the important range for most biological experiments (Ferreira et al. 2015).

Finally, potassium phosphate buffers (PPB), also known as Gomori buffers, are a traditional non-zwitterionic biological buffer consisting of a mixture of monobasic dihydrogen
phosphate (KH$_2$PO$_4$) and dibasic monohydrogen phosphate (K$_2$HPO$_4$) (Bates 1945). PPB has long been used as a biological buffer, as it is cheap and easy to produce (Gorman and Levine 1965; Ridnour et al. 2000).

The aims of this chapter are firstly, to elucidate to what extent HEPES buffer can interfere with LysoTracker green staining and if this phenotype is concentration dependent. Secondly, this chapter aims to review a range of buffers, including several Good’s buffers, to see if other common cell culture buffers can effect lysosomal phenotypes.
3.2 Materials and Methods

3.2.1 Buffer preparation
Cell culture buffers, including MES, MOPS, PIPES, potassium phosphate buffer (PPB) and Tris (Roche, St Albans, UK) were made as 1 M stock solutions in mQH$_2$O (or 1 M NaOH in mQH$_2$O for PIPES) from powders. All buffers were adjusted to pH 7.4 and filter sterilised through a 0.22 µm filter. PPB was produced by combining 1 M monobasic dihydrogen phosphate (80.2%) and 1 M dibasic monohydrogen phosphate (19.8%) to produce a pH 7.4 solution. HEPES buffer (Thermofisher/Lonza) was purchased as a pre-made 1 M, pH 7.4 solution.

3.2.2 Cell culture and buffer treatments
CHO H1 cells were seeded at a normal cell number (~4000-5000) or high cell number (~7000-8000) in IbiTreat 8-well µ-slides (Thistle Scientific, Glasgow, UK) and grown overnight before treatment. The lower number of seeded cells produced normal confluency (~70-80%) cells after 3-day treatments, while the higher seeded number produced overconfluent (~90-100%) cells after 3-day treatments. CHO-H1 cells at normal and high confluency were either treated with HEPES buffer at concentrations between 0 and 100 mM for 3 days, or with 10 mM of various zwitterionic buffers (MES, MOPS, PIPES, PPB, Tris or HEPES) for 3 days.

3.2.3 Methods for determining buffer toxicity on lysosomes
Lysotracker green staining (refer to methods Section 2.4.9) was used to investigate lysosomal area after buffer treatments. Micronuclei were counted (refer to methods Section 2.4.11) to indicate genotoxicity levels after buffer treatments.
3.3 Results

3.3.1 HEPES buffer can cause increased lysosomal area
Buffers, such as HEPES, are added to culture medium in which cells are incubated to maintain pH, often especially useful during treatments that can change the pH of cell culture medium. To investigate if HEPES effects lysosomal phenotypes, HEPES treated CHO H1 cells were stained with LysoTracker Green across a HEPES concentration curve to measure changes in lysosomal area per cell (area$^2$/cell).

Figure 3-2: Changes in lysosomal area in CHO-H1 cells grown in various concentrations of HEPES buffered media. A) Representative images of CHO-H1 cells loaded with LysoTracker green (grey scale) and counterstained with Hoechst nuclear stain (blue), following 3-day treatment of medium buffered with various concentrations of HEPES. Scale bars = 10 µm. UT = Untreated control cells. B) Quantitative analysis of LysoTracker fluorescence in normal confluency and high confluency CHO-H1 cells as lysosomal area per cell, n=3–4 (data points averaged from analysis of cells in 9 images). Data presented as average bars ± SD with plotted data points and analysed using a two-way Anova test with post hoc Tukey’s. ** p<0.01, *** p<0.001, **** p<0.0001.
When growing CHO H1 cells at a normal confluency, a 3-day incubation with lower concentrations of HEPES buffer, such as 10 mM, have no effect on lysosomal area\(^2\)/cell (Figure 3-2A and 3-2B). While a 10x higher concentration of 100 mM caused a greater area of LysoTracker staining in the cells with a significant 226% increase in lysotracker staining analysed by area\(^2\)/cell. Still high concentrations of 50 mM cause a 71% increase in area\(^2\)/cell, Figure 3-3:
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Figure 3-3: Changes in lysosomal area in CHO-H1 cells grown in zwitterionic buffered media. **A)** Representative images of CHO-H1 cells loaded with LysoTracker green (grey scale) and counterstained with Hoechst nuclear stain (blue), following treatment for 3-days with medium buffered with 10 mM of various zwitterionic buffers. PPB = potassium phosphate buffer and UT = untreated control cells. Scale bars = 10 μm. **B)** Quantitative analysis of LysoTracker fluorescence in normal confluence and high confluency CHO-H1 cells as lysosomal area per cell, n=3–4 (data points averaged from analysis of cells in 9 images). Data presented as average bars ± SD with plotted data.
points and analysed using a two-way Anova test with post hoc Tukey’s. *p<0.05, **p<0.01, ****p<0.0001.

but in normal confluency cells this change is not significantly different to untreated control cells. Cell confluency appears to affect the response of the cells to the buffer, as a stronger phenotype of increased LysoTracker area staining is seen in very high confluency CHO H1 cells after a 3-day incubation with HEPES buffer (Figure 3.2A and 3.2B) with both concentrations of 50 mM and 100 mM in the high confluency cells causing significant 256% and 605% increases in area^2/cell, respectively.

**Figure 3-4:** At the selected concentrations none of the zwitterionic buffers caused an increase in genotoxicity-induced micronuclei production in CHO H1 cells. Number of micronuclei were counted and divided by the number of cells, from images of Hoechst staining. For each repeat (values shown as blue dots) 9 representative images were analysed per treatment to give a percentage average. A) Percentage micronuclei per total cells at increasing concentrations of HEPES buffer in cell culture medium. B) Percentage micronuclei per total cells with 10 mM of a range of common buffer’s added to cell culture medium. UT = untreated control cells and PPB = Potassium phosphate buffer. All data n=3. Data presented as averages ± SD and analysed using one-way Anova tests, post hoc Tukey’s test (no significances).

### 3.3.2 Alternative buffers for lysosomal studies
In order to check what buffers could be used as effective replacements for HEPES, a range of common cell culture buffers were tested at 10 mM to check if they caused changes in
LysoTracker Green staining and therefore, lysosomal area per cell (area²/cell). Tris and potassium phosphate buffer (PPB) are traditional cell culture buffers, while HEPES, MOPS, PIPES and MES are all zwitterionic Good’s buffers. In cells at normal confluency only 10 mM PIPES caused a significant change in LysoTracker green staining with a 119% increase compared to the untreated control (Figure 3-3A and 3-3B). While at high confluency, the HEPES treated cells also have significantly increased LysoTracker Green staining compared to controls, with a 72% increase, however, the PIPES treatment still causes the biggest change in LysoTracker Green staining with a strongly significant 151% increase compared to the untreated control (Figure 3-3A and 3-3B). While no significant differences were found in LysoTracker staining area between cells treated with MOPS, MES, Tris or potassium phosphate buffer (PPB) compared to untreated control cells.

3.3.3 Impact of HEPES buffer on genotoxicity
After determining there were lysosomal defects after treatment of cells with certain concentrations of HEPES and other buffers, it was also briefly investigated if signs of genotoxicity might be present by counting micronuclei. Micronuclei are small extranuclear bodies that stain positive for Hoechst nuclear stain as they contain damaged chromosome fragments or chromosomes not incorporated after cell division and are indicative of genotoxicity from DNA damage.

None of the concentrations of HEPES buffer tested (10-100 mM) caused a significant change in micronuclei production, measured by calculating a percentage of micronuclei per total number of cells (Figure 3-4A). Similarly, none of the other buffers, when added to the cell culture medium at 10 mM, had any effect on the percentage of micronuclei (Figure 3-4B).
3.4 Discussion

3.4.1 HEPES buffer can cause increased lysosomal area
This study provides novel evidence of how addition of HEPES buffer to cell culture medium can affect lysosomal phenotypes in a concentration-dependent manner, work that has been published in a peer reviewed journal (Cook et al. 2020a). Also, this is the first study to show the lysosomal effects of HEPES buffer on Chinese hamster ovary H1 (CHO H1) cells. HEPES concentrations of 10-25 mM are common for buffering medium during experiments or as an addition to cell culture medium, while for some experiments even higher concentrations have been used (Mulder et al.; Medzon and Gedies 1971; Hoyle et al. 1992; Kannan et al. 2017). It is also common for HEPES to be included in commercially available cell culture mediums, where cells would be consistently cultured in the presence of the buffer, so it is important to account for this if extra buffers are added during experimental conditions (for example with addition of drug treatments).

A major breakthrough in understanding some of the potential negative effects of HEPES buffer on lysosomal studies came from a paper in 2018 (Tol et al.). In this paper it was first demonstrated how HEPES buffer can lead to lysosomal expansion in cultured cells, using RAW macrophages. Our data here corroborates the findings in this work to show that in a different and non-phagocytic cell line, CHO H1, HEPES buffer can also trigger concentration-dependent lysosomal expansion as seen by observing LysoTracker Green staining. In this study, in normal confluency cells only 100 mM concentrations of HEPES in the culture medium for 3 days caused a significant increase in LysoTracker Green staining area. This suggests that CHO H1 cells may actually be more resilient to the lysosomal expansion effects of HEPES buffer than other cells lines, as RAW cells in the Tol et al. (2018) study showed significantly increased LysoTracker Green staining after just 7 hours of incubation with just 25 mM HEPES (Tol et al. 2018). As CHO H1 cells are non-phagocytic, it is likely they would have slower uptake of HEPES buffer, which could explain differences in comparison to phagocytic RAW cells. In this study, at neither confluency did a 3-day incubation with 25 mM HEPES cause significantly increased lysosomal expansion, however, Tol et. al (2018) used flow cytometry analysis in comparison to ImageJ analysis used in this study and so were analysing fluorescence rather than area, which may lead to differing detection sensitivity for
lysosomal expansion. Therefore, in analysing lysosomal area, this study also adds a new layer of analysis to the lysosomal expansion phenotypes.

Alterations in lysosomal expansion can be a particularly important cellular phenotype, especially in the context of lysosomal storage diseases, where this is often a primary phenotype (Platt and Lachmann 2009). In relation to these diseases, the presence of HEPES buffer could mask or accentuate lysosomal phenotypes inconsistently. However, considering the lysosome plays important roles in regulation of many cellular processes, including stress adaption and nutrient metabolic processing, HEPES-induced lysosomal changes could have implications in a multitude of diseases, including cancer, immunology, and neurodegeneration, where the use of cell culture models is prominent.

In CHO H1 cells, confluency of the cells affected the impact of HEPES buffer on lysosomal area, with a lower concentration of HEPES buffer needed to cause lysosomal expansion. This is an important new finding as it indicates that when using HEPES buffer in experiments to determine lysosomal phenotypes, maintaining cell confluency across experiments may be of importance to observe similar phenotypes and ensure consistency. Not only this, but it also indicates that when growing cells at a higher confluency or with additional stressors, the accentuated effect of HEPES buffer may need additional consideration. This could be of greater importance when studying lysosomal phenotypes in cultured lysosomal storage disease cell lines, where cell growth rate is often affected making it harder to keep confluency consistent when comparing between untreated and diseased cell lines (Kacher and Futerman 2006; Schulz et al. 2006; Rusyn et al. 2008).

Furthermore, 10 mM HEPES did cause a significant increase in lysosomal staining when compared to control cells in the overconfluent cohort in comparison to all the 10 mM buffers, enforcing the impact confluency can have and demonstrating that even at low doses HEPES may cause negative lysosomal changes in CHO H1 cells. Indeed, long-term growth of NPC1 null and control CHO H1 cells in HEPES containing media, showed significantly exacerbated phenotypes in the control cells, that were not similarly replicated in NPC1 null, which could have effects in turn on the outcome of potential drug treatments (Cook et al. 2020a).
3.4.2 Alternative buffers for lysosomal studies

While HEPES appeared not to cause significant lysosomal expansion at low concentrations over 3 days in CHO H1 cells, other similar zwitterionic buffers may have similar or worse lysosomal effects. For many studies, 10-25 mM concentrations of HEPES are used, so a range of common cell culture buffers were tested at 10 mM to ascertain whether any would cause similar lysosomal changes to HEPES. Under conditions of normal confluency (cells not overgrown), 10 mM HEPES does not cause significant change in LysoTracker Green staining, yet 10 mM PIPES led to a significant increase in LysoTracker area. It is, therefore, likely that PIPES has an even more profound effect on lysosomal expansion/swelling than HEPES. In agreement with this finding, Tol et al. (2018) also found 10 mM PIPES caused a significant increase in LysoTracker staining, yet in their RAW cells this increase was similar to that seen with addition of 20 mM HEPES. This could suggest that either, HEPES or PIPES causes greater lysosomal expansion in RAW or CHO H1 cells, respectively.

There is evidence to suggest that HEPES causes differential effects in different cell types and that HEPES may have stronger effects in immune cells, such as macrophages. In RAW macrophages HEPES has been shown to trigger an inflammatory phenotype that resembles an M1-like activation state (Tol et al. 2018). When M1-activated, macrophages undergo lysosomal biogenesis and have increased phagocytic activity (Daigneault et al. 2010), which could partially explain why these cells are more sensitive to lower concentrations of HEPES buffer if the HEPES related and M1-activated lysosomal expansions/biogenesis have a synergistic or additive effect. While the side-effects of PIPES have not been studied as much as HEPES, it is likely PIPES also has several underlying, currently unknown effects. Certainly, the strong phenotype PIPES induces in lysosomal expansion/biogenesis is worth further study and suggests PIPES buffer should be strongly avoided in any work that may be affected by changes in the lysosomal (or likely also the autophagic) system.

None of the other buffers used in this study caused significant negative changes in lysosomal area over 3 days in these CHO H1 cells, however, MES at 20 mM (double the concentration used here) has been shown in other studies to cause increased lysosomal staining (Tol et al. 2018). Furthermore, it is difficult to determine whether the benefits of many of the zwitterionic buffers may outweigh their known and potentially unknown side effects. As always, it may be best to make a choice of the right buffer for the right
experiments. Regarding the chosen selection, potassium phosphate buffer may be a desirable choice for lysosomal-based experiments as it had very little impact on LysoTracker staining even with the added stressor of high cell confluency.

3.4.3 Impact of HEPES buffer on genotoxicity

HEPES has been shown to be highly compatible with cell growth and proliferation in many studies (Williamson and Cox 1968; Shipman 1969; Depping and Seeger 2019; Michl et al. 2019) and indeed this was one of the prime reasons it was so favoured by Good et. al. (1966) in their original paper. It was identified that the CHO H1 cells used in this study produced micronuclei that could be easily detected with Hoechst staining. Increased production of micronuclei can act as an indicator for genotoxicity and identification of micronuclei is commonly used in vivo as a method for measuring chromosomal damage caused by genotoxic agents (Fenech and Morley 1985; Luzhna et al. 2013).

As the micronuclei frequency test is an easily available test not previously used in conjunction with HEPES to the best of the authors knowledge, micronuclei were also counted from the nuclear staining images of each of the treatments. Consistent with previous studies, the micronuclei test also suggested that there is not increased genotoxicity from any of the concentrations of HEPES buffer tested, nor from any of the other buffers at 10 mM. While on its own this test is in no way conclusive, it can be a useful addition to the other methods already published demonstrating HEPES has little effect on genotoxicity, despite its many other side effects.
Chapter Four: Comparing cellular toxicity of dextran coated iron oxide nanoparticles

4.1 Introduction

4.1.1 Application of IONP coatings
Nanoparticles can be tailored to specific physical, optical, electronic, chemical or biomedical properties by coating a thin film of material on their surface (Wang et al. 2004). Coatings can be applied to nanoparticles to make them more stable or degrade less fast, to disperse them in solution and prevent aggregation/sedimentation, to prevent the core compound affecting the environment, to gain the active effect of a coating polymer, or to allow attachment of further ligands to the nanoparticle (Tassa et al. 2011). In terms of increased biocompatibility, the polysaccharide dextran, or the polymer polyethylene glycol (PEG) are two of the most common IONP coatings used in biomedical applications (Yu et al. 2012).

4.1.2 Benefits of dextran coating
Dextran is composed of a complex branched polysaccharide polymer chain of various lengths, generally ~1 kDa to 2000 kDa (Predescu et al.). Dextran has the advantage of being biocompatible, biodegradable and water soluble and is commonly used to coat nanoparticles in biomedical applications. The main benefit of attaching dextran to nanoparticles is far greater stability at physiological pH, meaning the particles degrade to release Fe$^{2+}$/Fe$^{3+}$ more slowly, have greater biocompatibility and lower cytotoxicity than uncoated nanoparticles (Saraswathy et al. 2014; Shaterabadi et al. 2017). The dextran coating reduces aggregation and settling of the nanoparticles (Shaterabadi et al. 2017), which is especially important when using these nanoparticles as treatments where maintaining an even distribution and dosing is important to consistent results. Uncoated nanoparticles tend to exhibit strong magnetic dipole-dipole interactions between individual nanoparticles and as their magnetic moments line up this can lead to agglomeration (Ciftja 2009). In fact, dextran coated ferrite nanoparticles possess negative charge under physiological conditions (pH 7; ionic strength 0.15 M NaCl) maintaining repulsive forces between the nanoparticles through electrostatic interactions and steric repulsion keeping them from agglomerating and maintaining their stability in suspension (Latorre-Esteves et
al. 2009; Shaterabadi et al. 2017). This laboratory has previously found that coating IONP with a 40 kDa dextran provides better stability of the particles than a 10 kDa dextran (Walker 2015). A thicker dextran coat likely provides greater protection to the core from degradative effects of the lysosomal environment, including acidic pH and enzymes, with the rate of dextran metabolism in the lysosome being a key indicator for the rate of nanoparticle degradation and free iron release.

### 4.1.3 Methods for lysosomal purification

When de Duve first identified lysosomes as an organelle, it was through separating components of the cell via differential centrifugation (De Duve et al. 1955). Differential centrifugation is a method for isolating fractions, groups of cellular components of a similar size and weight reliant on density-dependent sedimentation. Fractions can be separated successively by this method, with the supernatant removed and the pellet resuspended, then centrifuged again at greater speed after each step until the fraction of interest is purified. The necessary centrifugation speed - determined by relative centrifugal force (RCF or g) – and duration required is particular to the fraction of interest. When de Duve first isolated lysosomes, he also purified mitochondria and peroxisomes due to their similar densities (Appelmans et al. 1955; De Duve et al. 1955).

A new method was then developed known as density gradient centrifugation, which was similar to differential centrifugation, except the cellular components are centrifuged across a sucrose gradient. This provides far more precise separation of organelles and for decades was the primary method for separating lysosomes, peroxisomes and mitochondria (Graham 2001). One main disadvantage of this technique was its inability to purify lysosomes effectively from cells exhibiting lipid accumulation phenotypes associated with lysosomal dysfunction and storage diseases. Lipids can accumulate as either primary or secondary storage material in the lysosomes of storage disease cells, and a plethora of other conditions, leading to a reduction in their buoyant density (Cox and Cachón-González 2012; Yang et al. 2014; Fineran et al. 2016). The density of storage disease lysosomes varies depending on the degree of storage and so is more variable than for non-diseased lysosomes. When these lysosomes are then separated by density gradient centrifugation, they present a wide band that does not match non-diseased cell lysosomes, and are often
contaminated by other organelles (Walker and Lloyd-Evans 2015). Some storage disease lysosomes may also be lost into other fractions reducing the lysosomal yield and excluding a selection of phenotypic lysosomes.

In an attempt to circumvent this problem, loading of lysosomes with different heavy molecules (including dextran, gold and iron) was trialled, to increase their density and allow them to separate from other similar density organelles (Arborgh et al. 1973; Henning and Plattner 1974; Arai et al. 1991). However, this method is time-consuming requiring many centrifugations and sample cleaning steps to produce a fairly low yield of lysosomes due to the high risk of membrane damage from separating the densely loaded organelles at high centrifugal force. This technique does not resolve the issue of the higher buoyancy of storage disease lysosomes and their differential separation compared to non-diseased lysosomes. This problem is often compounded by defective endocytic trafficking that is a major phenotype of many of the lysosomal storage diseases (te Vruchte et al. 2004). Slower endocytosis and trafficking in diseased cells can mean loading molecules take longer to reach the lysosome, so a longer incubation period post removal of loading molecule may be required to ensure lysosomal localisation compared to non-diseased cells. An incubation period is required after the treatment period, to make sure the majority of endocytosed material reaches the lysosomes, and that endocytic vesicles and early/late endosomes are not also being purified. Longer incubations with heavy molecules, such as iron, may also increase the risk of degradation of the added material and related toxicity to the cells.

4.1.4 Magnetic separation of lysosomes
IONP may present a novel technique to purify lysosomes, including storage disease lysosomes, that can avoid the issues faced by density gradient centrifugation. The first attempt at this method was documented in the early 1990s in Dictyostelium discoideum, a soil-dwelling social amoeba, using iron oxide (FeO) coated dextran nanoparticles purified with a 0.8 tesla magnet (Rodriguez-Paris et al. 1993). This study found that ~76% of ingested iron was located in the purified lysosomal fraction, indicating most of the particles were retained in the endocytic system and in particular lysosomes.

This method was then adapted by Diettrich et al. (1998) to use an overnight treatment of iron oxide (FeO) coated dextran nanoparticles to attempt purification of lysosomes from
infantile free sialic acid storage disease (ISSD) patient fibroblasts. Lysosomes from homogenised cells were isolated in a column using a magnet, then eluted with either hypotonic solution or buffers with low concentrations of non-ionic detergents. Enzyme assays preformed on the eluted fractions suggested ~50% enrichment of lysosomes was achieved, but with high lysosomal activity in the post nucleic supernatant (elute not retained magnetically in column) it was clear the yield of purified lysosomes was low (Diettrich et al. 1998). Likely reasons for this include the low magnetic properties of FeO, potential cytotoxicity and a short treatment time.

A few years later a mouse study investigating NPC (Niemann-Pick type C) disease by injecting iron dextran particles into the liver, found they were able to isolate different separated fractions of organelles from the endocytic system (Chen et al. 2005). By avoiding the use of detergents to elute lysosomes from the column, they were able to purify the lysosomes structurally intact, but yields were very low. Acridine orange staining showed the extracted lysosomes were still functional and could be reacidified after, however, due to low yields it took an entire fraction (100 μg of vesicles) to run the one assay.

Another attempt in the same year managed greater lysosomal yields from HL-60 cells by addition of hypotonic and isotonic buffers as well as detergents for elution (Duvvuri and Krise 2005). The hypotonic buffers were useful for swelling the cells and bursting the cellular membrane for homogenisation, while the addition of an isotonic buffer after homogenisation helped maintain organelle integrity. Although maintaining lysosomal integrity after homogenisation increased the lysosomal fraction yield, the use of detergents meant the lysosomes were not intact post elution.

The next step was the successful magnetic extraction of a purified early endosome fraction by Glebov et al. (2006) using a short and precise 10-minute pulse (incubation with nanoparticles) followed by a 10-minute chase (incubation without nanoparticles). The short pulse meant nanoparticles would not yet have travelled further down the endocytic system, yet despite the short treatment time a fairly high early endosome yield was eluted due to the use of a more highly magnetic iron oxide nanoparticle, provided by Liquids Research Ltd (LRL).
Figure 4-1: A simplified overview of the magnetic lysosomal separation method. Cultured cells are treated with IONP for a pulse and chase period, so IONP are endocytosed and trafficked to lysosomes. IONP-treated cells are then homogenised to release lysosomes and the homogenate run through a separation column with a strong magnet that retains IONP-filled lysosomes. Then lysosomes can be eluted in a purified solution by removal of the magnet.
This led to work in our laboratory using the LRL nanoparticle, a dextran coated SPION (superparamagnetic iron oxide nanoparticle) with strong inducible magnetic properties for lysosomal purification by magnetic extraction (Walker and Lloyd-Evans 2015). This method was optimised in the lab for extracting lysosomes with a 24-hour pulse and 24-hour chase to extract a high purity lysosomal fraction from CHO H1 cells (Figure 4-1), a non-phagocytic cell line and with a longer 36-hour chase to extract a high purity lysosomal fraction from a NPC1 diseased CHO cells (CHO M12) (Walker 2015). Toxicity of the LRL nanoparticle was then compared to a similar dextran coated SPION from Chemicell (CC) and an iron dextran nanoparticle (ID) similar to the nanoparticle used in most of the previous lysosomal extraction experiments just discussed. This comparison led to preliminary data suggesting differences in cytotoxicity of the three different nanoparticles despite their similar compositions (Walker 2015). The LRL nanoparticle was shown to be the least cytotoxic and was used for the magnetic lysosomal extraction technique, proving to be an effective tool for purifying lysosomes from both non-diseased and lysosomal storage disease cells (Walker and Lloyd-Evans 2015). Further investigation of the phenotypic responses of cells to LRL treatment was still needed to fully validate its biocompatibility and suitability for the magnetic lysosomal extraction method. While, this work also exposed unanswered questions about how the differences in structure, size and iron species of three iron oxide and dextran nanoparticles could affect their cytotoxicity and behaviour within the cell. These two experimental questions then becoming the premise for this thesis chapter.

4.1.5 Aims of Chapter 4
The focus of this chapter is on iron oxide nanoparticles (IONPs) as these are widely used in industrial and biomedical applications and are often assumed to have low cellular toxicity, despite evidence to the contrary. Compared to the uncoated nanoparticles, IONP coated with a surface ligand, such as dextran, are often more stably suspended in solution, have reduced aggregation, making particle size less variable and, dependent on the ligand, have lower cytotoxicity (Section 4.1.2), so are often a more desirable candidate for use in cell culture experiments. The use of a dextran coated nanoparticle for the magnetic lysosomal purification method is a prime example of how the desirable properties of an IONP can be utilised in a biomedical environment, in this case to aid the study of lysosomal phenotypes in cells exhibiting lysosomal storage disease phenotypes. For these experiments utilising an
IONP, it is also integral to rationalise whether the nanoparticle treatments themselves are associated with cellular impairment as this would impact the use of this method in phenotyping diseased cells. A comparison of the cellular impact of differing types of dextran-coated nanoparticles is, therefore, an ideal starting point that is highly relevant to their utility in cell culture experiments and is also a starting point for eventual comparison of uncoated nanoparticles.

In producing the nanoparticle toxicity model, a range of iron oxide and dextran nanoparticles were used (Figure 4-2): LRL are 80% magnetite/20% maghemite nanoparticles with a 40 kDa dextran-coat, CC are 50% magnetite/50% maghemite nanoparticles with a 40 kDa dextran-coat and ID are nanoparticles with a dextran core, instead of coat, then coated with ferric hydroxide (FeO). A CHO H1 cell line was chosen for use in these experiments as the cells are quick to grow and divide, with a good lysosomal to cell ratio, are well characterized as a cell line, are capable of a high level of nanoparticle uptake through endocytosis (especially for a non-phagocytic cell line) and were previously utilised for IONP mediated lysosomal purification which allows for comparison with historic data in the lab. Groups of phenotypes were assessed including: ability of IONPs to release free iron, the impact of IONP treatment on lysosomes and autophagy, investigation of reactive oxygen species (ROS) production, mitochondrial effects, cell morphology changes, and two basic cell death/toxicity markers. The identification of phenotypes in this chapter was to identify pathways in the cell affected by nanoparticle treatment, rather than to fully elucidate the individual significance of any particular phenotypes, to both find common IONP-induced changes/toxicity and also to compare the effect on toxicity between the three different structures and compositions of the chosen IONP. The aim was also to further investigate the cytotoxicity of LRL nanoparticles, used for the magnetic lysosomal extraction technique, as high compatibility would further validate the use of these nanoparticles in this method.
4.2 Materials and Methods

4.2.1 Cell culture and nanoparticle treatment

Three different dextran-complexed iron oxide nanoparticles (IONPs) were used in this chapter, as briefly described below (Figure 4-2):

- **LRL** – 40 kDa dextran-coated magnetite/maghemite (80%/20%) nanoparticle (DexoMAG-40) from Liquids Research Ltd (Bangor, UK).
- **CC** – 40 kDa dextran-coated 50 nm magnetite/maghemite (50%/50%) nanoparticles (FluidMAG-DX) from Chemicell (Berlin, Germany).
- **ID** - Iron-dextran, a ferric hydroxide (FeO) coated complex with a 40 kDa dextran core (D8517) from Sigma Aldrich (Merck).

**Figure 4-2: Compositions and structures of Chapter 4 IONPs.** From top, details of nanoparticle name, iron oxide composition and manufacturing company. Dextran (in blue) coats the LRL and CC nanoparticles and forms a core for ID nanoparticles.

In this chapter the cells were treated with nanoparticles in the same manner as an established method for magnetic lysosomal purification that maximises lysosomal yield (Walker and Lloyd-Evans 2015). CHO H1 cells (general cell culture described in methods Section 2.1.1) grown in 6-well plates, were treated with IONPs at 1 mg/mL in cell culture medium with 10 mM HEPES buffer for a 24-hour pulse, optimal for nanoparticle endocytosis. After treatment the cells were then washed twice with PBS to remove...
nanoparticle solutions, detached from the plate with trypsin, spun down, and replated after cell counting into an IbiTreat 8-well µ-slide (Thistle Scientific). After the 24-hour pulse (P), cells were then incubated for a 24-hour or 36-hour chase (CH) period (denoted as 24hP:24hCH or 24hP:36hCH, respectively), providing time for nanoparticles that have been endocytosed (in the pulse period) to move through the endocytic system (in the chase period) and collect predominantly in the lysosomes (Pagano et al. 2000; Pagano 2003).

For every experiment, a non-nanoparticle treated control was present; other controls were included as necessary, commonly 25 nM Bafilomycin-A1 (Baf-A1; Tocris, Bristol, UK) and 2 µg/mL U18666A (Calbiotech) drug treatments for an overnight incubation with untreated control cells. Baf-A1 is an inhibitor of vacuolar type H⁺-ATPase (V-ATPase) so causes lysosomal deacidification and inhibits autophagy. U18666A is an inhibitor of the lysosomal membrane transporter, NPC1, and induces phenotypes similar to Niemann–Pick type C disease that include lysosomal expansion and impaired endocytosis.

Electron microscopy (refer to method Section 2.2.2) was used to visually characterise the nanoparticles.

**4.2.2 Degradation of IONP to release free iron**
Phen green fluorescent staining (refer to method Section 2.4.16) and Calcein-AM (refer to methods Section 2.4.2) were used to detect the presence of heavy metal ions in cells. Ferrozine assays (refer to method Section 2.5.2) were used to investigate if nanoparticle degradation is pH dependent.

**4.2.3 Impacts of IONPs on lysosomal function and autophagy**
Acridine Orange fluorescent staining in a lysosomal stability assay (refer to method Section 2.4.1) was used to indicate membrane stability of acidic vesicles. LysoTracker Green fluorescent staining (refer to method Section 2.4.9) was used to indicate lysosomal area. Cyto-ID fluorescence staining (refer to method Section 2.4.4) was used to measure autophagic vesicles and monitor autophagic flux.
4.2.4 Lysosomal-related IONP phenotypes
Imaging of unstained cells by fluorescence microscopy indicated levels of cellular autofluorescence (refer to method Section 2.4.3). DPPP fluorescence staining (refer to method Section 2.4.5) was used to indicate lipid peroxidation levels. Superoxide levels were detected by So-ID fluorescence staining (refer to method Section 2.4.17).

4.2.5 Fura-2,AM as a Ca2+ probe and free iron indicator
The Fura-2,AM probe was used in measuring lysosomal Ca2+ release after addition of ionomycin and GPN (refer to method Section 2.4.8). The Fura-2, AM probe was also used to indicate the presence of free iron through quenching of the probe (refer to method Section 2.4.6). Fluorimetry of Fura-2,AM in the presence of Fe2+ and Fe3+ (refer to method Section 2.5.6) was used to investigate whether the probe is radiometric between 340 nm and 380 nm excitation wavelengths in terms of quenching.

4.2.6 Mitochondrial-related phenotypes
MitoTracker Green fluorescence staining (refer to method Section 2.4.12) was used to indicate mitochondrial area. CellTiter-Glo Luminescent Viability assay (refer to method Section 2.5.1) was used to quantify ATP. Metabolism of resazurin (refer to method Section 2.5.7) and the consequent colour change was used to measure cell metabolism.

4.2.7 Cellular Toxicity of IONP
Light Microscopy (refer to method Section 2.4.7) was used to investigate cell morphology. Phalloidin and Wheat germ agglutinin fluorescent staining (refer to method Section 2.4.15) was used to visualise the cell membrane and cytoskeleton, respectively. Nucview fluorescent staining (refer to method Section 2.4.13) was used to investigate caspase-3-mediated apoptosis. Micronuclei/cell were counted (refer to method Section 2.4.11) to indicate genotoxicity levels.
4.3 Results

This chapter aims to identify which cellular pathways are being affected by IONP treatments and to evaluate the range of different responses from three different dextran coated IONPs (LRL, CC and ID).

4.3.1 Electron microscopy (EM) for IONP characterisation

The first aim was to evaluate the shape and size of each of the nanoparticles by electron microscopy to confirm these characteristics did match those stated by each nanoparticle manufacturer. The LRL nanoparticles are composed of an iron oxide core with a magnetite: maghemite ratio of 80%:20% and coated in a 40 kDa dextran, giving the nanoparticles a

Transmission Electron Microscopy (TEM)
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**Figure 4-3: Characterisation of IONPs structures under electron microscopy.** Images were taken by TEM with representative images of LRL nanoparticles in the left column, CC nanoparticles in the middle column and ID nanoparticles in the right column. The top row of images has 50 nm scale bars and the bottom row are at higher magnification with 10 nm scale bars.
hydrodynamic diameter of 20 nm. The TEM images show the iron oxide core of LRL nanoparticles to be less than 10 nm in diameter with a consistent size and spherical shape (Figure 4-3). The CC nanoparticles are composed of an iron oxide core with a magnetite: maghemite ratio of 50%:50% and coated in a 40 kDa dextran, giving the nanoparticles a hydrodynamic diameter around 50 nm. From the TEM images the CC nanoparticles have an iron oxide core that is a more crystalline polygon shape, many forming hexagons, most with a core more than 10 nm in diameter with a wide range of core sizes (Figure 4-3). The ID nanoparticles have a 40 kDa dextran core coated in FeO, with an unknown hydrodynamic diameter. The TEM images of the ID nanoparticles show small, less than 10 nm diameter, rounded and consistently sized FeO coated nanoparticles (Figure 4-3).

4.3.2 Degradation of IONP to release free iron.
As IONPs can be degraded in the acidic environment of the lysosome releasing free iron (Fe\(^{2+}\) and Fe\(^{3+}\)), the first step was to assess if free iron levels in the cell were raised and to evaluate how important a low pH is to IONP degradation.

The cellular stability of the nanoparticles was first assessed to determine if they are degraded in cells to release free iron (Fe\(^{2+}\) and Fe\(^{3+}\)). The fluorescent signal of Phen green staining is quenched by a range of metal ions but is most strongly quenched by Fe\(^{2+}\) and Cu\(^{+}\). Two of the IONP treatments caused increased Phen green quenching in CHO H1 cells compared to the untreated control cells after a 24h pulse:24h chase (Figure 4-4A).

Quantification of Phen green staining area showed significantly quenched fluorescence after CC and ID treatment, with 45% and 56% decreased fluorescence, respectively, and no significant difference after LRL treatment compared to untreated control cells (Figure 4-4C).

The probe Calcein-AM can chelate, and be fluorescently quenched by intracellular free iron, so acted as a second determinant of cellular free iron concentrations, focused on cytosolic free iron concentrations. Two of the IONP treatments caused increased quenching of calcein in CHO H1 cells compared to the untreated control cells after a 24h pulse:24h chase (Figure 4-4B). Quantification of Calcein-AM fluorescence intensity showed significantly quenched fluorescence after CC and ID treatment, with 75% and 60% decreased fluorescence, respectively, and no significant difference after LRL treatment compared to untreated control cells (Figure 4-4D).
To determine how breakdown of the IONPs is affected by pH, ferrozine assays were run as cell free experiments, calculating free Fe\(^{2+}\) and Fe\(^{3+}\) after nanoparticles were incubated in citrate phosphate buffer (pH 3/5/7) at 37°C (representing human body temperature) for 0, 2 and 24 hours (Figure 4-5C-H). A range of pH was chosen to determine pH dependency of the degradation effects, pH5 buffer was selected to represent the general pH of the lysosome, with comparison of pH5 and pH7 being the most relatable to cell conditions. While ferrozine reagent detects Fe\(^{2+}\), addition of vitamin C to the samples also allowed calculation of Fe\(^{3+}\).

Figure 4-4: In cells IONPs can breakdown to release free iron. Phen green and Calcein-AM staining can be quenched by free iron as an indicator of nanoparticle degradation. Representative images of A) Phen green staining (grey scale), counterstained with Hoechst nuclear stain (blue) and B) Calcein-AM staining (grey scale), in CHO H1 cells treated with IONP (24hP:24hCH). Scale bars = 40 µm. Area analysis (9 images/treatment/repeat) for C) Phen green (n=4) and D) Calcein-AM (n=3). Data presented as average bars ± SD and analysed using a one-way Anova test with Dunnett’s post-hoc test. UT=untreated control cells. *p<0.05, **p<0.01
Figure 4-5: Degradation of IONPs to release Fe^{2+} or Fe^{3+} is pH dependent. Ferrozine assays were run with IONP solutions in pH3 (red), pH5 (yellow) pH7 (blue) citrate-phosphate buffer incubated at 37°C for 0, 2 or 24 hours. Ferrozine assays were normalised to an iron standard for quantification of Fe^{2+} and, by addition of vitamin C, Fe^{3+} was calculated. Analysis of iron release for A) LRL Fe^{2+} or B) LRL Fe^{3+}, C) CC Fe^{2+} or D) CC Fe^{3+}, E) ID Fe^{2+} or F) ID Fe^{3+}. Data presented as average bars ± SD and analysed using a two-way Anova test with Tukey’s post-hoc test comparing within each incubation time grouping. n=3. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001.

LRL nanoparticles had the largest basal (0-hour) recorded Fe^{2+} concentrations (Figure 4-5C) with Fe^{2+} concentrations at pH3 significantly higher than at pH5 or pH7 after both 2-hour and 24-hour incubations and with greater Fe^{2+} concentrations after 24 hours than after 2 hours for all repeats. LRL nanoparticles also produced the greatest basal (0-hour) Fe^{3+} concentrations, however, there was no significant differences between any pH groups or
any differences between time points for Fe\textsuperscript{3+} concentrations after LRL treatment (Figure 4-5D). No significant difference was seen in Fe\textsuperscript{2+} or Fe\textsuperscript{3+} release from LRL degradation between pH5 and pH7 buffers for any incubation time point.

Differences in Fe\textsuperscript{2+} concentrations were seen between pH3 and pH7 buffers at all time points for CC nanoparticles (Figure 4-5E). Significantly greater Fe\textsuperscript{2+} concentrations also seen between pH5 buffer compared to pH7 after 2-hour and 24-hour incubations with 290% and 344% increases, respectively. No significant differences between any pH groups were seen for Fe\textsuperscript{3+} concentrations with CC nanoparticles (Figure 4-5F). Despite pH3 and pH5 values for CC Fe\textsuperscript{3+} concentrations not being significantly different to pH7 within any incubation time group, the pH3 value at 24-hours was significantly different (*p=0.0402) to the 0-hour pH3 value for CC Fe\textsuperscript{3+} concentrations (analysis not shown on graph).

In contrast to the previous two IONP, ID nanoparticles showed significant Fe\textsuperscript{2+} concentrations only after 24-hour incubation between pH3 and pH7 (Figure 4-5G) while being the only IONP to show significant differences in Fe\textsuperscript{3+} concentrations between different pH buffers (Figure 4-5H). In ID nanoparticle solutions after 24-hour incubation all three pH buffers had significantly different Fe\textsuperscript{3+} concentrations negatively correlated with pH. This change in Fe\textsuperscript{3+} concentrations at 24-hours was the only significant difference between pH7 and pH5 buffers for ID nanoparticles, with a 94% increase at pH5, compared to a 348% increase for pH3 compared to pH7.

Pre-incubation of the LRL nanoparticles with 2 mg/mL bovine serum albumin (BSA) protein, led to a reduction in IONP breakdown compared to samples free of additional protein (Supplementary Figure 4-1).

4.3.3 Impacts of IONPs on lysosomal function and autophagy

Having observed the release of free Fe\textsuperscript{2+} and Fe\textsuperscript{3+} \textit{in vitro} by ferrozine assays and quenching of Phen green \textit{in cellulo}, it was next investigated whether the presence of higher lysosomal free iron could alter lysosomal membrane integrity.

The protocol for acridine orange staining with exposure to UV (365 nm) light can act as an indicator for comparing lysosomal membrane stability between treatments. In the CHO H1 cells, the acridine orange accumulated in acidic vesicles in a dimerised form (red, 590 nm
excitation fluorescence), and in the cytosol and nucleus as a monomer form (green, 470 nm excitation fluorescence) (Figure 4-6A), with a similar baseline fluorescence for all treatments (Figure 4-6B). When the cells were continuously exposed to UV light, over a short period of time (minutes) increased 470 nm fluorescence (monomer form), accompanied by a less clear decrease in 590 nm fluorescence (dimer form), was seen in all treatment groups (Figure 4-6C). After optimisation, analysis of the 2-minute time point in comparison to the initial 0-minute baseline was chosen as it presented a point where differences became clear between treatment groups, but before 470 nm fluorescence reached a saturated level of intensity. Data from the 470 nm excitation channel alone was used for analysis as bleed-through was observed in the 590 nm excitation channel.

After 2 minutes exposure to UV light, only CC treatment showed a significant difference to untreated cells with a large 208% increase (Figure 4-6G), suggesting CC treatment led to an increased level of lysosomal membrane instability. In contrast, when the nanoparticle cells were all pre-treated with U18666A, the significant difference from CC treatment was lost (Figure 4-6D-F,H).

The lysosome is where most nanoparticles taken up by endocytosis will be trafficked to in the cell and where the majority of nanoparticle degradation is likely to occur, so checking for changes in the degradative pathways of the cell is a primary step for investigation, especially after having observed that some nanoparticles can impact on the integrity of the lysosomal membrane. A significant reduction in LysoTracker area (staining for acidic vesicles) was seen after CC and ID treatment (24hP:24hCH) with 40% and 66% reductions, respectively, compared to untreated control cells (Figure 4-7A and C). ID treatment caused the greatest reduction in LysoTracker area of all the IONP treatments, with staining area reduced to around one third of untreated controls. Yet none of the IONP treatments completely abolished staining of acidic vesicles, as is demonstrated by the negative control, overnight treatment of 25 nM Bafilomycin A1 (BafA-1), which deacidifies lysosomes. In comparison, LRL treatment led to no change in LysoTracker area compared to untreated controls. Particle count was also calculated to indicate whether the change in area was from fewer or smaller acidic organelles. In contrast to LysoTracker area analysis, no significant effects were observed on particle count (Figure 4-7D).
**Figure 4-6: Lysosomal membrane stability was affected by CC nanoparticle treatment.** Acridine orange (AO) is protonated in acidic vesicles (red) in contrast to the cytosol (green). Photo-oxidation by UV light causes rupture of the lysosomal membrane and shifting of red AO fluorescence back to green. Representative images of AO staining in A) IONP treated CHO H1 cells (24hP:24hCH) and B) IONP + U18666A (2 µg/mL overnight) treated CHO H1 cells to demonstrate lysosomal membrane stability based on the length of time before rupture. Analysis of relative staining intensity across cells (9 images/treatment/repeat), for the IONP treated cells C) and D) at 0 minutes and 2 minutes, respectively and for the IONP + U18666A (U18) treated cells E) and F) at 0 minutes and 2 minutes, respectively. Average of the change in intensity across plot from 0 minutes (t0) to 2 minutes (t2) for G) IONP and H) IONP + U18666A treated cells. UT=untreated control cells. Scale bars = 40 μm. Analysis by One-way ANOVA with Dunnett’s post hoc test. Data represents mean ± SD; ** p<0.01. All n=3.

LysoTracker staining was also measured by live cell plate assay to provide quantitative experimental data, yet no significant changes in the fluorescence between the IONP treatments was detected (**Supplementary Figure 4-2**). It is likely the plate reader is more sensitive to the fluorescence of LysoTracker Green than the CCD camera on the microscope used for imaging the stain. Bafilomycin-A1 treatment (25nM overnight), the negative control, deacidifies lysosomes, with very low staining quantified from microscopy images, yet by plate assay there was still fairly high levels of fluorescence. Results in the plate assay may also be strongly affected by random scanning of dense regions of cells, as CHO H1 do not have contact inhibition and can grow on top of each other in these regions. Although cell counting and adequate re-suspension of cell solutions before seeding was preformed to minimise this occurrence. Therefore, microscopy imaging and analysis was chosen as a focus for quantifying the stains rather than using the plate assays, as this method proved sensitive and effective for discerning the changes in fluorescence after IONP treatments.

Changes in autophagy regulation often occur when organelle dysfunction is detected by the cell, with this process able to be regulated by lysosome dysfunction or dysfunction of other cellular organelles. Therefore, autophagy was investigated as an indicator for organelle dysfunction caused by the nanoparticle treatments. Autophagy can be measured by Cyto-ID staining for autophagic vacuoles. Cyto-ID staining was significantly increased (41%) only in CC treated cells compared to untreated control cells (**Figure 4-7B and E**). In contrast, neither LRL nor ID treatments significantly altered Cyto-ID staining.
Figure 4-7: Impact of IONP treatments on cellular degradation pathways. A) Representative images, C) quantitative area analysis and D) quantitative particle count for LysoTracker green (grey scale) staining acidic vesicles in CHO H1 cells treated with IONP (24h pulse:24h chase), counterstained with Hoechst nuclear stain (blue). n=3. B) Representative images and E) quantitative area analysis for Cyto-ID (grey scale) staining autophagic vesicles in CHO H1 cells treated with IONP (24hP:24hCH), counterstained with Hoechst nuclear stain (blue). n=3. UT = untreated control cells. Scale bars = 40 µm. All image analysis from 9 representative images/treatment/repeat. Data presented as average bars ± SD and analysed using a one-way Anova test with Dunnett’s post-hoc test. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001.

4.3.4 Lysosomal-related IONP phenotypes
Severe lysosomal dysfunction, which strongly reduces lysosomal degradative capacity can lead to accumulation of autofluorescent material in cells, and consequent increased cellular autofluorescence. Therefore, autofluorescence was investigated as an indicator for the
severity of lysosomal dysfunction, which had been indicated by reduced LysoTracker staining and changes to autophagy with some of the IONP treatments.

Figure 4-8: IONP treatments did not lead to increased autofluorescence. A) Representative images at 365 nm, 380 nm, 470 nm and 590 nm excitation wavelengths of unstained IONP treated CHO H1 cells (24hP:24hCH), detecting autofluorescence (grey scale) and B) quantification through plot profile intensity, analysing 5 representative images/treatment/repeat at 470 nm excitation wavelength. Baf-A1 (25 nM overnight incubation) included as a positive control. Scale bars = 40 µm. n=3. Data presented as average bars ± SD and analysed using a one-way Anova test with Dunnett’s post-hoc test. ***p<0.001. C) Averaged ‘plot profile’ intensity across the lines drawn through cells shown graphically from which data is averaged to generate values for analysis in B). UT = untreated control cells.

Images for autofluorescence were taken at four wavelengths (Figure 4-8A), although it is most clearly visible at 470 nm, so these images were used for data analysis (Figure 4-8B). All CHO H1 cells emitted low basal levels of autofluorescence compared to background including untreated control cells, as is shown by the image plot profiles (Figure 4-8C). None of the IONP treatments caused any increase in autofluorescence and only the positive control Baf-A1 treatment caused a significant increase in autofluorescence levels compared to untreated control cells (Figure 4-8B).
Figure 4-9: Impact of IONP treatments on cellular oxidative damage. A) Representative images, C) averaged ‘plot profile’ intensity and D) quantitative area analysis (9 images/treatment/repeat) for DPPP (grey scale) staining lipid peroxidation in CHO H1 cells treated with IONP (24hP:24hCH). n=3. B) Representative images and E) quantitative area analysis (8 images/treatment/repeat) for SO-ID (grey scale) staining super oxide (not including hydroxyl radicals) in CHO H1 cells treated with IONP (24hP:24hCH), counterstained with Hoechst nuclear stain (blue). n=3. UT = untreated control cells. Scale bars = 40 µm. Data presented as average bars ± SD and analysed using a one-way Anova test with Dunnett’s post-hoc test. *p<0.05, **p<0.01.

Release of free iron from nanoparticle degradation in the lysosome can lead to the production of ROS via Fenton reactions. Fenton reactions often form hydroxyl radicals which are highly reactive so are often only detectable for a short period of time but can cause peroxidative damage to lipids and proteins. As this peroxidative damage is detectable for longer, it can be a primary starting point for indicating nanoparticle induced ROS production, organelle dysfunction and in the case of lipid peroxidation, as was next investigated, indicate a factor affecting lysosomal membrane stability. The DPPP probe was...
used to stain for lipid peroxidation with hydrogen peroxide (H$_2$O$_2$) treatment included as a positive control. Both CC and ID treatment caused a significant increase in DPPP staining (Figure 4-9A, C and D), with 262% and 196% increases, respectively, compared to untreated control cells. While LRL treated cells showed no statistically significant difference in levels of DPPP staining compared to untreated control cells.

The increased lipid peroxidation seen with some of the IONP treatments, suggests an increase in cellular ROS. The type of ROS present can indicate its origin. Superoxide radicals are a commonly produced ROS in mitochondria from errors in the electron transport chain. As these radicals exist for longer in the cell and so are easier to detect, superoxide levels were investigated, which would indicate mitochondrial dysfunction rather than direct nanoparticle-associated ROS. Yet, no significant difference was seen in superoxide (SO-ID) staining for any of the IONP treatments (Figure 4-9B and E).

4.3.5 Fura-2,AM as a Ca$^{2+}$ probe and free iron indicator
The lysosome is an important organelle for Ca$^{2+}$ signalling yet having determined that some IONP treatments can affect the lysosomal membrane and alter regulation of autophagy, a process in which lysosomal Ca$^{2+}$ signalling may play a role, it was next investigated whether IONP treatments can affect lysosomal Ca$^{2+}$ content.

GPN was used to release and quantify lysosomal Ca$^{2+}$ stores following the pre-addition of ionomycin to permeabilise all other stores so that they do not interfere. GPN is a substrate of cathepsin C whose hydrolysis causes osmotic lysis of the lysosomal membrane and release of Ca$^{2+}$ into the cytoplasm for quantification by the radiometric Ca$^{2+}$ probe, Fura-2,AM.

Lysosomal Ca$^{2+}$ storage was altered by CC treatment, but not LRL or ID treatment (Figure 4-10A). CC treatment caused a large 114% increase in GPN induced Ca$^{2+}$ release compared to control cells, indicating a more than doubling of the level of Ca$^{2+}$ storage. Ten representative traces are shown for each treatment, the first larger peak after addition of Ionomycin, representing non-lysosomal Ca$^{2+}$ store permeabilisation and the second much smaller peak (enlarged at the top right of each graph) after GPN treatment representing lysosomal Ca$^{2+}$ (Figure 4-10C-F). A ten times higher concentration of ID (10 mg/mL) (Figure 4-10H) was also
**Figure 4-10:** Certain IONP treatments can alter lysosomal Ca$^{2+}$.

CHO H1 cells were treated with A) 1 mg/mL IONPs or B) 1 mg/mL and 10 mg/mL ID (24hP:36hCH) before ratiometric quantification of lysosomal Ca$^{2+}$ release. C-H) Cells were loaded with Fura-2,AM and treated with 2 μM ionomycin to quench non-lysosomal Ca$^{2+}$ stores, followed by GPN (500 μM) to measure lysosomal Ca$^{2+}$ release. Representative traces from one experiment are shown with 10 cells per treatment and an enlargement of the region after addition of GPN. n=3. UT = untreated control cells. Data presented as average bars ± SD and analysed using a one-way Anova test with Dunnett's post-hoc test. *p<0.05, **p<0.01.

tested against the normal 1 mg/mL ID (**Figure 4-10G**), with the higher concentration causing a large significant increase in GPN-mediated lysosomal Ca$^{2+}$ release compared to the untreated controls, despite no significant difference with the lower concentration (**Figure 4-10B**). The 10 mg/mL concentration of ID caused a large 235% increase in lysosomal Ca$^{2+}$ release, larger than the difference induced by CC treatment.
Figure 4-11: Investigating Fura-2,AM fluorescence in IONP treated cells. Representative images of Fura-2,AM staining at 365 nm and 380 nm excitation wavelengths in CHO H1 cells treated with A) IONP (24hP:24hCH; n=3) and B) 10 mM Fe$^{2+}$ or Fe$^{3+}$ containing solutions (30-minute incubation; n=1). Images were analysed (5 images/treatment/repeat) by ImageJ for averaged ‘plot profile’ intensity for IONP treatments at C) 365 nm and D) 380 nm excitation wavelengths, and for E) Fe$^{2+}$ and Fe$^{3+}$ containing solutions. UT = untreated control cells. U18 = U18666A treatment. Scale bars = 40 µm. Data presented as average bars ± SD and analysed using a one-way Anova test with Dunnett’s post-hoc test. *p<0.05, **p<0.01.

Imaging Fura-2,AM staining of cells at rest can indicate resting Ca$^{2+}$ levels in the cells, but the stain can also be quenched by free iron. Images taken at two excitation wavelengths, 365 nm and 380 nm, showed a similar pattern of intensity across both wavelengths (Figure 4-11A). At 365 nm and 380 nm excitation, LRL was the only significantly reduced treatment compared to control cells, with around 50% reduction compared to control cells (Figure 4-
Figure 4-12: Time-course for quenching of Fura-2,AM by Fe$^{2+}$ and Fe$^{3+}$. Spectrophotometry data for Fura-2,AM quenching by 10 mM Fe$^{2+}$ and Fe$^{3+}$ solutions over 60 minutes. Emission spectra curves after addition of Fe$^{2+}$ at A) 340 nm excitation and B) 380 nm excitation with averaged total area (sum) of curves plotted in C). Emission spectra curves after addition of Fe$^{3+}$ at D) 340 nm excitation and E) 380 nm excitation with averaged total area (sum) of curves plotted in F). G) Ratio of 340 nm data from C) divided by 380 nm data from F). n=1

11C and D). The Fura-2,AM staining is brighter at 380 nm compared to 365 nm, but the pattern between different IONP treatments is strongly similar between the two wavelengths, showing the stain is not ratiometric. It was unclear if the changes in staining intensity were due to differences in dye loading or due to quenching by free iron. Fura-2,AM staining after incubation of control cells with a 10 mM Fe$^{2+}$ or Fe$^{3+}$ containing solution for 30
minutes was checked to confirm if the probe was in fact sensitive to both or just one of the iron species (Figure 4-11B). This suggested that both Fe$^{2+}$ and Fe$^{3+}$ appeared to dramatically quench the Fura-2,AM, to a very similar degree (Figure 4-11E), with both ions at both wavelengths reducing staining intensity by ~67-68% (not statistically analysed due to one technical replicate). On the images of CC treated cells, dark vacuoles could be seen in the cells, resembling the acidic lysosomal compartments seen in acridine orange staining of the CC treated cells (Figure 4-11A).

To check on the effects of iron quenching of Fura-2,AM without the complication of differential Ca$^{2+}$ binding, cell-free spectrophotometry of the probe treated with free iron solutions was performed. Fura-2,AM solution showed a small amount of quenching in the emission spectrum with 340 nm excitation after 10 mM Fe$^{2+}$ (Figure 4-12A and C) or 10 mM Fe$^{3+}$ (Figure 4-12D and F) containing solutions were added, with the same pattern of quenching in the emission spectrum from 380 nm excitation after addition of 10 mM Fe$^{2+}$ (Figure 4-12B and C) or 10 mM Fe$^{3+}$ (Figure 4-12E and F). The quenching for both iron species, at both emission wavelengths, occurred within one minute after addition of the free iron solutions, reaching the lowest recorded level after 10 minutes and remaining at this level for the duration of the experiment (60 minutes). A ratio of 340/380 data, for both free iron solutions, was calculated (Figure 4-12G) which suggested the probe was not ratiometrically sensitive to iron quenching, as it is to Ca$^{2+}$ quenching.

4.3.6 Mitochondrial-related phenotypes
The effect of the IONP treatments on mitochondrial function was next investigated, as iron is an important component for the functioning of mitochondria and because mitochondria are particularly sensitive to ROS-induced damage. Initial peroxidative damage of mitochondria can lead to further production of ROS in a positive feedback loop, while increased levels of dysfunctional mitochondria can affect cell metabolism and trigger autophagy. MitoTracker Green was used for initial detection, as this determines all mitochondrial area, not differentiating functional and dysfunctional mitochondria.

MitoTracker Green staining area was increased in CC and ID treated cells, but not LRL treated cells, compared to untreated controls (Figure 4-13A). CC treatment led to the
largest increase in MitoTracker area with a significant 24% increase, while ID led to a significant 20% increase (Figure 4-13B).
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Figure 4-13: Effects of IONP treatments on mitochondria and mitochondrial activity. Measurements of mitochondrial phenotypes in IONP treated (24hP:24hCH) CHO H1 cells. A) Representative images and B) quantitative area analysis (9 images/treatment/repeat) for MitoTracker green (grey scale) staining mitochondria, counterstained with Hoechst nuclear stain (blue). n=3. C) Quantitative data for the CellTiter-Glo Luminescent Viability assay to quantify ATP and normalised to Bafilomycin A1 treated control cells. n=3. D) Quantitative data for the Resazurin assay to quantify metabolic activity after a 4-hour and 22-hour (plotted on right y-axis for qualitative interest only) incubation with the assay substrate. Only 4-hour data was statistically analysed. n=3. E) Ratio of mitochondrial activity (Resazurin) divided by mitochondrial area (MitoTracker green) to indicate general activity per mitochondria. UT = untreated control cells. Scale bars = 40 µm. All data presented as average bars ± SD and analysed using a one-way Anova test with Dunnett’s post-hoc test. *p<0.05, **p<0.01.

To investigate mitochondrial function in a quantitative plate assay, a CellTiter-Glo luminescent viability assay was run on the nanoparticle treated cells to detect ATP. The pattern of ATP quantification was similar to the MitoTracker green area quantification, with CC and ID treatments significantly increased compared to untreated control cells, but no significant difference for LRL treated cells (Figure 4-13C). ID treatment caused the greatest increase in ATP quantification with a significant 41% increase, while CC treatment had a similar effect with a significant 35% increase.
A resazurin assay was then used to measure mitochondrial activity to determine if the increased levels of mitochondrial area and ATP in the CC and ID treated cells led to increased metabolic activity or was due to increased levels of dysfunctional mitochondria. None of the nanoparticle treatments showed a significant difference to untreated control cells in metabolic rate after a 4-hour incubation with the resazurin substrate (Figure 4-13D). After 22 hours, both the untreated cells and IONP treated cells, had metabolised all the substrate and the assay had plateaued, showing no lasting defect in metabolic rate.

Figure 4-14: None of the IONP treatments cause any major changes in cell morphology. A) Representative images of cell morphology by light microscopy for IONP treated CHO-H1 cells (24hP:24h/48hCH). n=3. B) Representative images of IONP treated (24hP:24hCH) CHO-H1 cells, (top row) cytoskeletal stain, phalloidin (green), and (bottom row) cell membrane stain, wheat germ agglutinin (WGA - red), both counterstained with Hoechst nuclear stain (blue). n=3. UT=untreated control cells. Scale bars = 40 µm.
For the IONP treatments where mitochondrial area was raised, a reduced ratio of mitochondrial activity (resazurin data) to mitochondrial area (MitoTracker area data) would indicate an increase in dysfunctional mitochondria, while an increased or equal ratio would indicate an increase in active mitochondria. Determination of the mitochondrial activity/area

Figure 4-15: No evidence of Caspase3-mediated apoptosis or micronuclei-related genotoxicity was found for any of the IONP treatments. A) Representative images for (top row) Nucview (caspase3-mediated apoptosis) stained CHO H1 cells treated with IONP (24hP:24hCH) and (bottom row) the same cells counterstained with Hoechst nuclear stain. B) Nucview stained images fluorescence intensity quantified by plot profile (8 images/treatment/repeat). Camptothecin is a positive control for caspase3-mediated apoptosis. Scale bar = 40 µm. Data presented as average bars ± SD. n=2. C) Number of micronuclei/cells counted manually using Hoechst staining (9 images/treatment/repeat) of IONP treated cells (24hP:24hCH). Data represents mean ± SD and analysis by One-way ANOVA with Dunnett’s post hoc test; no significance detected. n=9. UT=untreated control cells.
ratio for the IONP treated cell showed both CC and ID treatments led to a ratio reduction (Figure 4-13E). CC and ID treated cells showed significant 19% and 15% reductions, respectively, while LRL treatment was not significantly different to the untreated control cells.

4.3.7 Cellular toxicity of IONP treatments
Light microscopy images of dextran coated IONP treated CHO H1 cells showed no visible morphological defects (e.g. no blebbing or reduced adhesion of the cells), in comparison to the untreated cells, after a 24-hour pulse and either a 24-hour or 48-hour chase with nanoparticles (Figure 4-14A). This result was supported by cytoskeleton and membrane staining in the CHO H1 cells after IONP treatment (24h pulse :24h chase), images of which showed general cell shape and size was consistent between treated and control cells (Figure 4-14B). Cells from all IONP treatment groups were, in a similar manner to the untreated control cells, abundant and mostly well-adhered to the plate surface and not rounding up (a sign of apoptosis).

Staining with the Nucview probe suggested there was no induction of caspase3-mediated apoptosis in IONP-treated cells (24hP:24hCH), but due to only two repeats the data could not be statistically analysed (Figure 4-15A and B).

In cells, increased micronuclei production can be an indicator of genotoxicity, with cells trying to eject damaged DNA in extra-nuclear bodies called micronuclei (Figure 4-15D). Yet none of the coated IONP treatments (24hP:24hCH) significantly increased micronuclei production (micronuclei count/cell count) compared to in the untreated control cells (Figure 4-15C).
4.4 Discussion

4.4.1 Electron microscopy (EM) for IONP characterisation
The IONPs in this chapter were each chosen for being a mix of iron oxide and dextran in different conformations, for comparison of the different compositions. The LRL and CC nanoparticles both have iron oxide cores coated with dextran, but different core iron compositions, with the LRL nanoparticle more magnetite ($\text{Fe}_3\text{O}_4$) than maghemite ($\gamma$-$\text{Fe}_2\text{O}_3$) and the CC nanoparticle an equal balance of magnetite and maghemite. The average CC nanoparticle cores are also larger than the average LRL cores, with a wider range of core sizes and a less circular and more hexagonal crystalline confirmation. For both LRL and CC nanoparticles these core sizes indicated by TEM, conform to the core sizes indicated for these nanoparticles by the company from which they were obtained. The ID nanoparticles majorly differ from the other two in both having a dextran core and iron oxide coating. This inverse conformation compared to the other two nanoparticles makes the iron oxide more bioavailable. Secondly the iron oxide in ID nanoparticles is FeO compared to a magnetite/maghemite mix, so ID nanoparticles are not SPIONs and will not demonstrate superparamagnetic properties. Therefore, although these nanoparticles are all iron oxide, dextran mixes, they differ considerably in conformation, composition, size and magnetism, all of which may impact toxicity.

4.4.2 Degradation of IONP to release free iron.
Phen green quenching suggested increased free iron (most strongly binds $\text{Fe}^{2+}$ but also $\text{Fe}^{3+}$) in CC and ID treated cells, indicating these nanoparticles degrade more quickly in cellulo than LRL nanoparticles. Despite the broad range of ions that Phen green can detect, it is most strongly quenched by iron and copper ions (Petrat et al. 1999; Shingles et al. 2004). The identified changes are likely to be due to $\text{Fe}^{2+}$ and $\text{Fe}^{3+}$ as the treated cells are being exposed to a high concentrations of iron oxide in the form of nanoparticles. Yet it is possible that if the free iron is mostly contained in the lysosomes it could impact on the flux of other metal ions into the cytoplasm, which could also impact the Phen green quenching. In vivo mouse and rat data suggests iron overload depletes serum and liver copper levels (Wang et al. 2018) and may alter zinc levels (Vayenas et al. 1998). However, the Calcein-AM also supports the Phen green data, with CC and ID showing significant quenching in cellulo. Both
these stains are likely showing the presence of free iron in the cytoplasm, with calcein shown to only weakly fluoresce at the low pH of lysosomes (Tenopoulou et al. 2007), while Phen green may fluoresce in endo-lysosomes (Petrat et al. 1999; Nash et al. 2019). For also detecting late-endosomal/lysosomal free iron with Calcein-AM, taking this experiment a step further by bursting the lysosomes to release the free iron and detecting how this affects calcein quenching in IONP treated cells compared to control cells, could independently indicate lysosomal free iron levels.

The ferrozine assays demonstrated that degradation of the nanoparticles to release Fe\(^2+\) was strongly pH dependent, with a lower pH linked to faster nanoparticle degradation. The stability of the IONP enhanced by the dextran coat did not prevent Fe\(^2+\) or Fe\(^3+\) release by 24-hour (37°C) incubation at pH3 compared to pH7, and to a lesser degree at pH5 compared to pH7 with this as the more representative pH for cellular experiments being closer to physiological lysosomal pH. This supports previous data suggesting nanoparticles breakdown more rapidly in low pH environments, such as the lysosome, with much lower degradation in more neutral pH environments, such as the cytosol (Lévy et al. 2010; Briceño et al. 2017). The correlation of iron nanoparticle degradation with pH, seen in this study also closely matches previous in vitro experiments detecting iron release by solution colour change, which found that under physiological conditions (pH4.5/37°C) magnetite nanoparticle solutions changed colour from dark orange to yellow within 24 h, indicating major degradation (Gutiérrez et al. 2015). Incubation of the nanoparticles in this chapter at 37°C was to represent human body temperature, to determine if IONP start to undergo breakdown to release Fe\(^2+\) and Fe\(^3+\) within 24-hours of reaching an acidic environment in cells (~pH5), such as the lysosome. Previous work in the lab has shown that LRL nanoparticles can be endocytosed and reach late endosomes/lysosomes with an acidic environment within 24 hours (Walker 2015; Walker and Lloyd-Evans 2015). It is known to take around 2-4 hours (cell type dependent) for endocytosed material to move through the endolysosomal system into the lysosome, although this may be longer in cells with trafficking defects, for example in lysosomal storage disease cells, such as NPC1 mutant cells (Lloyd-Evans et al. 2008).

In support of the Phen green data, the ferrozine assays, showed that the LRL nanoparticles degraded to release significant Fe\(^2+\) increases by 2-hours in pH3 buffer, yet at neither 2-hour
nor 24-hour incubation time points was pH5 significantly different to pH7 degradation. This suggests that at pH5 (near physiological lysosomal pH) LRL does not degrade significantly more than at neutral pH7, but is very strongly affected by very low pH, such as pH3, which is below the physiological lysosomal pH exhibited by cells. The ferrozine assays also suggested there was differences in how quickly the nanoparticles would start to cause increased Fe$^{2+}$ in low pH citrate-phosphate buffer. The CC nanoparticles exhibited very quick Fe$^{2+}$ release in pH3 buffer compared to pH7 buffer, within the plating and incubation times (~30-40 minutes). This release in pH3 buffer was then fairly consistent across all three time points, suggesting CC nanoparticles are strongly sensitive to very low pH buffer. Yet it was not until 24-hours that a change was identified between free iron release in pH5 buffer compared to pH7 buffer, with this being the only nanoparticle to release a significant increase in Fe$^{2+}$ at pH5. ID nanoparticles caused increased free iron concentrations only after 24 hours of incubation, suggesting in a buffer-only environment these nanoparticles breakdown much slower. After 24-hours incubation at physiological lysosomal pH5, ID nanoparticles only released a significant difference in Fe$^{3+}$, also being the only nanoparticle of the three to release a significant amount of Fe$^{3+}$ at any time point. When observing the changes in pH5 data, this matches the Phen green staining to show no significant release of either Fe$^{2+}$ or Fe$^{3+}$ for LRL nanoparticles, significant Fe$^{2+}$ release at 24-hours for CC nanoparticles and significant Fe$^{3+}$ release at 24-hours for ID nanoparticles. The difference in the major iron species released by CC and ID will likely affect their toxicity to the lysosome and the cell. As Fe$^{3+}$ cannot cross cell membranes unless bound to transferrin or other transport molecules, it may have a greater effect within the lysosome, compared to Fe$^{2+}$. Several channels can transport Fe$^{2+}$ out of the lysosome, including, DMT1, ZIP14 and TRPML1 (Gunshin et al. 1997; Dong et al. 2008), while Fe$^{3+}$ needs to be converted to Fe$^{2+}$ by ascorbate or an endosomal reductase in the acidic environment of a late endosome or lysosome. Based on the ferrozine assay data it would be of interest to further investigate which iron species are being released but to observe this in the cellular environment to see if the degradative effects are the same in cellulo. The use of an Fe$^{2+}$ specific iron probe, such as FeRhoNox, may be a useful next step in this direction (Hirayama et al. 2013).

The ferrozine assay used a citrate-phosphate buffer to mimic the lysosomal environment, along with utilising the buffers wide pH range. Yet use of this buffer does not encompass all
the characteristics of the lysosome. Perhaps importantly the effect of proteins interacting with nanoparticles is ignored. Certain proteins, such as serum albumin, can provide a protective effect against nanoparticle degradation at low pH by attaching to the dextran coat and/or to the uncoated surface of the nanoparticles, known as a protein corona (Sakulkhu et al. 2014). A protein corona has been shown to reduce cytotoxicity of both uncoated and PEG-coated IONP (Escamilla-Rivera et al. 2016). The presence of a protein corona can reduce the uptake of uncoated IONP, while promoting a decrease in ROS and preventing secretion of inflammatory cytokines IL-1β and TNF-α in PEG coated IONP, but not affecting their uptake (Escamilla-Rivera et al. 2016). A protective effect was evidenced with LRL nanoparticles by preincubating them with bovine serum albumin (BSA) prior to the ferrozine assay. Decreased nanoparticle breakdown was shown, in samples of both uncoated magnetite nanoparticles (3 nm) and LRL nanoparticles preincubated with BSA protein, suggesting this protective effect can act on the uncoated core of a nanoparticle and does not require the presence of a dextran coat. In particular, dextran, as a nanoparticle coating, has been shown to breakdown faster under lower (lysosomal range) pH values in the presence citrate or similar metallic chelates that could be found in the lysosome (Arbab et al. 2005). It is unknown how quickly the dextran degrades on the LRL, CC and ID lysosomes used in these experiments, which could be an area for further study.

4.4.3 Impacts of IONPs on lysosomal function and autophagy
The results of the acridine orange lysosomal stability assay support the Phen green staining in that IONP degradation is occurring and that Fe²⁺ and Fe³⁺ are being released in the lysosomes of cells treated with CC nanoparticles, but not with LRL. Release of Fe²⁺ or Fe³⁺ from nanoparticle degradation in acidic organelles, such as the lysosome, can lead to Fenton and Haber-Weiss reactions that produce ROS, namely hydroxyl radicals, which can alter or damage the lysosomal membrane. The presence of punctate dimerised (red) staining in the acridine orange-stained cells at the beginning of the experiment, suggests lysosomal membranes are intact and at least partially acidified, yet the acridine orange membrane stability assay indicates, in the case of CC nanoparticles, that the lysosomal membrane is more susceptible to damage from events like the UV induced destabilisation used in the assay.
While CC treatment caused significantly increased monomer (green) acridine orange fluorescence compared to control cells by 2 minutes, LRL and ID treatments did not affect fluorescence increase to the same extent and were not significantly different to control cells. This may be suggestive that lysosomal membranes have not been destabilised as greatly, if at all, in the LRL and ID treated cells. So, while CC and ID treatments both caused similar Phen green quenching, suggesting a similar iron ion release from these nanoparticles in cells, only CC treatment led to significantly increased lysosomal membrane instability. This may suggest that the concentration of free iron itself is not key to toxicity and that phenotypic toxicity varies according to the specific degradation pathway of the nanoparticle. However, it may also be the case that if the greater free iron release, suggested by Phen green staining in ID treated cells, has already greatly damaged lysosomal membranes prior to the acridine orange experiment, there may be fewer acidic vesicles accumulating dimerised acridine orange to have their membranes destabilised. If this were the case it would ameliorate the ability of the acridine orange experiment to evaluate lysosomal membrane stability comparatively in these cells. This possibility should be further evaluated by imaging acridine orange staining in the cells without UV (365 nm) light to compare and quantify dimerised acridine orange fluorescence (acidic vesicles) between treatment and control cells. Hydrogen peroxide, a type of ROS, has been shown to produce a drop in dimerised acridine orange fluorescence, indicating reduced acidic compartments mainly late endosomes and lysosomes, in acridine orange-stained cells (Boya and Kroemer 2008). Dimerised acridine orange fluorescence has also been shown to be attenuated by 10-50 µg Fe/mL carboxydextran-coated magnetite/maghemite nanoparticles in microglial cells (Wu et al. 2013a).

Despite CC and LRL nanoparticles both having an iron oxide core and dextran coat, both Phen green and acridine orange staining suggest that the LRL nanoparticles have greater stability than CC nanoparticles, with potentially less in situ degradation and lysosomal membrane toxicity. This then suggests that a dextran coat may not protect all nanoparticles to the same extent and does not provide a blanket stability against degradation to all nanoparticles equally.

A change in LysoTracker staining after CC and ID treatments, but not LRL, is an important finding as the lysosome is likely to be the cellular organelle first, and possibly most, affected
by iron ion release from nanoparticle degradation. Release of free iron, particularly \( \text{Fe}^{2+} \), can lead to the production of ROS which can damage the lysosomal membrane and cause lysosomal deacidification, which abolishes LysoTracker green staining if the pH rises above pH 5.4. Previous studies have shown that IONP can localise to lysosomes by LysoTracker staining in microglial cells (Wu et al. 2013a) and MCF-7 cells (Zhang et al. 2016a), electron microscopy in THP-1 macrophages (Escamilla-Rivera et al. 2016), light microscopy and electron microscopy in RAW macrophages (Park et al. 2014a) and LAMP-1 staining in adipose tissue-derived stem cells (Kasten et al. 2014). Uptake of the LRL nanoparticles in CHO H1 cells and strong co-localisation with the lysosomes after a 24-hour pulse and 24-hour chase has also been demonstrated (Walker 2015). The ability of certain IONP to reduce LysoTracker staining also corroborates findings of a previous study which found that exposure to iron oxide nanocubes and nanoclusters (100 µg/mL) significantly reduced LysoTracker fluorescence detected in Alexander, HepG2 and Huh7 cells (Levada et al. 2020). Although this is a quick and reliable cell stain that many studies have used to assess lysosomal localisation, fairly few studies have gone on to quantify the LysoTracker fluorescence and compare nanoparticle treated cells to control cells. The significant reduction in LysoTracker staining found in this study suggests it should be a staple initial phenotype for investigation of cellular nanoparticle toxicity.

An acidic environment is necessary for LysoTracker fluorescence and deacidification of the lysosome above pH 5.4 abolishes LysoTracker fluorescence. This is the mechanism of action for the negative control Bafilomycin A1, where deacidification of the entire endocytic system causes a major increase in pH. Reduced LysoTracker area after IONP treatments may suggest a reduced number of lysosomes through reduced production or increased depletion, or may suggest deacidification of lysosomes due to membrane damage. Deacidification of lysosomes after nanoparticle degradation in cells, has previously been suggested to be due to the production of ROS from the free iron causing lysosomal membrane permeabilisation (Levada et al. 2020) as a result of lipid peroxidation (Johansson et al. 2010). Chronic iron overload (100 µM \( \text{FeSO}_4 \)) has been shown to reduce lysosomal pH, while increasing LysoTracker staining in human macrophage cells (Kao et al. 2016). A carboxydextran-coated magnetite/maghemite nanoparticle treatment in murine microglial cells attenuated acridine orange red fluorescence, suggesting increased membrane
permeability while also demonstrating a markedly reduced fluorescence of Lysosensor staining indicating an increase in lysosomal pH (Wu et al. 2013a). Yet, at least in CC cells, the acridine orange lysosomal membrane stability assay indicates the lysosomal membrane is likely intact and not permeabilised.

A mild increase in autophagic vesicles was seen in CC treated cells, while no defect was seen in ID treated cells suggesting iron ion release between these two IONPs affects the cell differently. Previous studies have also found IONP treatments can induce autophagy (Khan et al. 2012; Park et al. 2014a; Wu et al. 2017b). Accumulation of autophagosomes, the primary macro-autophagy vesicle, can result from promotion of autophagy induction or blockage of autophagosome turnover by lysosomes (Mizushima et al. 2010). The Cyto-ID increase seen in CC treated cells could be due to both; lysosomal-autophagosome fusion could be blocked by damage to the lysosomes from ROS and lipid peroxidation. It is equally possible that autophagy is induced by nanoparticle treatment and indeed previous work on dextran coated IONPs has shown that the autophagosome accumulation is induced by induction of autophagy rather than a blockade of autophagy flux (Wu et al. 2017b). Silver nanoparticles have been shown to cause nuclear translocation of TFEB, which acts as the master regulator of autophagy and lysosomal biogenesis, in an mTORC1 independent pathway (Lin et al. 2018). While a study with carboxymethyl-dextran coated magnetite nanoparticle from Chemicell (same company as CC nanoparticles in this study) showed evidence that lysosomal dysfunction caused by the nanoparticle treatment led to changes in subcellular localisation of phosphorylated mTOR and p53, with subsequent initiation of autophagic flux (Uzhytchak et al. 2020). In a murine alveolar macrophage cell line, magnetite treated cells showed an increase in the number of autophagosome vacuoles while maghemite treated cells formed large vacuoles in the cytosol (Park et al. 2014b).

However, a different study using uncoated magnetite nanoparticles found they induced autophagosome accumulation (increased autophagy) through multiple mechanisms, namely lysosome impairment, mitochondrial damage, and ER stress (Zhang et al. 2016a). It is not clear across the field that there is any one key mechanism for autophagy induction, except that it seems highly variable, probably inducible by several mechanisms simultaneously. It is likely that nanoparticle composition and coating have a strong impact on probability and mechanism of autophagy induction as well as being affected by cell type.
ID treatment, which affected lysotracker staining, did not alter autophagy, unlike CC treatment. This then suggests it is not just the lysosomal dysfunction that is leading to autophagy induction but may be more about the mechanism of free iron release or which organelles are most affected, with damage to lysosomes, mitochondria or the ER able to trigger induction of autophagy (Stern et al. 2012). Some studies suggest a pro-survival effect of autophagy induced by nanoparticle treatment, with autophagy acting to reduce oxidative stress by aiming to sequester nanoparticles in autophagosomes and lysosomes and remove organelles and cellular components which have been damaged by nanoparticle-related activities (Duan et al. 2019; Jin et al. 2019). To indicate if this is the case and to what degree autophagic flux is affected by CC treatment, further investigation of this phenotype would be a useful next step for this project.

4.4.4 Lysosomal-related IONP phenotypes
Increased cellular autofluorescence can be a sign of lysosomal enzyme dysfunction leading to increased production and accumulation of autofluorescent substrates, such as lipofuscin (Kennedy et al. 1995; Guha et al. 2014). This process is often seen in aging of non-proliferative cells and in some lysosomal storage disorders where certain lysosomal enzyme function is altered due to genetic mutation (Moreno-Garcia et al. 2018). No increase in autofluorescence was seen with any of the coated IONP treatments, suggesting that during the treatment period, the IONP-related lysosomal dysfunction was not to a level of severity that led to the accumulation autofluorescent material. In this study, a fairly short incubation time was used to identify early toxicity after a relatively high dose of IONP, but if a longer incubation period is investigated in the future, then autofluorescence may be worth reinvestigating.

The significantly increased lipid peroxidation seen in CC and ID treated cells suggests that there is increased ROS production in these cells which is causing damage to the lipids. Lipid peroxidation is a very common cytotoxic effect of heavy metal nanoparticle treatments, particularly strongly associated to free iron (Minotti 1993). There is evidence for increased lipid peroxidation in cells/tissues after iron oxides treatments with both magnetite nanoparticles (Wang et al. 2014; Gao et al. 2021) or maghemite nanoparticles (Alarifi et al. 2014; Gaharwar et al. 2020). Therefore, the identification of lipid peroxidation after IONP
treatments in this study supports similar findings in the field. The increased lipid peroxidation in the CC and ID but not the LRL treated cells, fits with the pattern of increased free iron and lysosomal dysfunction seen with CC and ID treatments. One study has shown that increased lipid peroxidation after IONP treatment is dependent on acidic (lysosomal) pH, with no changes seen at cytosolic pH (Wang et al. 2014). Therefore, the increased lipid peroxidation of CC and ID may also act as further evidence of free iron release in the acidic lysosomal (or late endosomal) compartments. This data also demonstrates that the attributes of the LRL nanoparticles that reduce/slow its degradation and lysosomal toxicity are also having a protective effect against lipid peroxidation. In use of this nanoparticle toxicity model, a Malondialdehyde (MDA) assay (Gao et al. 2021) could also be run on the nanoparticle treated cells, to confirm the lipid peroxidation phenotype when detected by DPPP staining. This assay works by measuring MDA levels in the cells, as MDA is a by-product of lipid peroxidation during oxidative stress.

To investigate further what type of reactive oxygen species may be causing the lipid peroxidation identified, super oxide-ID (SO-ID) staining was performed on the cells. SO-ID does not detect hydroxyl radicals, which are the dominant form of reactive oxygen species induced by Fenton reactions (Neyens and Baeyens 2003). Hydroxyl radicals have specifically been shown to be produced by Fenton reactions on the surface of iron oxide nanoparticles (Voinov et al. 2011). The hydroxyl radical has a very short half-life as it is highly reactive and so can be more difficult to detect than other reactive oxygen species, such as super oxide (Goldstein et al. 1993). Therefore, the lack of superoxide staining in any of the nanoparticle treated cells may be suggestive that if the lipid peroxidation and reduced lysosomal staining are triggered by ROS, that it is likely to be primarily hydroxyl radicals rather than superoxide, which is often produced by faults in the electron transport chain of mitochondria. A future aim of the project should be to confirm whether increased reactive oxygen species other than superoxide are present using a detection method that has the capability to detect hydroxyl radicals, such as the total ROS detection assay kit (ENZO). Even if their short life makes the hydroxyl radicals undetectable by alternative assays, by ruling out the longer-lived ROS, this may be a further indication of the role of hydroxyl radicals in the identified lipid peroxidation.
4.4.5 Fura-2,AM as a Ca2+ probe and free iron indicator
The lysosome is an important hub for regulating intracellular Ca2+ signalling as well as acting as a Ca2+ store (Lloyd-Evans and Platt 2011). Therefore, when investigating defects in the lysosome, Ca2+ signalling should also be investigated, as this is a major way that lysosomal defects can affect cellular signalling and other cellular organelles. An increase in lysosomal Ca2+ content was only seen in CC treated cells, not in LRL or ID treated cells. Oxidative stress, as often seen in nanoparticle treatments, has been shown to alter intracellular Ca2+ (Ermak and Davies 2002). Yet, in this project, as none of the IONP treatments showed reduced lysosomal Ca2+ content, this suggests the lysosomal membranes remained intact. Although the acridine orange lysosomal membrane stability assay suggests the lysosomes of CC treated cells may have reduced membrane stability, the raised lysosomal Ca2+ content indicates they are stressed and not completely destabilised. Yet decreased lysosomal pH and lysosomal defects, as often seen in lysosomal storage disorders, normally reduce lysosomal Ca2+ (Alshehri 2019; Lloyd-Evans and Waller-Evans 2020).

The CC nanoparticle treatment was the only one to have caused significantly increased autophagy, and to have significantly dysregulated lysosomal Ca2+ release. It has been shown that increased TFEB expression can increase lysosomal Ca2+ (Sbano et al. 2017) and that induction of autophagy induced TFEB expression can upregulate TFEB expression in a positive feedback loop (Zhang et al. 2020b). In this way, induction of autophagy in CC treated cells by ROS or lipid peroxidation caused by nanoparticle degradation and free iron, could in turn upregulate TFEB and then increase lysosomal Ca2+ levels. Therefore, determination of TFEB localisations in the IONP treated cells would be an important next step for the project.

As early as the 1980s, quenching of Ca2+ sensitive probes by heavy metals, including Fe2+ was identified, first in quin-2 (Arslan et al. 1985) then in Fura-2 (Snitsarev et al. 1996). A subsequent study by Kress et al. (2002) found that in primary cultured cells, Fura-2 can be used as an indicator of free ferrous iron (Fe2+) levels by measuring quenching of the probe. The results of this study similarly suggest Fe2+ can quench Fura-2 staining both in cellular and non-cellular environments, but also found Fe3+ could quench Fura-2 to an equal degree, although repeats are needed so this data can be statistically analysed. LRL was shown as the only nanoparticle in this study to significantly affect Fura-2,AM staining, differing compared
to the Phen green and calcien data which suggested highest levels of free iron after CC and ID treatments. Iron quenching of the Fura-2,AM probe does not appear to be ratiometric between 340/365nm and 380nm excitation, as it is for detecting Ca$^{2+}$, so it is difficult to tell if this change in fluorescence is due to a difference in loading of the probe, or due to free iron-related quenching. It is also possible that the probe is affected by differences in intracellular Ca$^{2+}$ levels between the different treatments. For use as a quantifiable measure of free iron, a further experiment to check equal loading of the probe and to check the quenching is truly due to free iron would be needed. This could be best achieved through demonstrating unquenching of Fura-2,AM upon treatment with either a membrane permeant iron chelator or ionophore.

4.4.6 Mitochondrial-related phenotypes
MitoTracker green staining suggested an increased number of mitochondria or larger mitochondria in the CC and ID treated cells. This was supported by quantification of ATP levels, which were also elevated for CC and ID. Neither mitochondrial marker was significantly raised after LRL treatment, similar to the previous phenotypes, suggesting LRL has little effect on mitochondrial function compared to CC and ID treatments. Mitochondrial activity, measured by a resazurin assay showed that the overall metabolism in the treated cells was not changing. The ratio of mitochondrial activity to mitochondrial area is the key finding, demonstrating that in CC and ID treated cells, while there is an increase in mitochondria, the activity per mitochondria is significantly reduced. This finding suggests the cells are increasing mitochondrial biogenesis, reducing mitochondrial degradation or that there is an increased level of mitochondrial autophagy, to maintain a normal level of cellular metabolism despite falling mitochondrial activity. In CC treated cells, autophagy is increased, which likely accounts for these changes, however in ID an increase in autophagy is not detected and so in these cells the changes seen in mitochondria may have been driven by a different process.

In support of this finding, Zhang et al. (2020a) have recently shown that dendritic cells treated with PEG-COOH-coated Fe$_3$O$_4$ nanoparticles also exhibited increased mitochondrial biogenesis. Their nanoparticle treatment led to mitochondrial fragmentation and ultrastructural changes inducing mitochondrial dysfunction that would affect metabolism, a
change also found in this study. However, Zhang et al. (2020a) also found that the PEG-COOH-coated Fe₃O₄ nanoparticles reduced autophagy in opposition to the findings in this study. This difference could be due to the differences between PEG-COOH and dextran coating of the nanoparticles. Several studies have suggested that the induction of autophagy in IONP treated cells can be triggered by mitochondrial damage caused by the nanoparticles (Park et al. 2014a; Zhang et al. 2016a). When mitochondria become damaged by ROS, autophagy can be induced to mitigate the damage by degrading damaged mitochondria.

MCF-7 cells treated with Fe₃O₄ nanoparticles for 24 hours exhibited a decrease in mitochondrial membrane potential and an increase in ROS production alongside autophagy induction (Zhang et al. 2016a). Mitochondrial damage can lead to a decrease in ATP which is detected by AMPK in the cytoplasm triggering its phosphorylation so it can inhibit mTOR to induce autophagy (Kim et al. 2011). The increased ATP seen in this study is likely a secondary effect from the increased mitochondrial biosynthesis, also triggered by mitochondrial damage. Yet whereas mitochondrial damage could be an inducer of autophagy in the CC treated cells, no increase of autophagy was seen in the ID treated cells. This suggests that either the mitochondrial damage in ID treated cells is different to that in the CC, one inducing autophagy and the other not, or that the induction of autophagy in the CC treated cells is not primarily driven by the mitochondrial damage. As previously discussed, (Section 4.4.3) there are also several mechanisms by which lysosomal dysfunction can induce autophagy. For a large or quick induction of autophagy both lysosomal and mitochondrial defects may be necessary, while this process and the specifications are likely cell type dependent.

It has been shown that coating magnetite nanoparticles with a polymer, poly(lactic-co-glycolic acid), can reduce their toxicity abolishing the mitochondrial membrane potential defect and ROS accumulation seen with the same nanoparticles uncoated (Zhang et al. 2016a). In this thesis chapter the LRL nanoparticles’ dextran coating appears to be highly protective, as no mitochondrial defects or lipid peroxidation was induced in the cells. However, the CC nanoparticle is also dextran coated, but in this case the dextran coat does not appear to provide equally protective effects.

In one study using isolated mitochondria (in vitro) extracted from several different mouse organs and incubated with Fe₃O₄ nanoparticles across a large concentration range (100 -500
µg/mL), no mitochondrial impairment in mitochondrial respiratory chain complexes activities or coupling occurred (Baratli et al. 2013). The lack of mitochondrial defects despite the high concentrations is presumably because of the neutral pH the nanoparticles were exposed to in the isolated mitochondria. This is most likely suggestive of the initial need for exposure of the nanoparticles to an acidic compartment, such as the lysosome, which can promote degradation, releasing iron ions, which through Fenton reactions can produce ROS that in turn can damage mitochondria. Without the degradation step, which is only likely to occur at the necessary speed for toxicity in acidified lysosomes, IONP may be significantly less toxic.

4.4.7 Cellular toxicity of IONP treatments
Despite a fairly high concentration of iron (1 mg/mL) being added to the cells, no changes in cell morphology were seen after a 24-hour pulse and 24- or 48-hour chase with any of the dextran-coated IONPs. Neither were changes seen in the cell cytoskeleton or membrane morphology after a 24-hour pulse and 24-hour chase with the IONPs. Caspase3-mediated apoptosis has previously been identified as a potential cell death pathway for nanoparticle induced toxicity in silver nanoparticles (Siddiqi et al. 2012), so was also briefly investigated in this study. A concentration-dependent increase in micronuclei production has also been identified in HEP-G2 cells treated with a dextran coated SPION (Seo et al. 2017). Yet no increase in Caspase3-mediated apoptosis or micronuclei-related genotoxicity was seen in this study for CHO H1 cells treated with the dextran coated IONP for a 24-hour pulse: 24-hour chase, supporting the morphology findings that cytotoxicity for all three IONPs appears low.

Together, these results suggest none of the dextran: IONP treatments in this study strongly impact cell survival after 2-3 day (pulse: chase) incubations, despite high nanoparticle uptake by the cells (unpublished data from lab). This corroborates the findings of many previous studies for the protective effect of dextran on IONP toxicity in a range of cell types (Kunzmann et al. 2011; Saraswathy et al. 2014; Remya et al. 2016; Shaterabadi et al. 2017; Unterweger et al. 2018).
Table 4-1: Comparison of phenotypes between LRL, CC and ID nanoparticles. In the table (-) stands for no significant change from control cells, (L) signifies the phenotype was significantly reduced (low) and (H) signifies the phenotype was significantly increased (high) compared to control cells. Colours signify the groupings of phenotypes: free iron release (blue), lysosomal-related (orange), mitochondria-related (green), cell morphology (purple) and cell death/toxicity (red).

<table>
<thead>
<tr>
<th>Stain or Assay</th>
<th>LRL</th>
<th>CC</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phen Green (free iron quenching)</td>
<td>-</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Calcein (free iron quenching)</td>
<td>-</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Acidine Orange (lysosomal membrane stability)</td>
<td>-</td>
<td>L</td>
<td>-</td>
</tr>
<tr>
<td>LysoTracker (lysosomal area)</td>
<td>-</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Cyto-ID (autophagy)</td>
<td>-</td>
<td>H</td>
<td>-</td>
</tr>
<tr>
<td>Autofluorescence (lipofuscin production)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DPPP (lipid peroxidation)</td>
<td>-</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>SO-ID (super oxide)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fura-2,AM + Ionomycin/GPN (Lysosomal Ca^{2+})</td>
<td>-</td>
<td>H</td>
<td>-</td>
</tr>
<tr>
<td>MitoTracker (mitochondrial area)</td>
<td>-</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>CellTiter-Glo (ATP quantification)</td>
<td>-</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>Resazurin (cell metabolism)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Light microscopy (cell morphology)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Phalloidin/WGA (cell cytoskeleton)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Nucview (caspase-3 mediated apoptosis)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Micronuclei (genotoxicity)</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ferrozine (main iron species released)</td>
<td>-</td>
<td>Fe^{2+}</td>
<td>Fe^{3+}</td>
</tr>
</tbody>
</table>

4.4.8 Overall Conclusions
The data in this chapter provides compelling evidence for the differential effects on cellular toxicity between similar nanoparticles with minor differences in iron composition and coating. The CC and ID nanoparticles caused a range of toxicity phenotypes, but each with independent profiles. Experiments suggested that CC and ID nanoparticle treatments released the greatest levels of free iron in the cells, both causing reduction in acidified (pH<5.4) lysosomal area, increased lipid peroxidation and inducing mitochondrial defects (Table 4-1). Yet in vitro these two nanoparticle treatments differed in the iron species being
produced, with CC mainly producing Fe$^{2+}$ and ID mainly producing Fe$^{3+}$ after a 24-hour incubation at the lysosomal relevant pH5. Only the CC treatment also led to additional defects, including decreased lysosomal membrane stability, increased autophagy and increased lysosomal Ca$^{2+}$. It is likely these phenotypes could be related, as changes in lysosomal Ca$^{2+}$ as well as increased production of ROS (which can damage or partially destabilise the lysosomal membrane) can lead to increased cellular autophagy.

LRL nanoparticles proved to have very low toxicity across all the experiments, demonstrating low release of Fe$^{2+}$ and Fe$^{3+}$ at lysosomal pH (~5) both in *in vitro* and *in cellulo* experiments. The LRL nanoparticles did not affect lysosomal area, lysosomal membrane stability, autophagy, lipid peroxidation, lysosomal Ca$^{2+}$ or mitochondrial phenotypes (Table 4-1). The small size of the LRL nanoparticles, leading to a higher dextran to iron ratio, may be a factor in their lower cytotoxicity, while the dextran coating also likely contributes to the nanoparticle’s high stability. The consistency of the LRL nanoparticles in both size and shape, as shown by TEM, suggests an effective and reproducible manufacturing process, which may also indicate a strongly bonded dextran coating process, in comparison to CC nanoparticles. The ratio of LRL being more prominently magnetite, rather than CC with a more equal mix, may also improve the general stability of this nanoparticle.

For use in lysosomal extraction, the chosen nanoparticle needs to have low toxicity to lysosomes and low general cytotoxicity to ensure high lysosomal yields and ensure that lysosomal phenotypes are unaffected by the nanoparticles. As these experiments were using a nanoparticle concentration and pulse:chase timeframe that would be necessary for lysosomal extraction, this data indicates that LRL nanoparticles have low toxicity on the cell, validating its ongoing use for magnetic lysosomal extraction.
5 Chapter Five: Investigating toxicity of LRL and ID nanoparticles in an in vivo developmental zebrafish model

5.1 Introduction

5.1.1 Introduction to zebrafish
The Zebrafish (Danio rerio) is a tropical freshwater fish from the minnow family, with populations in India, Nepal, and Bangladesh (Parichy 2015). Zebrafish are aptly named for the distinctive horizontal stripes along the sides of their body. Typically, zebrafish have four to five horizontal blue/black stripes on each side formed by pigment cells called melanophores (Kossack and Draper 2019). While this is the classic form, there are many diverse zebrafish strains which differ morphologically, genetically, physiologically and to some degree behaviourally (Seguret et al. 2016; van den Bos et al. 2017).

In captivity, the zebrafish can live for over 5 years, however, normally they live for only 2-3 years, but reach sexual maturity at ~3 months when grown optimally at 37° (Kishi et al. 2009; Parichy et al. 2009). Their typical habitat in the wild consists of shallow, slow-moving streams and still pools, with wild zebrafish as omnivores feeding on small organisms (insects, crustaceans, and zooplankton) or plant material and detritus that lives in or enters their stream environment (Parichy 2015).

5.1.2 Zebrafish breeding
An advantage of zebrafish is that the lab strains can breed all year round with a female able to produce enough eggs to breed every 5 days, although for optimum clutch numbers and greater embryonic survival 10 days between breeding is best (Hisaoka and Firlit 1962; Niimi and LaHam 1974). Zebrafish have a range of courtship and mating behaviours, and while the females can lay clutches of several hundred eggs at once, they may also lay fewer dependent on the male involved (Spence and Smith 2006). Single pair-mating of one female with one male should be set up in the afternoon prior to the day of breeding to give the zebrafish time to get acquainted with the space and each other, as breeding nearly always occurs just after daybreak (Hisaoka and Firlit 1962). In a laboratory environment ‘daybreak’
can be controlled by altering the light-dark cycle in the room where the zebrafish are kept, making embryo collection at an early developmental stage soon after fertilisation easier as breeding times are predictable.

5.1.3 Embryonic development in zebrafish

Zebrafish embryos develop into larvae very quickly, with a newly fertilised egg in the zygote period for around 40 minutes after fertilisation until the first cleavage occurs, splitting the single cell into two, able to develop from an embryo into a larvae that hatches from its chorion (an acellular envelope surrounding mature eggs) by 48-72 hours after fertilisation (Kimmel et al. 1995). A full description of the zebrafish developmental stages (with pictorial representations of each stage included) can be found in the review article by Kimmel et al. (1995).

At ~10-24 hours post fertilisation (hpf), the embryo enters the segmentation stage, where the brain regions start to form and first co-ordinated movements occur (Kimmel et al. 1995). At ~17 hours post fertilisation the embryo starts to exhibit spontaneous coiling (visible tail coiling movements), which are the result of a primitive spinal circuit rather than direct brain input and can be an easy to detect indicator of the embryos developmental progress (Saint-Amant and Drapeau 1998). Spontaneous coiling appears to peak at ~19 hours post fertilisation and then slowly declines until hatching from the chorion, a process probably aided by the coiling movements (Saint-Amant and Drapeau 1998). When development is delayed, for example by incubating embryos at a lower temperature, the peak and decline in coiling can be delayed (Saint-Amant and Drapeau 1998).

The pharyngula stage (24-48 hpf) sees rapid lengthening of the embryo and the beginning of pigmentation, with the heart becoming visible and starting to beat, pumping blood (Kimmel et al. 1995). Finally, the hatching period (48-72 hpf) occurs, when the embryo will typically break out of its protective chorion (Kimmel et al. 1995). In this stage, there is rapid development of the jaw, gills and pigmentation (Kimmel et al. 1995). After the end of the third day, the zebrafish stop being referred to as embryos and start being referred to as larvae, having mostly completed morphogenesis (Kimmel et al. 1995). Once hatched, larvae start to actively swim around, active respiration occurs and the gut becomes complete enabling larvae to eat, although they are still mostly reliant on nutrients from the yolk sac,
not showing ‘independent feeding’ until ~5 days post fertilisation (dpf) (Kimmel et al. 1995; Strähle et al. 2012). At this stage, the escape response (also known as startle response) develops, where larvae will rapidly move away when exposed to abrupt stimuli, such as touch, sound, or light (Burgess and Granato 2007; Emran et al. 2008). This has evolved in the larvae as an early survival response to swim away from threatening stimuli (Budick and O'Malley 2000), but can be a useful tool in the lab to check development of neuromuscular circuits. In comparison to spontaneous coiling, which is linked to a spinal circuit, the later development of this response means it can be linked to a neuronal circuit activating selective command neurones in the hindbrain (Kohashi and Oda 2008).

5.1.4 The zebrafish chorion
As mentioned above, the chorion is a protective acellular envelope composed mainly of proteins and glycoproteins, with low levels of lipids, surrounding the zebrafish embryo until hatching occurs around 3 dpf (Bonsignorio et al. 1996; Hachicho et al. 2015). The chorion can pose as an obstacle in some embryonic experiments as it acts as a barrier to certain molecules, dependent on size and charge, can obstruct vision of the embryo, and block physical manipulation. The chorion can be removed either manually with forceps or by treatment with digestive enzyme solutions, such as pronase (Henn and Braunbeck 2011). However, premature removal of the chorion can both reduce embryo survival rates and effect behavioural responses (Henn and Braunbeck 2011). The chorion membrane complex consists of three separate layers together building a barrier around 1.5-2.5 μm in thickness; shown by electron microscopy to have electron-dense outer and inner-most layers separated by an electron-lucent middle layer (Rawson 2000). The middle and inner layers are pierced by cone shaped pore canals with an outer opening 0.5-0.7 μm distanced around 1.5-2 μm apart to allow selective molecules through the chorion (Rawson 2000).

5.1.5 Zebrafish as model organisms
The Zebrafish is swiftly growing in popularity as a model organism across many fields including genetic manipulation, disease models, drug testing, toxicology, and environmental change. There are many advantages to using zebrafish over traditional models, such as rats and mice, the primary of these being the far cheaper housing and maintenance costs alongside easy and quick breeding practises and accelerated development (embryonic
stages complete in 3 days) (Lieschke and Currie 2007). Furthermore, ex vivo fertilisation and embryogenesis in zebrafish, combined with the optical transparency of the embryos and larvae are useful attributes in developmental studies and for embryonic genetic manipulation (Lieschke and Currie 2007). Zebrafish are also particularly amenable to genetic manipulation, e.g. by morpholino, CRISPR-Cas9 and TALENs (Adamson et al. 2018). For these reasons they are often being used for genetic studies by gene knockdown or overexpression to investigate vertebrate gene function as well as the study of human disease (Lieschke and Currie 2007; Cook et al. 2020b). This has led to a push forward in mapping out the zebrafish genome, which has been completed for several of the main Danio rerio strains (Bradford et al. 2011).

One reason many scientists choose to work with mice and rats is the importance of genetic similarity in a model system and, not being mammals, fish are further from humans in terms of evolutionary distance (Howe et al. 2013). However, zebrafish share a high degree of genetic similarity to humans, with zebrafish homologues for 71% of human genes (Howe et al. 2013). This is especially evident regarding disease modelling, as 82% of human disease-associated genes have zebrafish homologues (Howe et al. 2013).

A further growing advantage of zebrafish is their utility in high-throughput drug screening and toxicology assays, allowing the significant acceleration of, and reduced costs for, drug discovery (Wiley et al. 2017). The high reproductive capacity of zebrafish, their small size and amenability of embryos/larvae to plate assay style analysis are key to their utility in these kinds of experiments (Quevedo et al. 2019). Importantly, the results of zebrafish screening seem to show a good correlation to commonly used mammalian models of toxicology (Horzmann and Freeman 2018). The development of new technologies is key to reaching the full potential for using zebrafish in high-throughput testing. One such new technology, the DanioVision, provides an environmentally controlled, plate-based imaging chamber with high sensitivity detection software that can automatically monitor and track movement of individual larvae simultaneously (Capriello et al. 2019).

Zebrafish are commonly used in heart research, as alongside their other advantages they have a rare ability to be able to repair heart muscle as well as having regenerative capabilities for their fins, spinal cord, retina, and kidney (Beffagna 2019). They are also increasingly used in neuroscience research, with the CLN3 fish model able to faithfully
recapitulate the pathological signs of CLN3 disease to a greater degree than most mouse models and having provided a model for high-throughput screening to progress the search for new small molecule therapies in this rare lysosomal storage disease (Wager et al. 2016).

A further point to address, is the ethical consideration of using zebrafish. While ethically animal use should be kept as low as possible, in cases where it is compulsory, such as in drug testing and in vivo system studies, zebrafish are considered as a fairly ethical alternative to mammalian studies (Simonetti 2016). The three “Rs” (refinement, replacement and reduction) is now a central doctrine in ethical research, and in accordance with this, use of zebrafish can be minimise animal pain, suffering and distress, particularly when choosing embryos and young larvae (up to 5 dpf) where their nervous system is yet to be fully developed and they are not yet independently feeding (Strähle et al. 2012). Use of zebrafish models at earlier stages of research may reduce the need for as many mammalian animals to be used in later stage testing and be a method to rule out unnecessary, ineffective, or less ethical treatments from further animal testing (Bailone et al. 2020).

5.1.6 Heavy metal water pollution
Pollution is a growing concern world-wide as the human lifestyle becomes increasingly unsustainable. There is a large range of polluting chemicals in aquatic environments including heavy metals, detergents, microfibers (both plastic and non-plastic), agrochemicals (fertilizers and pesticides), antibiotics, and transport-related pollutants (Bashir et al. 2020). For many of these pollutants, aquatic environments can be a major route for distribution and can act as the ultimate sink (Bashir et al. 2020).

Iron is a more complicated metal to consider as a pollutant, because it is naturally highly abundant in the Earth’s crust, is naturally found in all freshwater ecosystems (Vuori 1995), and is essential to life - as discussed in Section 1.2.1. Excess iron is commonly introduced into freshwater ecosystems by iron and coal ore mining, industrial and urban run-off and from precipitated iron in transport-related air pollution (Vuori 1995). Yet the additional impact of iron release from nanoparticle sources, such as magnetite and maghemite nanoparticles, is not well understood. A 2014 report for freshwater guidelines in England and Wales suggests freshwater iron levels should be kept below 1 µg/L (WFD 2014). The US has a criterion of 1 mg/L water iron levels for protection of aquatic life, based on limited
data collected in the 1970s, but a recent study suggests this should be re-evaluated to under 0.5 mg/L and that sensitive species may need it even lower (Cadmus et al. 2018). In many other countries freshwater iron levels are not well regulated and, in some areas, can get as high as 80-100 mg/L (Ruas et al. 2008; Su et al. 2017).

IONPs in aquatic environments may affect aquatic life in their nanoparticle form or may be degraded in the water to release free iron species. In an aqueous environment the molecular species of the iron can vary based on environmental conditions. In highly oxygenated water at a near neutral pH, Fe$^{2+}$ is readily oxidised to form Fe$^{3+}$ based hydrous iron oxides, minerals with a mixture of iron, hydroxide and weakly bound water (Lienemann et al. 1999), that often complex with organic matter (Tipping 1981). In this way environmental conditions can have a strong impact on the iron states present in an aquatic system, such as the conditions shown in Figure 5-1.

Factors contributing to oxidation:
- Reduced light levels
- High oxygenation
- Near neutral pH
- High Temperatures

Factors contributing to reduction:
- High light levels
- Hypoxic conditions
- Acidic pH
- Low temperatures

Figure 5-1: Environmental conditions can affect the balance of iron between the more toxic ferrous (Fe$^{2+}$) and less toxic ferric (Fe$^{3+}$) states. High light levels can cause photoreduction of complexed ferric iron. As oxygen is needed for oxidation, high oxygen levels can increase oxidation of ferrous iron. Ferrous iron is more stable and has higher solubility at low pH, reducing oxidation to the ferric state. High temperatures increase oxidation of ferrous iron to its ferric state.
There have been few studies on the impact on iron oxide nanoparticles (IONPs) as a water pollutant, despite their ability to release high levels of free iron, with more emphasis on their use as a potential water remediation agent, despite acknowledgement of the necessity of their subsequent removal from water supplies for environmental and public health (Aragaw et al. 2021). There is evidence of negative effects of uncoated maghemite ($\gamma$-Fe$_2$O$_3$) nanoparticles on survival and growth of green algae (Zhang et al. 2016b) and effects of haematite ($\alpha$-Fe$_2$O$_3$) nanoparticles on the development of zebrafish larvae causing mortality, hatching delay, and malformation. In one review, magnetite nanoparticles (100-1000 nm) were found in water samples from several low-polluted aquatic environments, whether of natural or human-linked production being unknown (von der Heyden et al. 2019). Yet further investigation of the prevalence of engineered or human activity-derived iron oxide nanoparticles is necessary to indicate the extent of their influence on water pollution.

Accumulation of iron, particularly in the liver and gills of fish exposed to high water iron concentrations has been shown (Avenant-Oldewage and Marx 2000; Abalaka 2015). Along with liver histopathology, other changes linked to iron overexposure in fish include, skeletal malformations, embryonic defects, and macrophage aggregates, as well as destabilised lysosomal membrane integrity, and lipopigment accumulation (Au 2004). When iron levels cross a set threshold and the iron cannot be quickly chelated, then it can lead to the production of damaging oxygen radicals (Singh et al. 2019). Sublethal iron overload in the fish species *Labeo rohita* caused significant lipid peroxidation and significant reduction in free radical scavenger’s (super oxide dismutase and catalase) (Singh et al. 2019). Yet the effects of different compositions of IONPs on aquatic life is an area that requires further study.

### 5.1.7 Zebrafish as a toxicity and pollution model

The ZET (zebrafish embryotoxicity test) is a commonly established set of testing criteria that has been used to study nanomaterial toxicity (Pereira et al. 2019). Under the ZET four specific groups of morphological alteration induced by nanomaterials have been characterised: circulatory changes, pigmentation, musculoskeletal disorders, and yolk sac alterations (Lammer et al. 2009; Pereira et al. 2019). Most of the publications of inorganic nanomaterials for zebrafish toxicity testing investigate silver, silicon, titanium and zinc, with
one publication recoded for an iron oxide, haematite ($\alpha$-Fe$_2$O$_3$) (Zhu et al. 2012; Pereira et al. 2019). Therefore, it is clear there is a clear need for more research into the toxicity of iron oxide nanoparticle in the zebrafish model, a niche this study hopes to address.

While the use of zebrafish as a toxicology model has become popular as an alternative to mammalian models, it has also been growing in popularity as a model for environmental pollution. Searching the terms ((Zebrafish) AND (pollution)) AND (environmental) on PubMed and Google Scholar shows a clear and dramatic increase in the number of publications involving zebrafish and environmental pollution over the last 30 years (Figure 5-2). From just 9 PubMed and 479 Google Scholar articles being identified in the search
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**Figure 5-2:** Use of zebrafish in researching environmental pollution has increased rapidly over the last 30 years. Numbers of papers published during the years 1990 to 2020 corresponding to the search terms ((Zebrafish) AND (pollution)) AND (environmental). Searches were done on two popular academic search engines, PubMed shown in green (left Y-axis) and Google Scholar shown in blue (right Y-axis). Terms search conducted in May 2021.

5.1.8 Aims of Chapter Five
This chapter moves from analysing the in vitro and in cellulo effects of IONPs to examining them in an in vivo model. It is important to see if the adverse effects generated by the nanoparticles in cells are not only occurring under in vitro conditions and if they contribute to defects in whole organisms, in this case using zebrafish embryos/larvae. The lysosomal purification method described for use in cells in the previous chapter, may also be a feasible method for extracting lysosomes from zebrafish as long as the treatment does not affect survival or induce toxicity. With the development of lysosomal storage disease models in zebrafish, such as the previously described CLN3 model fish, the extraction of fish lysosomes could also be a useful technique. Zebrafish embryos/larvae make an excellent in vivo model due to their many desirable characteristics, including production of large batches of eggs, external fertilisation/development, and relatively fast progression through the embryonic stages.

The nanoparticles used is this chapter are LRL and ID (refer to Figure 4-2), linking this chapter to Chapter 4 as the in vivo application of the same nanoparticles. The dextran coated nanoparticles sediment less, are more biocompatible and do not aggregate as much as uncoated iron oxides, so were ideal for optimising use of developing zebrafish as a model for testing nanoparticle toxicity. The preliminary aim was to identify any phenotypes and defects caused in embryo and larvae development which can be used as tests to compare toxicity between the two types of IONPs. The nanoparticle treated zebrafish embryos and larvae were investigated for general toxicity testing, looking at the effects on embryo survival and development, followed by motor development and movement testing.
5.2 Materials and Methods

*Maintenance and breeding of Zebrafish is detailed in methods Sections 2.6.1-2.6.3.*

*Embryos/larvae were grown and tested in E3 fish medium (Section 2.6.3).*

5.2.1 Nanoparticle treatment of developing zebrafish
At 8 hours hpf embryos were put 10/per well into a 24-well plate and treated with 1 mg/mL or 0.5 mg/mL concentrations of either LRL or ID nanoparticles (nanoparticle solutions diluted into E3 fish medium) and 100 mg/ml or 50 mg/ml for ID nanoparticles in survival studies only. Every morning after treatment, the embryos/larvae were washed in E3 fish medium and then used for experiments as necessary, before retreatment with fresh nanoparticle solution diluted in E3 fish medium after experimental recordings were completed. When not in use for experiments all embryos/larvae were kept in a 28 °C incubator. Measurements of treatment time follow days post fertilisation (dpf) or hours post fertilisation (hpf).

5.2.2 Imaging zebrafish experiments
Images, videos and observations were recorded using an Amscope trinocular stereo zoom microscope (Amscope) equipped with a Watec WAT902H CCD W85BC monochrome camera module (Watec) and Corel Video Studio 11 image capture software (Corel).

5.2.3 Survival and morphology
To evaluate survival rate, zebrafish embryos/larvae were observed during morning water change every 24 hours at 1, 2, 3 and 4 dpf and the number of surviving embryos counted and tallied as a percentage. Images were taken of the embryos at 24 and 48 hpf to show morphology and hence developmental progress.

5.2.4 Spontaneous coiling
Spontaneous coiling is the earliest motor behaviour in zebrafish embryos starting at ~17 hpf and is clearly visible as a one-sided tail coiling. To assess the effects of the nanoparticles on motor development, videos of spontaneous coiling events over 3 minutes were recorded at 24, 36 and 48 hpf and by re-watching videos the coiling events were counted manually for each embryo.
5.2.5 Heart rate
At 3 dpf, the heart rate of the zebrafish larvae over 1 minute was recorded by imaging the fish at an angle where the heart could be seen, due to the transparency of zebrafish at this age. Heart rates were counted manually as number of beats in 1 minute (beats per minute) by watching the videos in slow motion using a counting device.

5.2.6 Escape Response
At 3 dpf, the zebrafish larvae were tested for the speed of their escape response. To measure escape response an embryo was set in the centre of the camera frame, with its tail pointing into the corner of the frame and while recording it was gently touched with the end of a small pipette tip to elicit an escape response. Time taken for fish to swim out of the frame was calculated by analysing image frames at 40 ms intervals and recording the time taken for the fish to leave the field of view after touch was evoked. To watch the videos by frame and calculate frame times MPC-HC x64 video software was used.

Figure 5-3: Daniovision imaging system set-up. A single zebrafish larvae can be added to each well of the plate (as shown in the top row of plate), with the Daniovision system set up to track each individual. The Daniovision system tracks and records the path of movement of each larvae (shown in red in row two) giving readouts of both visual path tracking (red) and quantitative movement distance and velocity. All wells in the plate can be filled with zebrafish larvae and tracked simultaneously.
5.2.7 DanioVision embryo movement tracking system
At 3dpf, zebrafish larvae were plated out into 96-well plates, with one embryo/well. One plate at a time can then be placed into the DanioVision chamber, which is able to regulate the environmental temperature at 28°C, keeping the larvae in optimal conditions. The settings on the DanioVision need to be adjusted to track the individual zebrafish and identify the space in each individual well (Figure 5-3). Once set-up, the Daniovision was run to record movement and velocity of the zebrafish for 30 minutes.
5.3 Results

5.3.1 High ID concentrations are embryonically lethal
The first aim for creating an *in vivo* zebrafish model for nanoparticle treatment toxicity in
development, was to ascertain sensible dosing that would be sub-lethal, yet high enough for
any defects to be detectable. Initial concentrations for nanoparticle testing were based on
the 1 mg/mL concentrations of these nanoparticles found to be sub-lethal in cells in the
previous chapter 4, and a half concentration (0.5 mg/mL) to test for does dependency of any
potential defects.

At concentrations of 1 mg/mL and 0.5 mg/mL neither LRL nor ID nanoparticles led to
reduced survival up to 4 dpf (days post fertilisation) (*Figure 5-4A*). Both the higher doses of
ID (5 mg/mL and 10 mg/mL) caused death of all embryos in the treatment group within 3
dpf, with 70-80% dead in the first 24 hours. The toxicity was dose dependent with the
highest dose, 10 mg/mL, causing 100% embryo death by 2 dpf and 5 mg/mL causing the
same outcome by 3 dpf.

The morphology of all embryos at 24 hpf was similar and showed good development, except
for the 5 and 10 mg/mL ID treated embryos (*Figure 5-4B*). These were either dead or
showed significantly delayed development, still in the early segmentation stage (normally
10-16 hpf) before the tail starts to elongate. By 48 hpf, nearly all 5 and 10 mg/mL ID treated
embryos were dead, and in the few embryos where some morphology could still be seen it
appeared as if development had arrested at the 24-hour developmental stage. With the rest
of the treatments, the developmental stage appeared similar to the UT controls at 48 hpf.
However, at 1 mg/mL and 0.5 mg/mL ID treated embryos may have a reduction in
pigmentation at 48 hpf compared to LRL treated and untreated embryos. As the two very
high concentrations of ID caused such high levels of embryonic death by 24hpf, only the
1mg/mL and 0.5 mg/mL concentrations were used for further experiments.

5.3.2 ID nanoparticles can cause defects in early motor and cardiac development
Defects in spontaneous coiling (a repeating tail coiling event) are often an early sign of
defects in motor development in zebrafish embryos, so rate of coiling was investigated in
the nanoparticle treated embryos. Rate of spontaneous coiling was affected in the embryos
Figure 5-4: High concentrations of iron dextran (ID) nanoparticles are toxic to developing Aβ-LT zebrafish embryos. Zebrafish embryos were treated with LRL or ID nanoparticles at 0.5 or 1 mg/mL and ID only at 10 and 5 mg/mL alongside respective untreated controls (UT). A) Zebrafish survival as a percentage, counting every 24 hours to 4 days post fertilisation (dpf), when treated with metallic nanoparticles LRL or ID at a range of concentrations. Number of embryos per treatment = 90-120. B) Representative morphology images of a single embryo from each treatment group at 24- and 48-hours post fertilisation (hpf). Number of embryos per treatment = 8. Scale bars = 0.6 mm.
by the higher concentration of ID treatment (Figure 5-5A and B). Treatment with 1 mg/mL ID caused a significant 45% decrease in spontaneous coiling at 24 hpf compared to untreated control fish (Figure 5-5A). While the lower, 0.5 mg/mL, ID concentration did not cause a significant change in spontaneous coiling at 24hpf compared to untreated control fish, suggesting the effect is concentration dependent with a correlation between increasing iron dextran concentrations and reduced spontaneous coiling at 24 hpf.

Figure 5-5: Iron dextran treatments can cause spontaneous coiling and heart rate defects in developing Aβ-LT zebrafish. Zebrafish embryos were treated with LRL or ID nanoparticles at 0.5 mg/mL or 1 mg/mL concentrations alongside untreated controls (UT). Number of spontaneous coiling events over 3 minutes were recorded for each embryo at A) 24 hours post fertilisation (hpf) B) 36 hpf and C) 48 hpf. Number of embryos per treatment: A=45-59, B=48-58 and C=49-58 (2 technical repeats). Heart rate of 3 dpf larvae by was counted after treatment with either D) LRL or E) ID nanoparticles. Number of embryos per treatment: D=42 (4 technical replicates), E=20-21 (2 technical replicates). All analysis by Kruskal-Wallis test, with post hoc Dunn’s multiple comparison test comparing treatments to their respective untreated controls. * p<0.05, ** p<0.01.
At 36 hpf the effect on spontaneous coiling caused by ID treatment was reversed, with the higher 1 mg/mL ID treatment causing a significant 80% increase compared to untreated controls (Figure 5-5B). Again, the lower dose of 0.5 mg/mL ID nanoparticles was not significant, suggesting a dose-dependent effect. By 48 hpf, spontaneous coiling was very low in all treatment groups, as would be expected in normal zebrafish development (Figure 5-5C). In contrast to ID, neither concentration of the LRL nanoparticle had any effect on rate of

![Image of representative image frame sequences showing the higher concentration used of both LRL and ID nanoparticles. The time in milliseconds of each frame from initiation of response is labelled in the bottom right corner of each frame. Scale bar = 1.75 mm. Data is shown separately in graphs for B) LRL and C) ID nanoparticle treatments, counting milliseconds (ms) taken for embryos to leave the frame once the escape response is initiated. Number of embryos per treatment: B= 38-39 (4 technical replicates) and C= 20-21 (2 technical replicates). Analysis by Kruskal-Wallis test, with post hoc Dunn’s multiple comparison test comparing treatments to their respective untreated controls (all treatments non-significant).]

**Figure 5-6:** Development of an effective escape response in 3 days post fertilisation Aβ-LT zebrafish larvae was not affected by treatment with either LRL or ID nanoparticles. Zebrafish embryos were treated with LRL or ID nanoparticles at 0.5 mg/mL or 1 mg/mL concentrations alongside untreated controls (UT). **A** Representative image frame sequences are shown for the higher concentration used of both LRL and ID nanoparticles. The time in milliseconds of each frame from initiation of response is labelled in the bottom right corner of each frame. Scale bar = 1.75 mm. Data is shown separately in graphs for **B** LRL and **C** ID nanoparticle treatments, counting milliseconds (ms) taken for embryos to leave the frame once the escape response is initiated. Number of embryos per treatment: B= 38-39 (4 technical replicates) and C= 20-21 (2 technical replicates). Analysis by Kruskal-Wallis test, with post hoc Dunn’s multiple comparison test comparing treatments to their respective untreated controls (all treatments non-significant).
spontaneous coiling at either, 24, 36 or 48 hpf (Figure 5-A-C). Similarly, neither concentration of the LRL nanoparticles had any effect on larvae heart rate at 3 dpf (Figure 5-D). Only the 0.5 mg/mL ID nanoparticle treatment affected 3 dpf larvae heart rate, with a small but significant 6% increase compared to untreated control fish, meanwhile the 1 mg/mL ID treatment did not cause a significant change (Figure 5-E).

5.3.3 Neither LRL nor ID treatments affected escape response development
Escape response is a rapid movement away from a stimulus (such as touch) evolved early in fish development to protect against predators (as described in Section 5.1.4). This response presents after spontaneous coiling stops and the embryo breaks out of its chorion, and so was investigated next for potential developmental defects in the nanoparticle treated zebrafish. As can be seen in Figure 5-6A once touched by a pipette tip the fish would rapidly swim away out of the frame of imaging. By counting the time of frames from initiation of
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**Figure 5-7:** ID nanoparticles caused a reduction in distance moved and velocity of movement in 3 days post fertilisation Aβ-LT zebrafish larvae. Zebrafish embryos were treated with LRL or ID nanoparticles at 0.5 mg/mL or 1 mg/mL concentrations alongside untreated controls (UT). Zebrafish were individually tracked by the Daniovision imaging system for 30 minutes to analyse A) movement distance of the larvae, and B) mean velocity. Number of embryos per treatment: A and B = 29-31 (three technical replicates). Analysis by Kruskal-Wallis test, with post hoc Dunn’s multiple comparison test comparing treatments to their respective untreated controls. * p<0.05.
response to the fish leaving the frame of view, the length of escape response in milliseconds could be measured quantitatively. For both LRL treatments (Figure 5-6B) and ID treatments (Figure 5-5C) there was no significant change in escape response duration.

5.3.4 ID nanoparticles affect movement behaviour of 3dpf zebrafish larvae
The DanioVision imaging system allows tracking of movement behaviour for individual zebrafish larvae, the set-up for which is shown in Figure 5-7A. In this study the DanioVision system was used to track movement of individual zebrafish over 30 minutes, providing distance moved and average velocity of movement data, defects in which can be a sign of developmental abnormalities in zebrafish larvae. Despite the large intragroup variation, a clearly significant reduction in both movement distance (Figure 5-7B) and velocity (Figure 5-7C) became apparent after treatment with both concentrations (1 and 0.5 mg/mL) of ID nanoparticles. This equates to a 33% and 35% decrease for 1 mg/mL and 0.5 mg/mL ID treatment, respectively, compared to untreated control fish, the same for both movement distance and velocity. However, there was no significant difference in either movement distance (Figure 5-7B) or velocity (Figure 5-7C) after treatment with either concentration of LRL nanoparticles.
5.4 Discussion

This study has successfully created an effective zebrafish model for assessing embryonic/larvae toxicity of different iron oxide nanoparticles, using high concentrations of nanoparticle to compare effects over a short 4-day exposure time during initial development. Defects in several easily examined behavioural responses were found after ID treatment relating to survival, motor development and cardiac development. While LRL treatment was found to be non-toxic for all the behavioural responses that were tested, suggesting this nanoparticle may also be a promising candidate for developing a zebrafish magnetic lysosomal extraction method.

5.4.1 Setting up a nanoparticle toxicity in vivo zebrafish model

Zebrafish are growing increasingly popular as model organisms for all the reasons previously highlighted in Section 5.1.5. The importance of using zebrafish embryos/larvae in this study, was the ease of measuring developmental effects in externally developing, transparent embryos and the supportive ethical implications, considering this was early-stage modelling.

LRL and ID nanoparticles were both evaluated in cells in Chapter 4. As LRL is used for lysosomal purification in cells, determination of its in vivo toxicity played the dual role of investigating organism level toxicity and to determine if it could also be used for developing a magnetic lysosomal purification method to be used in zebrafish, as these are regularly used as models of lysosomal storage diseases (Keatinge et al. 2015; Wager et al. 2016; Cook et al. 2020b; Zhang and Peterson 2020). In cells, LRL appeared to be highly stable and rarely led to defects in cellular function in any of the processes that were tested. For comparison, ID nanoparticles, which were far more toxic in cells causing changes in lysosomal area, lipid peroxidation and mitochondrial area/ATP quantification, were also investigated in the zebrafish (described in chapter 4). ID nanoparticles were chosen for comparison over CC nanoparticles due to their historic use as an anaemia treatment, still utilised in some, often less developed, countries (Johnson 1979; Ayub et al. 2008; Auerbach et al. 2015). Use of this nanoparticle in the zebrafish would aid determination of whether a nanoparticle able to induce defects in cells, would at the same concentration cause defects in zebrafish development at the whole organism level.
5.4.2 High ID concentrations are embryonically lethal

Concentrations of LRL and ID nanoparticles to use in the zebrafish were derived from those used in the cellular tests (Chapter 4). In cell work a concentration of 1 mg/mL was used, at which the differential responses of LRL and ID were identified. Therefore, a concentration of 1 mg/mL was also a starting point for the fish work and to detect if effects are concentration dependent, a 50% lower concentration of 0.5 mg/mL was also included to test for dose dependency of potential phenotypes. Neither of these concentrations influenced zebrafish survival to 4 dpf, suggesting they could be effective sublethal doses for investigating defects. The chorion can reduce access of the nanoparticles to the developing embryo before hatching, meaning nanoparticle induced toxicity may be lower in the in vivo zebrafish model than in cells. Therefore, 10x higher concentrations of ID (as the more toxic nanoparticle in the cell experiments) were included (5 and 10 mg/mL), to see if the point of lethality could be assessed. This proved accurate, as both higher concentrations proved lethal by 3 dpf in a dose dependent manner. Showing that 1 mg/mL was below, but not too far below lethal concentration and would probably be high enough to induce defects in behaviours that would be susceptible.

The ~70% lethality induced by 5 mg/mL concentration in the first day after treatment, suggests that this value must be slightly higher than the 24-hour LC50 (concentration causing lethality in 50% of test animals) value for iron dextran (ID nanoparticles) in embryonic zebrafish. A study of uncoated α-Fe₂O₃ (haematite) nanoparticles in zebrafish embryos found the 168-hour LC50 value to be 53.35 µg/mL (Zhu et al. 2012). They found mortality in treated zebrafish was low until about 96 hpf, the point at which the experiment with ID ended. After this point in the Zhu et al. (2012) study, survival dropped rapidly from the higher nanoparticle concentrations (100 and 50 mg/L), likely due to higher uptake around this period when gills and feeding behaviours develop. Supportive of this, are the results of a study by Skjolding et al. (2017) who found, using lightsheet microscopy, the highest area of uptake for aqueous fluorescent nanoparticles in juvenile 4-6 week old zebrafish were indeed in the gills and gastrointestinal system.

As higher concentrations of LRL were not tested, it’s concentration causing lethality cannot be inferred. Yet, the low toxicity at the 1 and 0.5 mg/mL concentrations across the 4-day period, indicates high biocompatibility and in vivo tolerance in the developing zebrafish.
While this period is short it is able to represent the incubation time likely needed for lysosomal purification-related treatment of a model disease organism (e.g. lysosomal storage disease, CLN3 morphant).

This chapter suggested that high ID concentrations may halt development around the early segmentation stage before triggering mortality. Both this and the reduction in pigmentation at 48 hpf seen in ID treated embryos, are potential defects that should be further investigated. Changes in pigmentation have been noted after treatment with other transition metals including zinc and magnesium (Pereira et al. 2019), however, there is a notable dearth of research into this area.

5.4.3 ID nanoparticles can cause defects in early motor and cardiac development
Iron dextran treatment at 1 mg/mL led to reduced spontaneous coiling at 24 hpf and increased spontaneous coiling at 36 hpf, suggesting a developmental delay in motor development of this reflex. The normalisation back to low levels of coiling by 48 hpf, suggests the defect is not highly severe and that development is only slightly delayed and is preceding normally again by the 48 hpf stage. This is supported by the morphology imaging, which clearly shows morphological development is not severely delayed with either the 1 mg/ml or 0.5 mg/mL treatments. A previous study of spontaneous coiling (26-28 hpf) in developing zebrafish found that 24-hour treatment with 5 mg/L of iron ions reduced spontaneous coiling compared to control fish, while concentrations up to 10 mg/L of citrate-functionalized maghemite nanoparticles, under the same conditions, did not affect spontaneous coiling (Pereira et al. 2020). However, this study used much lower concentrations of IONPs, than for LRL and ID in this thesis, with the spontaneous coiling reduction seen for the free iron treatment then similar to the effect seen with ID treatment at 24hpf. No studies on the effect of magnetite nanoparticles on spontaneous coiling were found in the literature.

Cardiovascular effects are well documented in zebrafish after treatment with transition metals (Pereira et al. 2019). So, it was not unexpected to see a defect in heart rate from nanoparticle treatment. The defect was only identified in the lower ID dose of 0.5 mg/mL, and not in the 1 mg/mL which could be due to a reduction in heart rate if the zebrafish are less healthy, with this cancelling out some of the effects increasing heart rate for the lower
dose. It could suggest that the effect is dose sensitive in a bell-shaped curve, with no effect at higher and lower doses. What can make the study of heart defects difficult in zebrafish larvae is their rare ability to be able to repair damaged heart muscle (Lien et al. 2012). The point at which this system kicks in (it may only start after a certain level of damage is reached) makes it difficult to with certainty say that heart damage has not occurred, but instead the heart could be under constant repair. It is, however, known that tissue regeneration can occur to repair damage at just 3-4 dpf (Zhang et al. 2013), and this could mitigate identification of heart rate defects in this model. A previous study of developing zebrafish treated with 0.3 mg/L citrate-functionalized maghemite nanoparticles for a 48-hour exposure (50-52 hpf) instead found reduced heart rate in the IONP treated fish compared to untreated controls.

5.4.4 Neither LRL nor ID nanoparticles affect development of escape response
It was not surprising that no defect in escape response was seen, as this requires considerable damage to motor neurons and or neuromasts (water movement sensory cells) (Sonnack et al. 2015). One study has demonstrated the requirement for around a quarter of motor neurones to be ablated to significantly reduce the frequency of touch responses (Reimer et al. 2013).

5.4.5 ID nanoparticles affect movement behaviour of 3 dpf zebrafish larvae
Despite the lack of very serious motor neurone damage that can trigger a defect in escape response, a defect in general movement of the ID treated zebrafish was found with both nanoparticle concentrations when using DanioVision tracking software at 3dpf. This supports the idea of ongoing neuromuscular developmental defects from affected spontaneous coiling at 24-36 hpf to reduced movement at 3dpf. No previous studies using a Daniovision imaging system to record larvae movement after IONP treatment were found in the literature, with no specific tests of larvae movement distances noted either. Due to the difficulty in manually tracking movement of fish individually over longer periods of time, it is clear that the DanioVision imaging system could be a very helpful and sensitive tool for detecting heavy metal-related movement defects in zebrafish larvae.
**5.4.6 Developmental toxicity of LRL and ID nanoparticles on zebrafish**

The LRL nanoparticles did not lead to a defect in any of the treatment groups, despite a very similar iron load. Although there are several differences between the two particles, it is likely the structure of the dextran may have a big effect, with the dextran coating on the LRL nanoparticle being far more protective than having a dextran core like the ID nanoparticle. The relatively high stability and biocompatibility of the LRL nanoparticle may also be contributed to by its small size, magnetite: maghemite composition, structure, and preparation method. As LRL nanoparticles did not cause a defect in any of the developmental tests, especially in comparison to ID nanoparticles, which were shown to have greater toxicity, this suggests they also have a high biocompatibility in developing zebrafish, similar to results in CHO cells (chapter 4). As disease phenotypes can be recorded in disease model zebrafish from developmental tests (Cook et al. 2020b), including those in this chapter, within the time frame of nanoparticle treatments and testing (4dpf), it can be assumed that adding LRL nanoparticles across this time frame would be biocompatible and likely have little impact on zebrafish development and developmental phenotypes. This supports the use of LRL nanoparticles for use in developing a magnetic lysosomal extraction method in zebrafish. The next stage to test would be to check if LRL nanoparticles led to increased toxicity in a diseased model compared to non-diseased fish, as inducing a disease state may sensitise the fish to effects of the nanoparticles.

Across this study, ID treatments caused circulatory and motor development defects. While iron dextran use has previously been shown to be safe for anaemia treatment in pregnant women (Ayub et al. 2008), rare effects on foetal heart rate have been observed with some types of low-molecular-weight intravenous iron treatments (Woodward et al. 2015). The findings on ID in this study do suggest that high doses of iron dextran are potentially developmentally toxic, especially in comparison to other IONPs, such as the LRL nanoparticles.

**5.4.7 Future developmental experiments**

Another test that would be of future interest is 3 dpf hatching rate as this is shown to be a common defect from metal ion treatments (Pereira et al. 2019). Hatching rate has been linked to spontaneous coiling, proposedly because muscle twitching can aid in the escape of the embryo from the chorion at 3dpf and defects in spontaneous coiling seem to be linked
with defects in hatching rate (Ogungbemi et al. 2019; Aldavood et al. 2020), making this a useful test to investigate alongside spontaneous coiling experiments.

Previous work has indicated that $\alpha$-Fe$_2$O$_3$ (magnetite) nanoparticles (with an average size of 30 nm that form aggregates of $\sim$1 µm) can adhere/adsorb to the chorion surface, where nanoparticle aggregation may change surface mechanical properties or interfere with the function of chorion digestive enzymes to delay hatching (Zhu et al. 2011). Pores are naturally present in the chorion as a means for specific uptake of nutrients from the water before the embryo hatches, with crossing dependent on size and charge of the molecules (Chen et al. 2020). Crossing the chorion through the pores is the most likely uptake method for nanoparticle present in the water to contact the developing embryo. There has been inconsistency between studies measuring the size of the chorion pores by electron microscopy, with one study suggesting the pores are $\sim$170nm$^2$ (Cheng et al. 2009), while another suggests they are larger, $\sim$770 nm (Chen et al. 2020). Presumably only particles smaller that the size of the pores would get through to the developing embryos. As LRL and ID nanoparticles are predicted to have a considerably smaller diameter than either of the suspected pore sizes above, they would likely be small enough to cross the chorion, however, this would also be dependent on other factors such as charge. Even when attached to the outside of the chorion and unable to cross, nanoparticles can still impact the developing embryo as surface adherence/adsorption can block the pores, resulting in decreased nutrient and oxygen exchange between the embryo and environment, and resulting in embryo hypoxia (Cheng et al. 2009). This would be interesting to investigate further with fluorescently tagged iron dextran or LRL nanoparticles.

Considering differential toxicity of magnetite and maghemite nanoparticles in cells, it would be logical to test the in vivo effects of each of these IONPs individually (LRL being a mix) and in uncoated forms, to compare toxicity, which has been suggested to be higher than for coated nanoparticle by de Oliveira et al. (2017). Preliminary tests have shown that the uncoated nanoparticles display greater adherence/adsorption onto the chorion compared to dextran coated, along with a larger degree of sedimentation of the nanoparticles at the bottom of the wells, where the embryos are also mainly found (data not shown). This is similar to what Zhu et al. (2012) found when treating zebrafish embryos with uncoated $\alpha$-Fe$_2$O$_3$ (maghemite) nanoparticles. A next step may be to look at the effects of these
nanoparticles on both chorionated and dechorionated embryos as both will give data with different implications. Regarding the toxicity of iron oxide water pollution to aquatic life and the implications of iron build-up blocking chorion pores and potentially nutrient and oxygen exchange, it would be more appropriate to study chorionated embryos. While the direct effects of the iron oxide nanoparticles on early embryonic development would be better highlighted by using dechorionated embryos. To what degree release of metal ions directly into the water (without first entering cells and being degraded by the low lysosomal pH), is of consideration. This could lead to free iron ions and reactive oxygen species (ROS) being produced in the water and these may then affect the developing fish directly, especially if aggregation and sedimentation of the uncoated nanoparticles leads to localised high concentrations. Dechorionation of embryos may also be necessary for high nanoparticle uptake needed for magnetic lysosomal purification from zebrafish embryos, so testing the impact of chorionation state nanoparticle induced phenotypes may also be helpful for development of this new method.

Chen et al. (2020) found increased ROS and lysosomal activity in zebrafish embryos exposed to silver nanoparticles, indicating a lysosomal related role to the nanoparticle effects in the zebrafish. As this study found strong links between the lysosome and toxic effects of ID nanoparticles in cells (chapter 2) and defects caused by ID treatment in fish, it is likely lysosomal phenotypes may be detectable in the zebrafish model generated in this study. Therefore, it would be worth investigating lysosomes, ROS, and potentially autophagy (as this is closely linked to lysosomal function) in this model after treatment with the ID nanoparticles. Light sheet microscopy would be ideal for imaging these properties in whole live or fixed zebrafish larvae, as it can provide three-dimensional imaging at high resolution with a wide field of view, utilising the transparent nature of zebrafish in early development (Cook et al. 2020b).

5.4.8 Conclusions
In conclusion, this study has produced a viable zebrafish development toxicity model for the LRL and ID nanoparticles; a system that could easily be adapted for any other nanoparticles of interest. While ID (iron dextran nanoparticles) cause concentration dependent defects in spontaneous coiling at 24 and 36 hpf, and defects in heart rate and general movement at 3
dpf, LRL nanoparticles are comparatively non-toxic. The high biocompatibility of LRL nanoparticles in developing zebrafish clearly shows that these nanoparticles can be used for short term incubations (up to 4 dpf) with zebrafish embryo and larvae models of disease to allow for magnetic lysosomal purification in a non-toxic manner. Development of this new tool would be of great use for further investigation of many rare lysosomal storage diseases in zebrafish models.
Chapter Six: Comparison of the toxicity of magnetite and maghemite nanoparticles in a human microglial cell line

6.1 Introduction

6.1.1 The main cells of the brain
There are two main groups of cells in the brain: the neurones and the glial cells, likely with a 1:1 ratio in the brain (Azevedo et al. 2009; von Bartheld et al. 2016). There is evidence of alternating ratios across different regions of the brain, for example the forebrain is suggested to have a higher (~4:1) ratio of glial to neuronal cells (Azevedo et al. 2009).

In the adult central nervous system (CNS), neurones exist as postmitotic cells due to the constant action of neurones to hold the cell cycle arrested (Herrup and Yang 2007). Although morphology can differ between types of brain neurones, all have the same basic structure, with a cell body, dendrites, the axon and axon terminals, giving the neurones a large surface area. Most neurones have multiple dendrites which extend from the cell body to receive chemical signals from the axon termini of other neurones (Grafstein and Forman 1980). The neuron can convert the chemical signal it receives at the dendrites into an electrical action potential which it can quickly conduct along its axon and transmit to other connected neurones at its axon termini. Neurones are very sensitive cells, due to their high metabolic requirements and low regenerative capabilities.

The group of glial cells is composed two groups; macroglia (neuroglial cells of neural origin) including astrocytes and oligodendrocytes, and microglia which are thought to originate from macrophages that invade the brain during early development (Kim and de Vellis 2005).

The astrocytes are the most abundant neuroglial cell type with a star-shaped morphology and essential functions in blood-brain barrier (BBB) maintenance, neuronal survival, and synapse formation and turnover (Barres 2008). Protoplasmic astrocytes are found in grey matter and often have many processes (frequently in the thousands) that can enclose synapses to aid chemical transmission or wrap around blood vessels as part of the BBB. Oligodendrocytes are the myelinating glia of the CNS (Nave and Werner 2014). The myelin...
sheath is a modified and extended part of the oligodendrocyte plasma membrane that enwraps around axons to improve the conduction rate of action potentials and maintain axon integrity.

6.1.2 Microglia
Microglia are the primary innate immune cells in the CNS and are estimated to constitute ~10-20% of CNS glia (Vaughan and Peters 1974). In humans, microglia colonise the brain in early development with primitive microglia seen near the mesenchymal tissue capillaries before appearing in neural tissue around 4.5 weeks of gestation and are then present in the neural tissue by 5.5 weeks of gestation (Andjelkovic et al. 1998; Monier et al. 2006).

Microglia have an essential role in clearing dying cells, protecting the brain from pathogens, and engulfing certain molecules recognised by their receptors. They mainly carry out these roles, either through release of diffusible factors or phagocytosis. The release of diffusible factors from microglia can support myelination/oligodendrogenesis, neurogenesis and axo-axon interactions, while it can also induce cell death or survival or stimulate synaptic formation and maturation (Ueno et al. 2013; Pont-Lezica et al. 2014; Bennett et al. 2016; Miyamoto et al. 2016). Microglial phagocytosis is important for degrading and regulating synapses, synaptic elements, living cells, dying or dead cells and neuronal axons (Fu et al. 2014; Miyamoto et al. 2016). Microglia have also been shown to be capable of high levels of constitutive macropinocytosis and as the predominant cell type for pinocytosis within the brain parenchyma (Booth and Thomas 1991; Ranson and Thomas 1991). In microglia, micropinocytosis is the main pathway for uptake of soluble amyloid-β (Mandrekar et al. 2009) and oligodendrocyte exosomes (Fitzner et al. 2011). While primary rat microglial cells can endocytose fluorescent IONPs within three hours and traffic them to the lysosomes (Luther et al. 2013). It is also possible when acting in the brain that microglia may uptake nanoparticles from endocytosis of other cells that have themselves endocytosed nanoparticles or from endocytosis of extracellular brain material; for example IONPs have been shown to interact with amyloid-β to either inhibit or enhance fibrillation, the process forming an amyloid plaque (Mahmoudi et al. 2013).

Microglia in the brain appear to form a heterogeneous cellular population in terms of morphology and activity, depending on developmental stage, location and activation state.
Microglia in the pre-natal and early post-natal brain have very different morphologies and expression patterns than in the adult brain. Data from rats suggests microglia largely possess an amoeboid morphology in these early stages of development, which has a wider and more rounded structure, with a rounded nucleus, copious cytoplasm and shorter, thicker often unramified processes (Schwarz et al. 2012). By the second post-natal week mouse microglia have been shown to develop a ramified morphology, producing an elongated cell with a small, flattened or angular nucleus, pale and scanty cytoplasm accumulating at the poles of the cell and many, thin processes, this being the more common morphology of microglia in a healthy adult brain. (Bennett et al. 2016).

In a healthy brain, microglia are termed in a resting state, or a surveying state as they act as sensitive sensors in the brain. These microglia in a ramified form are far from dormant. Time-lapse imaging suggests the microglia are constantly building processes to gently scan an area without disturbing the finely-wired neuronal structures, followed by withdrawal and rebuilding of these processes, so that the complete brain parenchyma could be monitored every few hours (Nimmerjahn et al. 2005; Bernier et al. 2019). This state is characterised by low expression of major histocompatibility complex (MHC) proteins and other antigen-presenting surface receptors (Aloisi 2001).

Once injury is detected, random scanning is then replaced by directed movement of microglia towards the site of injury (Haynes et al. 2006). Upon detection of brain insult, the microglia can enter an activated state and undergo dramatic structural alterations to an amoeboid morphology, believed to favour phagocytosis and motility (Lull and Block 2010). However, this activated amoeboid state is not the same as the amoeboid state of the microglia in early development, having different gene expression profiles and reactivities (Bennett et al. 2016; Krasemann et al. 2017). Recognition of specific ligands, such as for the detection of viral, bacterial or fungal structures, can induce activation, while it can also be induced by any detected abnormality, such as impairment of neuronal integrity without ligand binding (Hanisch and Kettenmann 2007). In this way the microglia can respond to both known and unknown signs of injury or disturbance.
6.1.3 Comparing human and rodent microglia

A majority of microglial research has been performed in rodent models and while there is a basic shared similarity between these cells across the two species, integral differences have also been identified (Smith and Dragunow 2014). The responses of human microglia to macrophage colony-stimulating factor (Smith et al. 2013) and lipopolysaccharide (Melief et al. 2012) have been shown to be mostly comparable between human and mouse microglia. As lipopolysaccharide is commonly used in activating microglia for cell-based experiments this is an important similarity to confirm. Human microglia appear to assume similar activation states (M1 and M2 phenotypes) compared to rodent microglia, which is an important change noted in many disease states linked to microglia (Durafourt et al. 2012). However, adult human microglia have been found to have reduced MHC-II expression and increased interleukin-10 production compared to rodent microglia (Smith and Dragunow 2014). There are also several genes involved in the regulation of phagocytosis that are expressed in human microglia, but are not present in mice, including C4 isoforms (components of the complement pathway) and Siglec-11 (Lenz and Nelson 2018). A study of astrocytes compared to other glial cells (including microglia) suggested only 30% of human astrocyte-enriched genes were also identified as enriched in mouse astrocytes (Zhang et al. 2016c), indicating mice and human glia may have very different expression profiles. One of the major problems has also been the differences in reactions to pharmacology between rodent and human microglia. Valproic acid has been shown to induce apoptosis and increase phagocytosis in mouse microglia, yet similar concentrations do not induce apoptosis in human microglia and instead reduce phagocytosis (Smith and Dragunow 2014).

Even in growth and proliferation human and mouse microglia can differ. In vitro rodent microglia are found to sit atop of other cells in culture, whilst human microglia have been shown to be very adherent to culture surfaces (Smith and Dragunow 2014). A key difference was found in microglial proliferation between rodent and human models of Alzheimer’s disease. Several studies have shown microglia proliferation changes as a marker in rodent models of Alzheimer’s disease (Kamphuis et al. 2012; Gómez-Nicola et al. 2013). While a study in human microglia suggested an increase in glia cell activation markers MHC-II and glial fibrillary acidic protein (GFAP), but no increase in total glial numbers (Serrano-Pozo et al. 2013). Notably, in the case of Alzheimer’s disease mouse microglia have been found to assume an activated neurotoxic phenotype, data which has subsequently been the basis for
numerous drug development studies (Smith and Dragunow 2014). However, observations of human microglia in Alzheimer’s disease brains showed changes in morphology and cytorrhexitis (a fragmentation of cytoplasm), not seen in the rodent microglia that may instead be suggestive of a neuroprotective role (Streit et al. 2009; Streit and Xue 2010). These differences highlight the importance of species in cellular models, especially when there is a significant dearth of research pertaining to the behaviour of human cell types for comparison.

6.1.4 HMC3 Cell Line
The human microglia clone 3 (HMC3) cell line was established in 1995, through SV40-dependent immortalisation of human embryonic microglial cells and has been authenticated by the American Type Culture Collection (ATCC®) named HMC3 (ATCC®CRL-3304) (Dello Russo et al. 2018). Immortalisation of the cells from a primary culture, led to a more rapid growth capacity but they retained most phenotypic and morphological properties of the primary microglial source, with slightly lower phagocytic activity (Janabi et al. 1995; Dello Russo et al. 2018). Antigenic expression was found to be stable for at least 35 passages of tissue culture in these cells. Initially these cells were found to have a morphology either globular or elongated with thick processes, similar when grown in EMEM or DMEM (Janabi et al. 1995; Hjorth et al. 2010; Liu et al. 2013), with a wider range of morphological phenotypes identified, including globular, bipolar, and very elongated cells, after the cells were grown in DMEM F-12 with high FCS (Etemad et al. 2012). This cell line has been shown to react to the bacterial endotoxin, LSP, and the amyloid β1–40 peptide involved in the Alzheimer’s disease pathogenesis, with changes in Interleukin production suggesting a switch in activation state (Lindberg et al. 2005; Baldassarre et al. 2017).

6.1.5 The impacts of air pollution related SPION exposure on the brain
Super paramagnetic iron oxide nanoparticles (SPIONs) in environmental air pollution, especially from vehicular-related pollution (such as brake disc wear), have a high chance of being inhaled by humans in the close vicinity. This is likely common for pedestrians walking in close proximity to busy traffic who may experience high concentrations very near the source of release and for people living near busy roads or in highly polluted urban areas who may experience long-term exposure (Zhou and Levy 2007). Air pollution has been linked to
many human diseases, as was outlined in Section 1.1.6, but of particular concern was the connection to neurodegeneration and related disorders, such as Alzheimer’s disease (Maher et al. 2016; Wang et al. 2021a).

Maher et al. (2016) showed the abundant presence of magnetite (Fe₃O₄) nanoparticles in the post-mortem brains of subjects from Mexico City and Manchester. Two different particle morphologies were identified, angular or faceted particles attributed to endogenous formation in the size range of tens and hundreds of nanometres, and rounded particles with diameters from 8 nm-60 nm that appeared to have been formed at higher temperatures than experienced by the human body, but which could occur from vehicle-derived nanoparticles, suggesting these had an environmental source. Their findings suggested a greater nanoparticle concentration in the brains of those from Mexico City at a younger age, likely due to a higher level of air pollution in Mexico City. This study was one of the first to highlight the possible ability of environmentally derived nanoparticles to accumulate in the human brain and led to the question of how the nanoparticles were able to penetrate into the brain despite its selective and tightly regulated uptake pathways. Nanoparticle inhalation has been linked to changes in the brain in animal models. For example, chronic inhalation of reaerosolised nanoparticle sized particulate matter from air pollution in mice decreased levels of the neuronal glutamate receptor subunit (GluA1) in the hippocampus and led to activation of glia along with induction of the inflammatory cytokines interleukin-1α and tumour necrosis factor-α in the cerebral cortex (Morgan et al. 2011b).

Two main possibilities for brain entry have been explored, firstly via alveolo-capillary translocation of nanoparticles, from the lungs to the blood, after which some nanoparticle may be able to cross the blood brain barrier (BBB) and enter the brain (De Jong and Borm 2008). Secondly via translocation of the nanoparticles along the olfactory nerves entered in the nasal passage and leading to deposition in the olfactory bulb of the brain.

6.1.6 Nanoparticle transport across the BBB
The blood vessels that vascularise the CNS possess a unique surrounding structure termed the blood brain barrier (BBB) (Xie et al. 2019). The BBB is a physical and metabolic barrier that limits transportation of ions, molecules and cells between the blood circulating the
brain and the neural tissues. This barrier is critical to tightly regulate CNS homeostasis and protects the CNS from toxins, pathogens, inflammation, injury and disease.

Several studies provide evidence of the possible transport of nanoparticles between the alveoli and the blood circulation. Rat inhalation studies have shown that elemental $^{13}$C particles accumulated to a large degree in the liver of rats after 24-hour exposure, indicating efficient translocation into the blood circulation from the lungs (Oberdörster et al. 2002). In humans, inhalation of labelled ultrafine carbon particles resulted in their rapid appearance in the blood circulation and liver shortly after exposure, also indicating the likelihood of translocation of small inhaled particles into the blood (Nemmar et al. 2002a). Taking this process, a step further, Oberdorster et al. (2004) showed rats with inhalable exposure to ultrafine elemental $^{13}$C particles for 6 hours showed significant and continuous increases of $^{13}$C in the olfactory bulb throughout the 7-day postexposure period, while the cerebrum and cerebellum also showed significant increases on two of the postexposure days. Combined with the ability of inhaled $^{13}$C to enter the blood stream this study shows that inhaled $^{13}$C can also then enter the brain but does not indicate by which route.

There is evidence nanoparticles can cross layers of brain capillary endothelial cells, the first level of defence in the BBB. In an in vitro model of the BBB, coated magnetite SPIONs have been shown to pass into and through a layer of brain capillary endothelial cells and enter astrocytes cultured beneath (Thomsen et al. 2013). This movement was shown to be significantly enhanced (32-120 times greater translocation) when an external magnetic force was applied (ferrite block magnet), with no evidence of damage to the integrity of the endothelial cells or dragging of the SPIONs through the cells by the magnetic force.

Synthetic bare magnetite SPIONs have been shown to be internalised into, and translocate across, a monolayer of rat brain microvascular endothelial cells, appearing in medium of the opposite chamber of a trans-well tank after 24-hour incubation (Gárate-Vélez et al. 2020). Similar results were shown with bare and surface-functionalised magnetite nanoparticles through a human cerebral microvascular endothelial cell monolayer, where 30% internalisation and 13% transcytosis had occurred after 24-hour exposure to bare magnetite with increased values for the coated nanoparticles (Ivask et al. 2018).

Exposure of mice to vehicle-emissions via inhalation has been shown to increase permeability of the BBB (Oppenheim et al. 2013) which can increase nanoparticle uptake.
from the blood circulation (Conti et al. 2019). Permeabilization of the BBB has also been linked to several neurodegenerative diseases, including Alzheimer’s disease (Sweeney et al. 2018), suggesting individuals with these conditions may also experience increased nanoparticle uptake from the blood into the brain across the BBB and that air pollution-derived nanoparticles may have different toxicities in these individuals.

6.1.7 Nanoparticle transport via the olfactory nerves
There is more evidence for the passage of nanoparticles along the olfactory nerves, exposed in the nose and crossing into the olfactory bulb of the brain, than there is for direct crossing of the BBB, although it is likely that in humans both may have a role. Post-mortem studies of brains from individuals living in Mexico City compared to individuals from less polluted areas, suggested the Mexico City inhabitants had higher levels of inflammation-associated markers linked to heavy metal particulate matter than controls and that the olfactory bulb and frontal cortex are major targets for inflammation in exposed individuals (Calderón-Garcidueñas et al. 2010; Calderón-Garcidueñas et al. 2013). While nasal pathology in children chronically exposed to air pollutants exhibit a wide range of histopathologic alterations compared to children raised in less polluted areas (Calderón-Garcidueñas et al. 2001).

A study in dogs from the highly polluted Mexico City compared to controls from less polluted areas suggested exposure to high levels of air pollution caused alterations of the blood-brain barrier (BBB) and damage to brain cells, particularly in the region of the olfactory bulb and frontal cortex (Calderon-Garciduenas et al. 2002). Older dogs also exhibited nasal respiratory and olfactory pathology similar to that seen in human after high air pollution exposure. A suggested route of metal nanoparticle particulate matter into the brain is indicated by the presence of a gradient of particulate matter metals, nickel and vanadium, with olfactory mucosa > olfactory bulb > frontal cortex, suggesting this may be an exploited route for nanoparticles to enter the frontal cortex of the brain (Calderon-Garciduenas et al. 2003).

A study of magnetite nanoparticles in rats that were intranasally instilled for seven days, showed particles deposited at particularly high concentrations in the rat striata, hippocampi and olfactory bulb (Wu et al. 2013b). Mice exposed to reaerolised nanosized urban traffic
particulate matter (<200 nm) for 5, 20, and 45 cumulative hours over 3 weeks showed a rapid increase in oxidative stress in the olfactory epithelium (Cheng et al. 2016). A study of mice exposed via inhalation to iron-soot combustion particles (6 hours/day, 5 days/week for 5 consecutive weeks), showed that there was uptake of iron in the nerve fascicles of the olfactory epithelium, suggesting this could be a method of their translocation to the brain (Hopkins et al. 2018). Although notably despite iron staining found deeper in the olfactory bulb, there was less abundant staining in the glomerular layer, where you might expect iron entering from the olfactory nerves to deposit. This also could be evidence of iron entering the olfactory bulb from the systemic circulation.

**Figure 6-1: Superparamagnetic nanoparticles (SPIONs) from air pollution can reach the human brain.** Traffic-related SPIONs in air pollution can be inhaled and transported to the brain either by, crossing both the alveolar-capillary barrier into the blood and blood-brain barriers, or via the olfactory nerve into the brain. Once in the brain many SPIONs will be endocytosed and phagocytosed by microglial cells, the brains resident immune cells. Within the microglial cells the SPIONs will be transported through the endo-lysosomal system to the lysosome.

### 6.1.8 Air pollution and nanoparticle toxicity in microglia

As the brains resident immune cells, microglia are likely to be the first line of defence to control/remove foreign material, such as particulate matter in air pollution, by endocytosis of the material into the microglial cells (**Figure 6-1**). This is likely to comprise a mix of phagocytosis, macropinocytosis, and for smaller particles also possibly receptor-mediated endocytosis (Rejman et al. 2004; Rennick et al. 2021).

In the context of air pollution, it has been shown that exposure of microglial cells to particulate matter extracted from combusted diesel fuel can promote inflammation by
increased ROS and cytokine production (Sama et al. 2007; Duffy et al. 2018). Mixed neuron-glial cultures treated with similar diesel particulate matter indicated selective dopaminergic neurotoxicity mediated by microglia (Block et al. 2004). While exposure of mice to nanoscale (<200 nm) particulate matter from traffic-derived emissions led to increased inflammatory microglia, white matter injury, and axonal degradation in the corpus callosum of the mice (Connor et al. 2021). These effects indicate particulate matter air pollution is likely linked to microglial activation, brain inflammation and damage, particularly of neurones. Furthermore, a mix of cellular and rat experiments have suggested traffic-derived particulate matter can induce cytotoxicity, lipid peroxidation, microglial activation, inflammation, increased autophagy, and increased caspase-3 activity (related to apoptosis) in microglia (Bai et al. 2019). Inhalation of iron-soot combustion nanoparticles in mice also led to increased microglial cell activation and to neural inflammation in the olfactory bulb of the mouse brains (Hopkins et al. 2018).

An increase in free iron has been shown to affect microglial cells, as can occur after iron overload, or from mis-regulation of iron in disease. A study by Yauger et al. (2019) demonstrated that addition of free iron releasing compounds to microglial cells (mouse or rat) increases their ROS production, and without an increase in pro-inflammatory markers, this alone can contribute to microglia-induced neurotoxicity. Addition of free iron releasing compounds was also shown to significantly accentuate ROS production in lipopolysaccharide-activated microglia in a concentration-dependent manner.

Microglial cells have a large capacity to uptake magnetite (Fe₃O₄), the presence of which in primary cell culture has been shown to cause microglial cell proliferation (Pinkernelle et al. 2012). Microglial cells accumulate low concentrations of magnetite more efficiently than astrocytes and neurones (Petters et al. 2016). Short doses of high magnetite concentrations cause ROS production and reduced cell viability in microglia but not in astrocytes and neurones. This demonstrates the importance of microglia in reacting to the presence of free magnetite in the brain. There is also evidence that maghemite (γ-Fe₂O₃) nanoparticle treatment increases microglial proliferation and phagocytosis, while also suggesting increased generation of ROS and NO, however, microglia were less responsive to haematite (α-Fe₂O₃) nanoparticles (Wang et al. 2011b). A second study also found haematite (α-Fe₂O₃) not to be cytotoxic to microglia (Lewis et al. 2016).
6.1.9 Alzheimer’s disease overview

Alzheimer’s disease is the most common cause of dementia, affecting around 850,000 people in the UK (Alzheimer’s Society 2014). There are two major forms of Alzheimer’s disease. The first, familial (early-onset) Alzheimer’s disease, has symptom-onset before the age of 65 and is normally linked to specific genes, so is hereditary. However, the majority of sufferers (~95%) develop the disease over the age of 65, known as sporadic or late-onset Alzheimer’s which has many risk factors, both genetic and environmental.

Symptoms can vary considerably, changes often seen in memory, reasoning, language and mood; making misdiagnosis easy in the early stages (McKhann et al. 2011). Alzheimer’s disease is associated with a shortened life expectancy, on average between 3 and 10 years (Zanetti et al. 2009). Neurodegeneration is the main neurological change seen in Alzheimer’s disease and is responsible for most of the physical symptoms in patients (Moya-Alvarado et al. 2016; Bature et al. 2017). Presently, the only way to make a conclusive diagnosis of Alzheimer’s disease is by histological observation of the brain post-mortem (Jack et al. 2011). The fundamental characteristics being the presence of at least a moderate number of amyloid-β containing neuritic plaques in the neocortex and neurofibrillary tangle pathology. Although research has discovered much about the pathological changes involved in the development of Alzheimer’s disease, the complete mechanisms behind the disease are still not fully understood. Presently, there are no treatments that can slow or stop disease progression; only those that try to treat symptoms (Yiannopoulou and Papageorgiou 2013).

Most cases of familial Alzheimer’s disease have been linked to mutations in one of three known genes; amyloid precursor protein (APP), presenilin-1 (PSEN1), and presenilin-2 (PSEN2) (Sorbi et al. 2001; Williamson et al. 2009). The proteins encoded by these three genes all have a direct role in β-amyloid processing. APP is the protein that when processed by the β-secretase and γ-secretase complex produces the amyloid β (Aβ) peptide (Tanzi et al. 1992). The presenilin’s form the catalytic subunit of γ-secretase (Rogaev et al. 2019).
Figure 6-2: Non-genetic risk factors for the development of Alzheimer’s disease. Blue arrows linked to purple boxes represent risk factors, orange arrows linked to red outlined boxes represent details about how those factors are associated to disease risk, green arrows link two risk factors together and pink boxes indicate an association with microglial cells.

Sporadic Alzheimer’s disease is multi-factorial, with a large range of genetic and environmental risk factors. Even when considering the effect of multiple genes, these are only partial predictors for a person’s risk of developing Alzheimer’s disease and age of onset. Many environmental factors have now been found to impact disease risk, several of which are identified in Figure 6-2. The biggest risk factor by far is age, with a 14x increased risk of developing Alzheimer’s disease over the age of 85 than between 65-69 (Hebert et al. 1995).

6.1.10 Air Pollution as a risk factor for Alzheimer’s disease
Living in close proximity <200 m from a major traffic road has been linked to increased risk of developing Alzheimer’s disease, but not Parkinson’s or multiple sclerosis (Chen et al. 2017). Higher risk was associated with closest proximity, in this case <50 m. A similar study showed that living in closer proximity to a main road may increase structural brain aging, reducing cerebral brain volume (Wilker et al. 2015).
Studies in urban dogs have supported these trends (Calderon-Garciduenas et al. 2002; Calderon-Garciduenas et al. 2003). Dogs in more polluted cities demonstrated a range of phenotypes linked to Alzheimer’s disease in humans, including alterations of the blood-brain barrier (BBB), DNA damage in Alzheimer-related brain regions, degenerating cortical neurons, deposition of apolipoprotein E (apoE)-positive lipid droplets in smooth muscle cells and pericytes, diffuse plaques and neurofibrillary tangles. Both children and dogs from the highly polluted Mexico City had a high level of white matter prefrontal lesions in the brain, found in 56.5% of Mexico City children compared to only 7.6% of children in a less polluted control city (Calderón-Garcidueñas et al. 2008). The children in Mexico City also exhibited deficits in fluid cognition, memory, and executive function compared to children living in a less polluted urban environment. Residents of highly polluted cities in Mexico have been shown to have significantly higher amyloid-β accumulation in the brain when compared to age-matched controls in less polluted cities (Calderón-Garcidueñas et al. 2004).

Traffic-related air pollution has been associated with poorer cognitive performance in older populations of both men and women (Ranft et al. 2009; Power et al. 2011). While environmentally relevant levels of PM2.5 exposure for 3 months in a mouse model of AD, was shown to exacerbate AD pathology, with an increase in amyloid-β levels, plaque load, reactive gliosis and pro-inflammatory cytokines (Sahu et al. 2021).

6.1.11 Iron and Alzheimer’s disease
There have now been many studies demonstrating that metal ions, such as copper, zinc and iron, are involved in the occurrence and development of Alzheimer’s disease. Iron levels are elevated in Alzheimer brains (Pankhurst et al. 2008) and the iron is shown to bind to amyloid-β inducing aggregation (Liu et al. 2011) and to tau inducing hyper-phosphorylation (Yamamoto et al. 2002). Iron binding to both amyloid-β and tau increases their toxicity to neurones.

Iron in the form of magnetite (Fe₃O₄) is commonly found endogenously in human brains (Kirschvink et al. 1992). The original papers that discovered magnetite in human brains, identified a nanoscale form with a euhedral crystal shape, thought to form by normal biological processes (Kirschvink et al. 1992; Schultheiss-Grassi et al. 1999). Subsequent studies found magnetite at elevated levels in the brains of Alzheimer’s sufferers (Hautot et
al. 2003; Collingwood et al. 2005; Pankhurst et al. 2008) and then a further study found a possible link for the increased brain magnetite to an environment air pollution derived source (Maher et al. 2016). Maher et al. (2016) studied post-mortem human brains and found two forms of magnetite were common, a euhedral form associated with endogenous formations and a rounded form consistent with high-temperature formation, suggesting an environmental source as this form is abundant in airborne particulate matter pollution and the temperatures normally needed to form it would not be found in the human body.

6.1.12 Microglia in Alzheimer’s disease
Microglia have been strongly implicated in the development of Alzheimer’s disease as their proliferation and activation occurs prominently around amyloid plaques in the brain (Perlmutter et al. 1990; Akiyama et al. 1999; Bornemann et al. 2001). Initial microglial activation may have a protective role (anti-inflammatory) with microglia attempting to break up the plaques and catabolise the amyloid (Hamelin et al. 2016). However, it has been shown that when microglial activities and responses are altered, as occurs in Alzheimer’s disease, there is activation of the pro-inflammatory phenotypes in the microglia (Fan et al. 2017). This can lead to the release of pro-inflammatory cytokines and other products harmful to neurones, which can mediate synapse loss, exacerbate tau pathology, reduce β-amyloid digestion and cause inappropriate astrocyte activation (Takuma et al. 2009; Jaworski et al. 2011). Neurone damage can lead to further microglial activation, triggering a cycle called microgliosis. However, it should also be noted that the majority of the work on the pro-inflammatory action of microglia has been done in rodent models and it has been observed that activation of human microglia in Alzheimer’s disease may be different to that in mice (Streit et al. 2009; Streit and Xue 2010). Many of the Alzheimer’s disease risk genes are expressed in microglial cells, suggesting microglia could be a common denominator to many of their effects (Efthymiou and Goate 2017). Especially as many of the genes could link to microglial activation early in Alzheimer’s disease pathogenesis and independent of amyloid pathology (Paolicelli et al. 2017; Shi et al. 2017).

6.1.13 Lysosomal dysfunction and Alzheimer’s disease
Genetic evidence points towards a role for lysosomal dysfunction in contributing to development of Alzheimer’s disease pathology via risk genes that regulate lysosomal
function. Considerable evidence links the v-ATPase lysosomal proton pump, and lysosomal deacidification that is associated with its dysfunction, to Alzheimer’s disease pathogenesis (Colacurcio and Nixon 2016). Mutations of presenilin-1, a ligand of the v-ATPase V0a1 subunit required for its lysosomal targeting, are commonly linked to early onset Alzheimer’s disease. Cells from AD patients with presenilin-1 mutations exhibit increased lysosomal pH due to reduced v-ATPase proton-pumping capacity (Coen et al. 2012; Wolfe et al. 2013). Increased efflux of Ca$^{2+}$ from lysosomes in presenilin-1/presenilin 2 double knock out cells has been identified with reduced levels of the lysosome-associated NAADP-dependent calcium channel, two pore channel 2 (TPC2) (Neely Kayala et al. 2012).

There is also strong links between the lysosomal proteases Cathepsins B and L, lysosomal function and Alzheimer’s disease, with these proteins being strongly involved in the degradation of key Alzheimer’s disease related proteins, amyloid-β peptides and C-terminal fragments of the amyloid precursor protein (Cermak et al. 2016). Several other lysosomal enzymes are also implicated in Alzheimer’s disease pathogenesis including: α-mannosidase, β-Hexosaminidase, and β-Galactosidase, tripeptidyl peptidase 1 (Morena et al. 2017; Solé-Domènech et al. 2018).

Phagocytosis of iron oxide nanoparticles by microglial cells would lead to them being trafficked to the cell’s lysosomes, where they would likely degrade in the acidic, degradative environment, releasing free iron, that through Fenton reactions, could produce ROS which in turn could damage the lysosome; providing a potential connection between iron oxide nanoparticles, lysosomal dysfunction and Alzheimer’s disease.

6.1.14 Aims of this chapter
There are multiple links between microglia and Alzheimer’s disease, iron dysregulation and Alzheimer’s disease, and lysosomal function in all these cases. The dysregulation of iron can affect microglia which can have a pathological role in the development of Alzheimer’s disease. This chapter aims to investigate the role that magnetite nanoparticle treatment and excess free iron can play in altering microglial phenotypes, especially focused on lysosomal phenotypes. Primary aims of the chapter include identifying optimal nanoparticle treatment conditions and concentrations and determining if the HMC3 cells have the ability to phagocytose particles under cell
culture conditions in this laboratory. Then once a model has been established the effects of nanoparticle treatment on phenotypes including lysosomal area, cathepsin B activity and autophagy will be explored. The effect of iron nanoparticles in microglia, not only has significance for the impact of air pollution nanoparticles in the brain, but also may have an impact on development of brain diseases, and in particular can be related to the role air pollution related iron, any associated lysosomal dysfunction and microglia might play in Alzheimer’s disease pathogenesis. A key improvement of this model is also the use of a human microglial cell line, in comparison to rodent microglia that have predominated Alzheimer’s disease research and the few published studies that explore nanoparticle toxicity in microglia.
6.2 Materials and Methods

6.2.1 Superparamagnetic iron oxide nanoparticles (SPIONs)
Several different uncoated SPIONs were used for these experiments all brought from the company US research nanomaterials (Houston, USA) as nanoparticle dispersions in H₂O: (Figure 6-3)

- Magnetite (Fe₃O₄)
  - 3 nm magnetite
  - 8 nm magnetite
  - 15-20 nm magnetite (furthermore denoted as 20 nm magnetite)
- Maghemite (γ-Fe₂O₃)
  - 5 nm maghemite

![Figure 6-3: Size and composition comparisons of SPIONs from the company US Research Nanomaterials. Three magnetite (MN) nanoparticles of sizes 3 nm 8 nm and 20 nm to the left and one maghemite (MH) nanoparticle of the size 5 nm to the right.](image)

A range of small sizes of nanoparticles were chosen between 3-20 nm of magnetite, as smaller inhaled particles likely have a greater chance to cross the BBB or be transported across olfactory nerves to enter the brain, where the particles would likely encounter
microglial cells. These sizes were the listed sizes of each of the nanoparticle solutions according to the manufacturers website and so the nanoparticles are simply referred to for the rest of the chapter under their listed size. It should be noted that the 5 nm maghemite was chosen as a SPION control as it was the smallest maghemite nanoparticle that was commercially available from the same company.

All the nanoparticle solutions were noted on the manufacturer’s website as 99.9% pure nanopowder water dispersions, laser synthesized, that settle upon storage and must be mixed (shaken up) before use. In this thesis electron microscopy (refer to methods Section 2.2.2) was used to visually characterise the nanoparticles.

6.2.2 SPION treatments of HMC3 cells
SPION stock solutions were sonicated in a UXB5 Digital Ultrasonic Bath (Grant, Shepreth, UK) for 10 minutes at 100% power, before use in experiments. Concentrated nanoparticle solution was mixed with 1 µl/mL poly(ethylene glycol) (PEG) BioUltra 400 solution via vortexing the solutions for at least 30 seconds or as long as required for mixing. Addition of PEG to the nanoparticle solutions was included when first optimising their use to reduce sedimentation and aggregation of the nanoparticles in the well, however, as it is not bound to the nanoparticles it should disperse as pH is reduced (during trafficking to the lysosome). The SPION solutions were diluted to the correct concentration in complete medium with 10 µM potassium phosphate buffer (PPB) at pH7.4. Then solutions were again vortexed for at least 1 minute or until nanoparticle solutions were well suspended.

HMC3 cells (general culture methods detailed in methods Section 2.1.1 were used as the exclusive cell type in this chapter and were incubated overnight to adhere to the culture surface before nanoparticle treatments. HMC3 cells were treated with SPIONs at variable concentrations, normally 4 µg/mL (low), 40 µg/mL (medium) or 400 µg/mL (high) for a 5-hour, 1-day or 4-day incubation.

After treatment, the cells were then washed thrice with PBS to remove nanoparticle solutions. Due to the sedimentation of the nanoparticles, pulse chase experiments were less efficient because it became difficult to remove all nanoparticle solution from the bottom of the wells and so a single incubation period with no chase was chosen as the best treatment
method. For cell imaging experiments cells were detached from the plate with trypsin, spun down, and replated after cell counting into an IbiTreat 8-well μ slide (Thistle Scientific).

6.2.3 Treatment Controls
For each experiment, control cells were treated with an equal concentration of PEG and PPB (cell medium buffer) compared to treated cells, while untreated (UT) controls were also included with cells grown in complete medium only (no PEG and buffer). Other than the changes in PEG, PPB and SPION treatment, control cells were grown, treated, and washed under the same conditions as the SPION treated cells and in the same plates. Other controls were included as necessary, commonly 25 nM Bafilomycin-A1 (Baf-A1; Tocris) and 2 µg/mL U18666A (Calbiotech) drug treatments with an overnight incubation on untreated cells. Baf-A1 is an inhibitor of vacuolar type H⁺-ATPase (V-ATPase) so causes lysosomal deacidification and inhibits autophagy. U18666A is an inhibitor of the lysosomal membrane transporter, NPC1, and induces phenotypes similar to Niemann–Pick type C disease.

6.2.4 Optimising SPION concentration for HMC3 cell treatments
For cell counting experiments the HMC3 cells were treated at 4-400 µg/mL concentrations of SPIONS either overnight (~24 hours) or for 4 days (~96 hours) and then cell counted according to the protocol in methods Section 2.1.2. From the counts, cell number per well for each treatment was estimated to investigate cell growth/survival rate. CellTiter-Glo Luminescent Viability assay (refer to methods Section 2.5.1) was used to quantify ATP and hence, cell survival rate.

6.2.5 Primary confirmation of SPION uptake by HMC3 cells
The ability of the HMC3 cells to phagocytose large external particles was indicated by the phagocytosis assay (refer to method Section 2.4.14). Light microscopy (refer to method Section 2.4.7) was used to indicate if nanoparticles localised in the region of cells could be identified in unstained nanoparticle treated cells and to investigate cell morphology.
6.2.6 pH dependent release of iron ions from SPIONs
Ferrozine assays (refer to method Section 2.5.2) were used to investigate if nanoparticle degradation was pH dependent.

6.2.7 Impacts of SPION treatment conditions on lysosomal phenotypes
LysoTracker Green fluorescent staining (refer to method Section 2.4.9) was used to indicate lysosomal area/cell. Count analysis of staining intensity was used to preliminarily indicate the variation in LysoTracker staining between individual cells and was measured by manually counting the number of cells that were either strongly above or below the ‘normal’ threshold (mid-level of staining in control cells) and calculating the percentage of each from the total cells in the image. Magic red fluorescent staining (refer to method Section 2.4.10) was used to indicate cathepsin B activity in the cells.

6.2.8 Impact of SPION treatments on autophagy and production of ROS
Cyto-ID fluorescence staining (refer to method Section 2.4.4) was used to measure autophagic vesicles and monitor autophagic flux. SO-ID fluorescence staining (refer to method Section 2.4.17) was used to indicate superoxide levels.
6.3 Results

6.3.1 Electron Microscopy (EM) for SPION characterisation

The focus of this chapter is on magnetite ($\text{Fe}_3\text{O}_4$) nanoparticles which are labelled by their average particle sizes according to the manufacturer, as 3 nm, 8 nm and 20 nm, with a 5 nm maghemite ($\gamma\text{-Fe}_2\text{O}_3$) nanoparticle, for comparison, all obtained from the company US research nanomaterials.

![Transmission Electron Microscopy (TEM)](image)

**Figure 6-4: Characterisation of SPION structures under electron microscopy.** Images were taken by TEM with representative images of magnetite (MN, $\text{Fe}_3\text{O}_4$) and maghemite (MH, $\gamma\text{-Fe}_2\text{O}_3$) nanoparticles of the indicated average particle sizes according to manufacturer. Scale bars = 50 nm.

The magnetite and maghemite nanoparticles were analysed by transmission electron microscopy (TEM). The TEM images (Figure 6-4) show the magnetite and maghemite SPIONs have a crystalline morphology, hexagonal to octagonal shape with a strong tendency to aggregate (not monodisperse) and have a wide range of particle sizes. Prior to TEM these nanoparticles were not sonicated or vortexed with PEG as is done before they are used in experiments, both of which will improve their dispersion. Most of the structures distinguishable in the TEM images are aggregates of smaller nanoparticles, most clearly observable in the image of the 5 nm maghemite (bottom right image of Figure 6-4). With
the high degree of particle aggregation, it is difficult to determine if there is any difference in average particle size between the three magnetite SPIONs. The sedimentation rate of the nanoparticles was not directly monitored, but after 24 hours in cell culture medium or water, a layer of uncoated nanoparticles was observed at the bottom of the well. While addition of PEG to the nanoparticle solutions caused sedimentation to occur more slowly. Concentrated magnetite and maghemite solutions could be visually differentiated by colour, with the magnetite solutions a dark brown and the maghemite solution instead orange (Figure 6-5C).

6.3.2 Optimising SPION concentration for HMC3 cell treatments
Determining the optimal concentration with which to treat the cells was a primary aim. Cytotoxicity can also vary between cell lines, especially with a phagocytic cell line, such as HMC3, which is likely to be capable of greater internalisation of nanoparticles than a non-phagocytic cell line, such as the CHO H1 cell line in Chapter 4. A range of concentrations was tested from 4 µg/mL to 400 µg/mL for the magnetite SPIONs (3, 8 and 20 nm).

A basic cell count of cells after either 1 day or 4 days of growth with the SPION treatments demonstrated significant differences in the counts between the higher nanoparticle treatments and control cells (Figure 6-5A). Significantly reduced counts were recorded after a 1-day incubation for 20-400 µg/mL of 3 nm magnetite, 20-400 µg/mL of 8 nm magnetite and 40-400 µg/mL 20 nm magnetite. The highest concentration of 400 µg/mL led to similar levels of reduction with all three magnetite SPIONs after 1-day incubation, with a 62% reduction for 3 nm magnetite, 64% reduction for 8 nm magnetite and 69% reduction for 20 nm magnetite. In comparison none of the 4 µg/mL nanoparticle treatments were significantly different to control cells. The 4-day incubation data showed a similar trend with the highest SPION concentrations being significantly different to the control cells. For 400 µg/mL SPION treatments compared to controls cells, there was a 76% reduction for 3 nm magnetite, an 86% reduction for 8 nm magnetite and an 86% reduction for 20 nm magnetite, all larger than the reduction at the same concentration after 1-day incubation. While this was the only concentration that was significantly different to controls for 3 nm magnetite, the 100 µg/mL values were also significant for 8 nm magnetite and 20 nm
Figure 6-5: Toxicity of SPION treatments to cells is concentration dependent. A) Values of HMC3 cell counting normalised to the control cells after 24-hour treatment (left graph) or 4-day treatment (right graph) with 4-400 µg/mL of 3 nm, 8 nm or 20 nm magnetite (MN) compared to control cells, with UT control (no PEG or buffer) and 1 mg/mL LRL (dextran coated magnetite/maghemite mix nanoparticle). Data normalised to control cells and presented as average bars ± SEM and analysed using a one-way Anova test with Dunnett’s post-hoc test, with significance denoted above relevant bars comparing that data to the control cells at the far left of the graph. *p<0.05, **p<0.01, ***p<0.001. n=3/4. B) ATP quantification from a CellTiter Glo assay in the HMC3 cells treated with 4-400 µg/mL 3 nm magnetite (MN) for 1-day or 4-day treatment, compared to control cells. Data normalised to Bafilomycin A1 treated control cells and presented as average bars ± SD and analysed using a two-way Anova test with Dunnett’s post-hoc test *p<0.05, **p<0.01. n=3. C) Visual appearance of SPION nanoparticles in concentrated stock solutions. Magnetite = MN and Maghemite = MH.

magnetite. The 4-day data was far more variable than the 1-day due to the difficulty of plating and growing cells consistently over longer time periods (Figure 6-5A).

The 4 µg/mL data for all SPION treatments at both incubation times matched closely to the values for each of the nanoparticles at 4 µg/mL minus PEG, taken as an indication PEG was not affecting the cell count when considered with the SPION treatment or without (UT control data) (Figure 6-5A). A dextran coated SPION, LRL, was included at a higher 1 mg/mL
concentration to compare toxicity to a highly biocompatible dextran coated nanoparticle. The LRL treatment did not significantly affect cell growth or proliferation at either time point in the cell counting experiments.

The CellTiter Glo reagent was used to quantify total ATP levels for groups of cells grown with three concentrations of 3 nm magnetite between 4-400 µg/mL, as a secondary estimation of cell survival/proliferation (Figure 6-5B). Due to the high cost of this reagent and time constraints this assay was only run with one representative nanoparticle treatment, choosing 3 nm magnetite as the most consistent treatment in the 1-day cell counts. After 1-day treatment none of the concentrations of 3 nm magnetite were significantly different to the relevant control cells. While after 4-day treatment both 400 µg/mL and 40 µg/mL of 3 nm magnetite had significantly reduced ATP levels compared to the control cells, with a 45% reduction and a 35% reduction, respectively.

6.3.3 Primary confirmation of particle uptake by HMC3 cells

Large 3 µm (3000 nm) fluorescent microspheres were used to investigate whether the HMC3 cell line is phagocytic. As these particles are very large, they are unlikely to be engulfed by non-phagocytic forms of endocytosis. Fluorescent microsphere density per cell increased with the incubation time, reaching a peak by 30-60 minutes (Figure 6-6). The Baf-A1 treatment reduced the particle uptake to lower levels than the untreated cells.

Light microscopy can visualise larger aggregated magnetite and maghemite nanoparticles as dark particles against the lighter cells (Figure 6-7). The dark nanoparticles appear in association with the cells in all magnetite (3, 8 and 20 nm) and the maghemite (5 nm) treated cells. The magnetite SPIONs seem to aggregate into larger particles than the maghemite SPIONs. Most, but not all, of the SPION treated cells appear to be in association with SPIONs visible by light microscopy.

6.3.4 pH dependent release of iron ions from SPIONs

To compare the degradation of uncoated magnetite and maghemite, in vitro, cell free ferrozine assay were run with the different nanoparticles to compare their degradation between pH 3, 5 and 7 buffers (Figure 6-8A-H). Samples were incubated at 37°C
Figure 6-6: Association of HMC3 cells with fluorescent microspheres suggests the cells capable of phagocytosis within a 60 minute incubation. HMC3 cells were incubated with fluorescent ~3 µm microspheres for either 5, 15, 30 or 60 minutes (as labelled in figure), run consecutively to imaged together. For each incubation time, HMC3 cells either untreated (UT) or treated with 25 nM bafilomycin A-1 overnight (+Baf-A1) were exposed to fluorescent ~3 µm microspheres. For each treatment category the top row of images is by light microscopy with the same image below showing Hoechst nuclear stain (light grey) and the fluorescent microspheres (bright white). Scale bars = 40 µm.

(representing human body temperature) for 0, 2 and 24 hours to detect Fe$^{2+}$, and via addition of vitamin C, to also detect Fe$^{3+}$. The pattern of the free iron release was very similar between the three sizes of magnetite (Figure 6-8A-F). In the ferrozine assay between pH7 and pH3 buffers a significant Fe$^{2+}$ release was detected after a 24-hour incubation for 3 nm magnetite SPIONs with a 19-fold increase (Figure 6-8A), for 8 nm magnetite SPIONs (Figure 6-8C) with a 33-fold increase and for 20 nm magnetite SPIONs with a 55-fold
Figure 6-7: Agglomerated SPIONs are visible by light microscopy in the region of cells. Representative images (9 images/treatment) of HMC3 cell morphology (grey against background) by light microscopy with agglomerated SPIONs (black particles) visible in the regions of the cells after a 4-day treatment of 4 µg/mL SPIONs. Magnetite = MN and Maghemite = MH. Scale bars of full images = 40 µm and for enlarged sections scale bar = 10 µm. n=1.
increase (Figure 6-8E). All three magnetite treatments showed significant Fe\(^{2+}\) release only after 24-hour incubation, with the size of the fold increase between Fe\(^{2+}\) release at pH 7 and pH 3 having a positive correlation to increased average nanoparticle size. While 5 nm maghemite SPIONs showed no significant differences in Fe\(^{2+}\) release between any of the pH buffers at any of the measured incubation times (Figure 6-8G).

The 3 nm magnetite SPIONs also showed significantly increased Fe\(^{3+}\) production between pH buffers after a 24-hour incubation, with a 2.5-fold increase and a 2.95-fold increase between pH7 and pH3 or between pH5 and pH3 buffers, respectively (Figure 6-8B). The 8 nm magnetite SPIONs showed a similar pattern in Fe\(^{3+}\) after a 24-hour incubation with a significant 2.92-fold increase and 3.04-fold increase between pH7 and pH3 or between pH5 and pH3 buffers, respectively (Figure 6-8D). The 20 nm magnetite SPIONs revealed a significant 1.37-fold and a significant 0.97-fold increase, in Fe\(^{3+}\) between pH7 and pH3 or between pH5 and pH3 buffers, respectively, after a 24-hour incubation time (Figure 6-8F). While 5 nm maghemite also showed a difference in Fe\(^{3+}\) production between pH7 and pH3 buffer after a 24-hour incubation with a significant 1.13-fold increase. None of the treatments led to a significant difference in Fe\(^{2+}\) or Fe\(^{3+}\) between pH buffers at the initial 0-hour baseline reading or after the 2-hour incubation time. Only Fe\(^{3+}\) release was recorded for all of the magnetite nanoparticles at the physiological lysosomal pH5 compared to pH7, while no differences between pH5 and pH7 were recorded for the 5 nm maghemite.

Under in vivo conditions, the nanoparticles in cells would be surrounded by many proteins, which can form a coat, called the protein corona, around the nanoparticles that protects them from degradation. To determine to what degree this might be affecting the degradation of these nanoparticles, the 3 nm magnetite was pre-incubated with proteins. Pre-incubation of the 3 nm magnetite SPION solutions with bovine serum albumin (BSA) protein (at a concentration in final solution of 2 mg/mL) led to a reduction in colour change of the solution (indicative of decreased SPION degradation) at pH5, between BSA and non-BSA treated IONP samples (Supplementary Figure 4-1).
Figure 6-8: SPIONs can degrade at acidic pH to release Fe$^{2+}$ or Fe$^{3+}$. A-H) Ferrozine assays on SPION solutions of magnetite (MN) or maghemite (MH) in pH3 (red), pH5 (yellow) pH7 (blue) citrate-phosphate buffer incubated at 37°C for 2 or 24 hours, or added at the start of the experiment (0 hours). Ferrozine assays were normalised to an iron standard for quantification of Fe$^{2+}$ only or, by addition of vitamin C, total iron (Fe$^{2+}$ and Fe$^{3+}$) through which Fe$^{3+}$ was calculated. For A) 3 nm magnetite Fe$^{2+}$ or B) 3 nm magnetite Fe$^{3+}$, C) 8 nm magnetite Fe$^{2+}$ or D) 8 nm magnetite Fe$^{3+}$, E) 20 nm magnetite Fe$^{2+}$ or F) 20 nm magnetite Fe$^{3+}$ and G) 5 nm maghemite Fe$^{2+}$ or H) 5 nm maghemite Fe$^{3+}$. Data presented as average bars ± SD and analysed using a two-way Anova test with Tukey’s post-hoc test comparing within each incubation time grouping. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001. n=3.
**6.3.5 Impacts of SPION treatment conditions on lysosomal phenotypes**

When SPIONs are endocytosed, including phagocytosis, by the HMC3 cells they are mainly transported through the endolysosomal system to accumulate in the lysosome, where the acidic pH and degradative conditions may lead to breakdown of the nanoparticles, releasing free iron. If large quantities of free iron are released from nanoparticles, it can lead to the production of ROS through Fenton reactions, which can then damage the lysosome. Therefore, as lysosomes are likely to be the cellular region first affected by iron overload and subsequent ROS production, they are the first cellular organelle investigated here for potential defects.

To assess if lysosomal toxicity from SPION treatment occurred in a time-dependent manner, LysoTracker staining was performed across three incubation times, 5-hour, 1-day and 4-day treatments. The representative images of the LysoTracker data with 4 µg/mL SPIONs show that by 4-day incubation, a subset of the magnetite treated cells were very brightly stained by LysoTracker, indicative of lysosomal expansion (**Figure 6-9A**). However, there were also a subset of cells with very little staining, or none. Analysis of the SPION data (compared within each incubation period) showed only 5 nm maghemite after 1-day incubation was significantly different to control cells, with a 51% decrease (**Figure 6-9C**). The data can also be analysed by comparing the treatments across the different incubation times, which showed that both 3 nm magnetite and 8 nm magnetite treatments have significantly increased LysoTracker staining after 4-day incubation compared to after 5-hour incubation (**Figure 6-9D**). The LysoTracker green staining in the UT control cells (without PEG or PPB buffer) was not significantly different to the control cells (with PEG and PPB buffer) suggesting neither PEG nor PPB buffer affected this phenotype (**Figure 6-9B**). A positive (U18666A) and negative (Baf-A1) control were also included for reference and to confirm lysosomal staining.

To further assess the impact of the nanoparticles, despite the complexity of potential increases and decreases in LysoTracker staining between individual cells, the experiment was repeated with a 10 x higher (medium) SPION concentration of 40 µg/mL (**Figure 6-10A-D**). Visible in the representative images, the 4-day treatment showed an increased number of brightly stained cells with magnetite SPION treatments compared to control cells (**Figure 6-10A**). Again, the controls were all as expected with similar control and UT control cells and
Figure 6-9: Effect of low concentration SPIONs on lysosomal area. Representative images of A) SPION treated HMC3 cells and B) control treatments (with area analysis) with C-D) quantitative area analysis (9 images/treatment/repeat) for LysoTracker Green (grey scale) in HMC3 cells after a 4-day treatment with 4 µg/mL SPIONs, counterstained for nuclei with Hoechst (blue). Magnetite = MN and Maghemite = MH. Control includes all treatment conditions except nanoparticles, while UT control is just cell culture medium. Scale bars = 40 µm. Data presented as average bars ± SD and analysed using a one-way Anova test with Dunnett’s post-hoc test. *p<0.05, ***p<0.001. n=3.

working positive (U18666A) and negative (Baf-A1) controls (Figure 6-10B). With the higher SPION concentration there was still a significant decrease with 5 nm maghemite, with a 62%
decrease compared to control cells (Figure 6-10C). With the higher concentration of SPIONs, 3 nm magnetite and 8 nm magnetite treatment led to a significant increase in LysoTracker

Figure 6-10: Effect of medium concentration SPIONs on lysosomal area. Representative images of A) SPION treated HMC3 cells and B) control treatments (with area analysis) with C-D) quantitative area analysis (9 images/treatment/repeat) for LysoTracker Green (grey scale) a probe for acidic vesicles (lysosomes and late endosomes) in HMC3 cells after a 4-day treatment with 40 μg/mL SPIONs, counterstained for nuclei with Hoechst (blue). Magnetite = MN and Maghemite = MH. Scale bars = 40 μm. Data presented as average bars ± SD and analysed using a one-way Anova test with Dunnett’s post-hoc test. *p<0.05, ***p<0.001, ****p<0.0001. n=3.
staining area compared to control cells after the 4-day incubation, with 137% and 65% increases, respectively. By instead comparing the LysoTracker staining of the SPION treated cells at the different incubation times, all three magnetite SPION treatments (3 nm, 8 nm and 20 nm) led to a significant increase in staining area between 5-hour and 4-day incubation times (Figure 6-10D).

LysoTracker staining of HMC3 cell treated with a high SPION concentration of 400 µg/mL, was completed only once, and suggested a concentration dependent increase compared to the lower concentrations, with an even greater increase of 215% with 3 nm magnetite and 280% with 8 nm magnetite seen in 4-day treated cells compared to control cells (Supplementary Figure 6-1 A-D). The 20 nm magnetite treated cells appeared less healthy at 1-day treatment and did not survive to 4-days of treatment, hence no data on 20 nm magnetite was attained. With this experiment only preformed once, no statistical analysis could be performed.

LysoTracker loading appeared variable between cells, as the fluorescence is dependent on both lysosomal pH and lysosomal size. To indicate whether there might be increased variation in LysoTracker staining between cells within each treatment group, the content of brightly stained and dimly stained cells within each image was measured using average control cells as the baseline standard for normal fluorescence (Supplementary Figure 6-2A-F). The aim of this count was not as conclusive evidence of a change, but before further experiments could be run it could indicate to what degree these changes might be affecting the SPION treated cells compared to the controls. For both 4 µg/mL and 40 µg/mL treated HMC3, the count analysis supported an increase of mainly dim cells after 5-hour SPION treatments (Supplementary Figure 6-2A and B). After 1-day treatment, 5 nm maghemite treated cells still had significantly increased proportions of dim cells, while at the higher concentration of SPIONs, 20 nm magnetite also had a significantly increased dim cells, yet at the lower concentration for the magnetite treated cells there appeared to be a higher ratio of bright to dim cells, with 8 nm magnetite having a significantly increased proportion of bright cells compared to the control (Supplementary Figure 6-2C and D). By the 4-day treatments there was no significant difference in bright or dim cells compared to control cells for the lower SPION concentration of 4 µg/mL (Supplementary Figure 6-2E and F). Yet in the higher concentration of SPION treated cells (40 µg/mL) all three magnetite treatments
had a significantly greater proportion of bright cells, while the 5 nm maghemite still consistently had a significantly increased proportion of dim cells compared to the control, with 3 nm magnetite and 20 nm magnetite also having increased proportions of dim cells.

The Magic Red-cathepsin B probe was used to measure the activity of cathepsin B, a lysosomal cysteine protease, in live cells. Compared to control HMC3 cells, magic red staining was significantly increased only in 3 nm magnetite SPION-treated cells, with a 114% increase, much lower than the positive control U18666A, which led to a 511% increase (Figure 6-11).

2.2.1 Impact of SPION treatments on autophagy and production of ROS

As we had observed alterations in lysosomal area and lysosomal enzyme activity, we next tested the effect of SPIONS on autophagy, which is reliant on normal lysosomal function.
Autophagy can be measured by Cyto-ID staining for autophagic vacuoles. After a 4-day incubation with 4 µg/mL nanoparticles, only the 8 nm magnetite treatment showed significantly increased autophagy compared to control cells, with a 115% increase (Figure 6-12A and B). As an effect was only found with a single magnetite treatment, this phenotype was further investigated to identify if the effect was present and expanded by a 10x increased SPION concentration with a single experiment (Supplementary Figure 6-3A and B). The 40 µg/mL concentration suggested a large increase in cyto-ID staining for all the magnetite SPIONs at this higher concentration (n=1, not statistically analysed).

![Cyto-ID - 4 Day Treatment (4 µg/mL)]

**Figure 6-12: Impact of SPION treatment on autophagy.** A) Representative images and B) quantitative area analysis (9 images/treatment/repeat) for Cyto-ID (grey scale) staining autophagic vesicles in HMC3 cells after a 4-day treatment with 4 µg/mL SPIONs, counterstained for nuclei with Hoechst (blue). Magnetite = MN and Maghemite = MH. Scale bars = 20 µm. Data presented as average bars ± SD and analysed using a one-way Anova test with Dunnett’s post-hoc test. *p<0.05. n=3/4.

SO-ID stains for super oxide, a type of reactive oxygen species, but not for hydroxyl radicals (main species produced by Fenton reactions) as these are very short lived and highly reactive so more difficult to measure. No significant difference was seen in non-hydroxyl
Superoxide (SO-ID) staining for any of the SPION treatments compared to control cells (Figure 6-13A and B).

**Figure 6-13: SPION treatment has no effect on superoxide production.** SO-ID is a superoxide detection probe, that is unable to detect other reactive oxygen species such as hydroxyl radicals. **A)** Representative images and **B)** quantitative area analysis (6 images/treatment/replicate) for SO-ID (grey scale) staining superoxide in HMC3 cells after a 4-day treatment with SPIONs, along with a positive (Pos) control. Magnetite = MN and Maghemite = MH. Scale bars = 20 µm. Data presented as average bars ± SD and analysed using a one-way Anova test with Dunnett’s post-hoc test. ***p<0.001. n=3.
6.4 Discussion

This chapter was able to successfully optimise treatment conditions for a human microglial based model of the superparamagnetic nanoparticles (SPIONs), magnetite and maghemite, and to identify changes in lysosomal-related phenotypes induced by the nanoparticle treatments.

6.4.1 Coated SPION characterisation
The SPIONs in this chapter were uncoated magnetite ($\text{Fe}_3\text{O}_4$) in three specified sizes according to the manufacturer, 3 nm, 8 nm and 20 nm average diameter and an uncoated maghemite ($\gamma\text{-Fe}_2\text{O}_3$) nanoparticle described as 5 nm average size. The TEM showed the nanoparticles displayed a strong tendency to aggregate forming larger particles, as had been visualised with their use in cell treatments (data not shown). The TEM was run on nanoparticles not dispersed by sonication and PEG as was included for cell treatments, suggesting particles may be more dispersed in the experiments than for the TEM images. However, even if initially dispersed, uncoated magnetite is known to have a strong tendency to reaggregate and sediment (Vikesland et al. 2016). The magnetite nanoparticles looked very similar in crystal structure to many used in existing literature (Kouassi et al. 2005; Wang et al. 2011a; Shundo et al. 2012), the same being true for the maghemite nanoparticles (Múzquiz-Ramos et al. 2015; Martín et al. 2016; Kuchma et al. 2017). All three sizes of magnetite nanoparticles appeared structurally similar to each other and to the maghemite nanoparticles, all with a crystalline morphology and hexagonal to octagonal shape. The average size of the nanoparticles by TEM were difficult to ascertain due to their aggregation, with no clearly visible difference in size between the 3, 8 and 20 nm magnetite nanoparticles. However, when sonicated and mixed with PEG, as was performed before cell treatments, this may breakdown some of the aggregates.

6.4.2 Optimising SPION concentration for HMC3 cell treatments
As the uncoated SPIONs from US research nanomaterials had not previously been used in the lab, first cell treatment concentrations were optimised. A concentration that could significantly reduce cell survival was considered suboptimal, as surviving cells are needed to assess phenotypes. Yet a concentration that is below the threshold to induce phenotypes
would also be less ideal for determining potential impacts of SPION treatments. An environmentally relevant dose may be too low for optimal cell exposure in these experiments, as it would likely take many years for disease-relevant exposure, for example sporadic Alzheimer’s disease (for which SPION exposure may be a risk factor) normally develops after age 65. Instead, higher SPION concentrations were used to indicate affected phenotypes in a shorter treatment time, more efficient for this kind of early-stage project. Cell counting and ATP quantification experiments suggested that 4 µg/mL concentrations produced survival/proliferation rates that were not significantly different to control cells, while 40 µg/mL concentrations did significantly affect survival or proliferation of the treated HMC3 cells but not to an extent that affected data collection. These two concentrations were chosen for initial assessment of phenotypes.

Previous studies have found magnetite nanoparticles to have different cytotoxicity between cell types (Coccini et al. 2017) and for toxicity to be greater in microglia than in astrocytes or neurones (Petters et al. 2016). A study comparing astrocytoma (D384) and human neuroblastoma (SH-SY5Y) cells, found magnetite nanoparticles to be significantly affecting cell viability in the astrocytoma cells at 10 µg/mL after a 24-hour incubation and at 1 µg/mL after a 48-hour incubation and neuroblastoma cells at 10 µg/mL after a 48-hour incubation (Coccini et al. 2017). The magnetite nanoparticle cytotoxicity in this study that appeared between 40-400 µg/mL after 1-day incubation in HMC3 cells, suggests the HMC3 cells may be more robust against the nanoparticle treatments than these cancer cell lines. Other studies in microglial cells showed 6-hour exposure to a high 3 mM concentration of magnetite nanoparticles led to increased cell death and cytotoxicity (Petters et al. 2016), while 150 µM an 450 µM concentrations of IONPs have been shown to induce significant cytotoxicity in 4 and 6 hours, respectively (Luther et al. 2013). Although this indicates toxicity to high SPION concentrations occurs quickly in microglial cells, these two studies both used rodent microglia, which may have a different sensitivity to nanoparticles compared to human microglia.

The importance of using a human microglial line (HMC3) in this chapter, instead of more established microglial lines, such as those of rodent microglia is due to the wide number of differences now being identified between these cells in the two species, as was evaluated in Section 6.1.3. A cell line was chosen, instead of primary human microglial cells, as these are
difficult to obtain and grow consistently, necessitating extraction from a human brain either from aborted foetal tissue, biopsies from epileptic patients, normal tissue from brain tumour excisions, or post-mortem brain tissue. While IPSC cells would also have been a viable option, these take many months to differentiate into the desired role and to subsequently characterise and compare across differentiation groups. This would have considerably slowed the optimisation process.

6.4.3 Primary confirmation of particle uptake by HMC3 cells
In this study, the phagocytosis assay in the HMC3 cells suggested they may be capable of endocytosing large ~3 µm fluorescent particles in ~1 hour. Phagocytosis is the main pathway for uptake of large particles >0.5 µm, which may be slowly aided by large macropinocytic vesicles, while the 3 µm fluorescence spheres are too large for clathrin mediated endocytosis or caveolae-mediated endocytosis (Aderem and Underhill 1999).

The HMC3 cell line was initially described to have lower levels of phagocytosis after immortalisation compared to the primary culture (Janabi et al. 1995). The ability of these cells to phagocytose particles was then confirmed by demonstrating uptake of fluorescent amyloid-β (Hjorth et al. 2010; Hjorth et al. 2013). Phagocytic ability of the HMC3 has also been confirmed by measuring uptake of latex beads (Liu et al. 2013). Furthermore, HMC3 cells have been shown to display effective phagocytosis capacity for uptake of fluorescently labelled Staphylococcus aureus bacteria, however, in that study the phagocytic activity of the cells was considered low when compared to peripheral dendritic cells (Etemad et al. 2012).

The ability of the HMC3 cells in this study, to phagocytose particles is, therefore, in line with previous studies, especially considering that in this study the cells were not activated to a phagocytosis enhancing state before assaying. Pre-incubation with IFNγ alone or in combination with IL-1β has been shown to increase the phagocytic ability of the HMC3 cells and is likely in line with their activation state, with an M-2 state suggested to be optimal for their phagocytic activity (Ransohoff et al. 2015; Zhu et al. 2016). The ability of these cells to phagocytose is important for their accurate representation of both nanoparticle uptake and for modelling changes in Alzheimer’s disease.

A previous study of iron oxide nanoparticle treatment across three different types of brain cells, suggested uptake and lysosomal localisation of the nanoparticles occurred more
quickly (within 6 hours) in microglial cells, than in astrocytes or neurones (Petters et al. 2016). While a 24-hour incubation led to lysosomal localisation in the microglia and astrocytes, but still not in the neurones. The timing of lysosomal localisation with the nanoparticles coincided with increased ROS staining in these cell lines, suggesting more rapid uptake/transport to the lysosomes may be a major factor in why the nanoparticles had greater toxicity in the microglia compared to astrocytes and neurones in this study. Phagocytic ability in microglial cells would lead to faster nanoparticle uptake than in cell lines relying on low levels of macropinocytosis or random uptake in other endocytic vesicles. Therefore, the ability of the HMC3 cells to phagocytose is important for modelling microglial responses to nanoparticle treatments compared to other brain cells.

Light microscopy indicated it is possible to identify large, aggregated magnetite and maghemite particles in the region of cells by contrast of the brown particles against the grey background of the cell. Light microscopy may also be useful in future experiments for determining co-localisation of large aggregates with probes or phenotypes when staining the cells. The ability to identify SPION aggregates by light microscopy led to the planning of using an IncuCyte imaging system to complete live cell imaging of a section of cells, which may have been able to capture uptake and internalisation of larger particles by the cells. While this was unable to be completed in the project, using this imaging system in the future would provide an alternative way to ascertain the mechanisms of particle uptake, along with trafficking and localisation of particles within the live cells. This may also provide valuable information on whether nanoparticle exposure or uptake leads to changes in cellular morphology and if this is related to cellular localisation. While localisation and SPION uptake data could be also achieved by fluorescence microscopy, addition of a fluorophore may change SPION behaviour, charge and size and can be difficult to attach to uncoated particles.

The ideal experiment planned to detect nanoparticle uptake into the HMC3 cells and determine a lysosomal localisation was by electron microscopy. The cell samples were prepped for electron microscopy, but it could not be completed in the time frame for this thesis. This will also determine particle size during uptake to determine if the nanoparticles are more dispersed and less aggregated when endocytosed into cells.
6.4.4 pH dependent release of iron ions from SPIONs

The ferrozine assays suggested that release of free iron from the SPIONs is pH dependent, with the greatest release at lower pH. For both Fe$^{2+}$ and Fe$^{3+}$, significantly different ion release between different pH only occurred after 24-hour incubation, suggesting that SPION breakdown was not instantaneous or very fast (2-hour incubation). For Fe$^{2+}$ detection in the magnetite SPIONs in general there was greater release at pH3, reduced release at pH5 and substantially lower, near baseline, release at pH7. There was significant release of Fe$^{3+}$ between pH3 and pH7 for all the magnetite nanoparticles. Only significant Fe$^{3+}$ release was detected in the 5 nm maghemite SPION between pH3 and pH7 after 24-hours, although levels were much lower than compared to the magnetite SPIONs. A previous study has also shown pH dependent Fe$^{3+}$ release from maghemite nanoparticles at pH4.5 compared to pH7 at 24-hours, although these were dextran coated and showed significantly faster Fe$^{3+}$ release after 48 hours of incubation, likely due to the majority of the dextran coat having been degraded by this time point (Singh et al. 2012).

The release of purely Fe$^{3+}$ by maghemite is due to the positioning of Fe$^{3+}$ in both its tetrahedral and octahedral sites, making it essentially Fe$^{2+}$ deficient (Greaves 1983). While magnetite having Fe$^{3+}$ in its octahedral sites, has a mixture of Fe$^{2+}$ and Fe$^{3+}$ in its tetrahedral sites, correlating with the ferrozine data in this chapter seeing both significant Fe$^{2+}$ and Fe$^{3+}$ release at 24-hours incubation with all three magnetite nanoparticles. The reduced degradation of the maghemite compared to the magnetite also follows previous literature, with one study showing oxidation of magnetite to maghemite corresponded to increased stability against low pH related degradation (Barrow et al. 2018). Relating to the lysosomal environment in cells with a pH~5, no significant differences were noted compared to at pH7, suggesting that at lysosomal pH there would be relatively low release of either free iron component. A longer incubation period for the SPIONs in the pH buffers before running the ferrozine assays, may indicate if degradation at pH5 starts occurring over longer incubations time. Although how this relates to the degradation in cells needs to be further examined with iron-dependent staining, such as Phen green and FehRoNox.

Pertinent to treatment of microglia with SPIONs is the added complication that certain activation states of microglia have been linked to a drop in lysosomal pH (Majumdar et al. 2007; Majumdar et al. 2011). While that may mean resting (surveying) microglia have a
higher lysosomal pH and are more resilient to acidic SPION breakdown, activated microglia which are linked to increased phagocytosis may have a decreased lysosomal acidity, where nanoparticles now breakdown more readily. As microglia are known to be activated in Alzheimer’s disease (Hamelin et al. 2016) and reduced microglial lysosomal pH linked to increased degradation of amyloid-β (Majumdar et al. 2007), a concomitant insult of increased magnetite degradation, due to environmentally-derived magnetite particles in the brain, could lead to lysosomal damage in these activated microglia which would in turn impact amyloid-β degradation.

6.4.5 Impacts of SPION treatment conditions on lysosomal phenotypes
The microglia showed a complex relationship in terms of the acidified (<pH5.5) lysosomal area after exposure to the magnetite SPIONs, with suggestions that some cells have increased LysoTracker staining while in others it appears decreased. At the lower 4 µg/mL concentration there was no overall change detected in LysoTracker area between the magnetite SPION treatments and controls, according to the area analysis. The only significant difference between controls and SPION treatments at each time point, was for maghemite after 1-day incubation. Although some of the particles did show significant changes between their 5-hour and 4-day LysoTracker area values. The experiment was repeated with a 10x increased SPION concentration (40 µg/mL), which exacerbated the effects and made them more pronounced. This did lead to significant increases in LysoTracker staining for 3 nm magnetite and 8 nm magnetite after 4-day incubation, suggesting a dose-dependent phenotype exists after 4-day incubation. In support of this, one repeat of the experiment with a nanoparticle dose again ten times greater (400 µg/mL) also suggested this may lead to a further increase in the LysoTracker staining. The idea of competing oppositional changes in LysoTracker staining occurring between the microglial cells treated with SPIONs in this chapter was supported by evidence from counting staining intensity of cells. As discussed in the previous chapter, the ability of iron oxide nanoparticles to damage lysosomes has been previously documented (Ferrati et al. 2014; Levada et al. 2020). A dose-dependent increase in macrophage/microglia specific lysosomal membrane protein ectodermal dysplasia (ED)-1, has been previously identified in lipopolysaccharide-stimulated microglia treated with iron oxide nanoparticles, suggesting an increased lysosomal area in the nanoparticle treated cells (Wu et al. 2013a). This experiment does
differ to the present study in that the microglia had been purposely activated prior to nanoparticle treatment, which may change the cells behaviour, and ED-1 is not sensitive to deacidification as is LysoTracker. However, the increased lysosomal area seen in both studies is comparable. There is also evidence of changes in LysoTracker staining after treatment of non-activated microglial cells with BP-IONP, although this was not quantified in the experiments as it was mainly being used to demonstrate co-localisation of the nanoparticles with the lysosomes (Luther et al. 2013). Although these two studies used primary microglia from mice and rats, respectively, it does indicate that increased LysoTracker staining after IONP or SPION treatment may be specific to certain cell types, to immune cells, or to microglia. Another method to detect whether lysosomal expansion is being triggered in a subset of cells, would be to measure transcription factor EB (TFEB) nuclear translocation. TFEB is the master regulator of the lysosome-autophagy system and nuclear translocation of TFEB encourages expression of lysosomal and autophagic related genes acting as a trigger of lysosomal biogenesis and autophagy (Settembre et al. 2011).

In both experiments there was no change in lysosomal area after 5-hour SPION incubation, likely as this is too quick for nanoparticles to have been endocytosed, reach lysosomes, degrade and induce ROS production that can damage lysosomes. After 1-day incubation, only the maghemite SPIONs caused a significant change compared to the control, with decreased lysosomal area. The existence of this phenotype at both 4 µg/mL and 40 µg/mL concentrations acting as a confirmation of this effect, however, in both experiments this phenotype has disappeared by 4-day incubation, possibly suggesting the cells’ ability to counteract this change over longer periods of time.

In this chapter, cathepsin B activity (magic red staining) was found to be significantly increased after one of the three magnetite treatments (3 nm magnetite) at the 4-day treatment incubation time with a low (4 µg/mL) SPION concentration. This could be due to lysosomal expansion suggested in a sub-set of the cells, despite the lack of a significant increase in lysosomal area for this concentration and incubation time. A decrease in LysoTracker staining in a sub-set of the cells, does not necessarily indicate that lysosomes have been destroyed, or less produced, it also could be a sign of lysosomal deacidification, as LysoTracker Green only fluoresces in an acidic (<pH5.4) environment. Potentially in partially deacidified lysosomes Cathepsin B could still be active while LysoTracker is not
retained and fluorescent. A further experiment suggested that in the HMC3 cell line cathepsin B has an activity range between pH 4-7, with an optimal pH 5.5-6.5 (Figure 6-14). This does contrast to published data on cathepsin B pH optima, which has suggested a maximal activity at pH 5.0 and a steep decrease in activity down to pH 7, though it does need to be considered that this was calculated for a purified cathepsin B from human liver, and it is likely the enzyme may differ between cell types (Almeida et al. 2001). It certainly appears that in the HMC3 cells, cathepsin B has a wide pH range and activity does not drop as significantly at higher pH, which may explain why cathepsin B activity could be high while LysoTracker area does not appear increased. An increase in cathepsin B activity in the SPION treated microglia is also in contrast to data from IONP-treated microglial cells stimulated with lipopolysaccharide, in which cathepsin B activity was seen to significantly decrease with increased nanoparticle concentration, however, the contrast of induced activation state change by lipopolysaccharide in these cells, may change their response compared to non-activated microglial cells (Wu et al. 2013a).

Figure 6-14: Cathepsin B activity in HMC3 cells across a range of pH. Cathepsin B activity in relative fluorescent units (RFU) from plate assays of HMC3 cell homogenate, measured every 0.5 pH units from pH 3 to pH 7 in citrate-phosphate buffer (blue) and from pH 3.5 to pH 5.5 in acetate buffer (orange).
Several papers have suggested that exposure to IONPs treatments does not activate microglial cells (Pickard and Chari 2010; Luther et al. 2013). However, for the investigation of the link between increased brain magnetite, likely from environmental sources, and Alzheimer’s disease, it may be of use to also preform experiments on phenotyping human microglial cells response to nanoparticle treatment after activating the cells with exposure to amyloid-β or in a genetic or drug cellular model of the disease. To have an account of phenotypic cellular changes after nanoparticle treatment in a human microglial cell line and comparison of these same phenotypes after addition of further Alzheimer’s related insults, could be important for informing if the toxicity of the nanoparticles changes under disease conditions. Once a model of the SPION induced phenotypic changes has been completed in these cells these may then be the next logical steps, concentrating on phenotypes in the cellular pathways found to be most affected.

6.4.6 Impact of SPION treatments on autophagy and production of ROS

Autophagy was not significantly raised at the lower 4 µg/mL SPION concentration after 4-day incubation. As values for the magnetite SPIONs were all consistently higher than controls in all repeats, this prompted one repeat with the 10 times concentration (40 µg/mL), which suggested autophagy may be greater in magnetite treated cells than in controls and suggests this is a phenotype worth further exploration and completion with the higher concentration to 3 repeats. Increased autophagy has previously been identified as a phenotype of iron oxide nanoparticle treatment (Khan et al. 2012; Park et al. 2014a; Zhang et al. 2016a; Wu et al. 2017b). SPIONs have been shown to induce autophagy in a mouse monocyte macrophage cell line through an inflammatory response (Jin et al. 2019). Yet, there is very little data on autophagy in IONP treated microglial cells.

Two previous studies have strongly suggested an increase in ROS production in iron oxide nanoparticle treated microglial cells (Wang et al. 2011b; Petters et al. 2016). Maghemite and hematite have been shown to induce ROS production in a mouse microglial cell line (Wang et al. 2011b). While in primary rat brain cells, cellular ROS production was increased after 6-hour iron oxide nanoparticle treatment in microglia, but not in astrocytes or neurones, a phenotype which was ameliorated by treatment with Bafilomycin-A1 which causes a strong deacidification phenotype in lysosomes (Petters et al. 2016). In this chapter
no increase in superoxide staining was detected in the microglia; however, this stain was unable to detect hydroxyl radicals, which are the main product of Fenton reactions, most likely to be the source of iron-induced ROS. A total ROS stain, able to detect hydroxyl radicals, should be of primary examination in continuation of this work, as ROS production has been indicated as a primary mechanism of cytotoxicity in SPION treated cells (Wang et al. 2011b; Khan et al. 2012; Petters et al. 2016). Another method for determining the extent of dysregulated ROS production in the microglial cells after SPION treatment will be to measure lipid peroxidation, which can be achieved with DPPP staining, and membrane lysosomal membrane integrity with acridine orange staining, as were both preformed on cells in Chapter 4 of this thesis.

The key role of oxidative stress in the development of Alzheimer’s disease, particularly in terms of microglial cells, has also been investigated in numerous studies and summarised in review papers on the topic (Chauhan and Chauhan 2006; Huang et al. 2016). Therefore, once a nanoparticle treatment model has been established in microglial cells, the next step will be to combine this model with Alzheimer’s models, to see if this extra stressor has increased impact in an Alzheimer’s model, increases Alzheimer’s related phenotypes or has different phenotypes to the non-diseased model. This research has the potential to lead to range of projects, from experiments initially in human microglial cell lines such as HMC3, to human iPSC cells which may represent primary cells more closely, to a mixed cellular model with neurones and other glial cells and post-mortem brain tissue and also to various in vivo models.
7 General Discussion

7.1 Overview of the project

This project has succeeded in achieving its main aim; to develop cellular and in vivo zebrafish models of iron oxide nanoparticle (IONP) treatment and identify affected pathways, phenotypes and behavioural responses, identifying which nanoparticles are associated with greater toxicity and which are more biocompatible.

IONPs are being developed as tools for bioscience-based research, such as the magnetic lysosomal extraction method, and for these kinds of applications it is important to use IONPs with low cytotoxicity and high biocompatibility. Exposure of people to magnetite nanoparticles is also likely environmentally, as they can form a major component of traffic-related air pollution (Mitchell and Maher 2009). Exposure to IONPs may also occur in a health care setting, as a few types of IONPs have been used as MRI contrast agents (Nikzamir et al. 2021), and are being developed for new treatments and therapies, mainly as drug carriers or hypothermic agents in cancer therapy (Hernández-Hernández et al. 2020). Yet research has not yet been able to fully elucidate the range of impacts IONPs may cause to human health, mostly due to the wide variation between the nanoparticles and conditions used in the different studies and the subsequent variation in toxicity and response. This study has succeeded in comparing various IONPs and investigating the effects coating, size, composition, and structure can have on nanoparticle toxicity and behaviour.

7.1.1 Summary of Chapter 3: Investigating the impact of HEPES buffer on lysosomal phenotypes.
Growing CHO H1 cells in HEPES buffer, was found to affect lysosomal phenotypes in a concentration-dependent manner. Adding HEPES buffer at 50-100 mM was found to significantly increase lysosomal area in CHO H1 cells, with lower concentrations affecting lysosomal area in stressed (overconfluent) cells. By testing a range of buffers, it was found that PIPES caused an even greater increase in lysosomal area. These experiments demonstrated the importance of choosing a suitable cell buffer for an experiment, considering phenotypes to be analysed, buffer concentration and the effect when combined with additional stressors. The results of this chapter were published (Cook et al. 2020a) and
then used to determine optimal buffers use during nanoparticle treatments in the subsequent chapters.

7.1.2 Summary of Chapter 4: Comparing cellular toxicity of dextran coated iron oxide nanoparticles.
The second data chapter focussed on identifying groups of phenotypes or cellular pathways affected by 1 mg/mL IONP treatments (24-hour pulse:24-hour chase), using three dextran coated nanoparticles of differing sizes, compositions and structures. Dextran coated LRL nanoparticles were found to have low cytotoxicity, causing no nanoparticle-induced defects detected in this study. The CC and ID nanoparticles both suggested IONP treatment can reduce lysosomal area, cause lipid peroxidation and produce mitochondrial defects in CHO H1 cells. This data suggests that when these nanoparticles are internalised by the cell, they can break down to release ROS, affecting not only the endolysosomal system, but also the mitochondria. While the CC nanoparticle alone led to an increased autophagy phenotype, likely associated with an alteration in lysosomal Ca\textsuperscript{2+} levels, rather than mitochondrial-related defects. These experiments showed LRL to be a highly biocompatible nanoparticle, encouraging its previous selection for use in a magnetic lysosomal extraction protocol.

7.1.3 Summary of Chapter 5: Investigating toxicity of LRL and ID nanoparticles in an \textit{in vivo} developmental zebrafish model.
The third data chapter utilised two of the same dextran coated IONPs as in the previous chapter (LRL and ID) to set-up a nanoparticle treated zebrafish development model. Identifying the impact of nanoparticles \textit{in vivo} is an important next step to investigating their effects in a cellular model. ID nanoparticle treatment of the embryos/larvae led to developmental delay in spontaneous coiling, a potential heart rate defect and movement defects. While no defects were detected in embryo/larvae treated with the LRL nanoparticles, again validating LRL as a strongly biocompatible nanoparticle and supporting development of a magnetic lysosomal extraction method from zebrafish larvae utilising LRL nanoparticles.
7.1.4 Summary of Chapter 6: Comparison of the toxicity of magnetite and maghemite nanoparticles in a human microglial cell line.

In the final and fourth data chapter, the impact of non-dextran coated nanoparticles of either magnetite or maghemite on a human microglial cell line was investigated. As magnetite nanoparticles linked to traffic-related air pollution have been associated as a potential environmental risk factor for Alzheimer’s disease, the effect these nanoparticles on microglia, the brain’s immune cells, was investigated. This chapter identified differences between magnetite and maghemite nanoparticles in free iron release and dose dependent changes in lysosomal area, with potential changes in cathepsin B activity and autophagy after magnetite nanoparticle treatments.

7.2 Importance of buffers

In this study it was clear that HEPES had an impact on cell health when an additional 10 mM concentration was added to the cell culture medium for the experiment as well as growing the cells in HEPES containing cell culture medium, as this led to increased cell death in ID treated cells (Chapter 3). Yet, this cell reduced survival phenotype in HEPES treated cells only occurred in the presence of the nanoparticle treatment as an additional stressor. In light of the research by Tol et al. (2018), showing how high HEPES concentrations can cause lysosomal expansion in cultured RAW macrophages, this thesis went on to show how HEPES can also affect lysosomal area in a non-phagocytic cell line, CHO H1 cells. As well as affecting lysosomal area, addition of HEPES buffer to cells has been shown to cause concentration dependent effects on magnesium biodegradation, increased phototoxicity, ability to block Cl− channels in some cell lines and increased ATP production (Zigler et al. 1985; Yamamoto and Suzuki 1987; Kirsch et al. 1998; Luo et al. 2010; Kannan et al. 2017). The effects seen with HEPES are also possible with other zwitterionic buffers, as many share similar structural components. Indeed, this thesis shows PIPES buffer is likely to have a similar and likely more severe impact on lysosomal area than HEPES buffer.

In this study, based on the results in chapter 3 of HEPES buffer effects, a low 10 mM concentration continued to be added during nanoparticle treatments in chapter 4, while using HEPES free culture medium. The nanoparticle treatment can affect medium pH, which can in turn be detrimental to the cells, making buffer use in this period desirable, but with
this lower concentration being below phenotypic levels. In light of the impact of HEPES, especially since it appears to be more detrimental in a phagocytic cell line (Tol et al. 2018) than in the non-phagocytic CHO H1 (chapter 2), an alternative buffer was chosen for use in the phagocytic human microglial cell line used in chapter 6 of this study. Based on the results of the buffer comparisons in Chapter 3, potassium phosphate buffer (PPB) was chosen for use in these cells during nanoparticle treatment instead. Again, a low 10 mM concentration was selected, and controls added to experiments for buffer related effects as longer (up to 4-day) incubation times were used with no chase period, making the risk of buffer related impacts greater. However, in none of the experiments were the phenotypes from the non-buffer treated cells found to be significantly different to the buffer treated control cells. This further suggests that a low concentration of potassium phosphate buffer may be a favourable cell culture buffer when considering endolysosomal-related phenotypes in live cell culture experiments.

7.3 Relevance of nanoparticle structure

The range of nanoparticles used in this thesis varied in structure and these seemed linked to their cellular and lysosomal toxicity (Figure 7-1). The similarity of structure between the LRL and CC nanoparticles in Chapter 4, both of which have a magnetite: maghemite mixed core and 40 kDa dextran coat, did not correlate to their behaviour in the cell. The dextran coat can protect the nanoparticles from degradation acting as a barrier between the iron core and external environment and so reduce production of free iron and reactive oxygen species. With the LRL nanoparticles this appeared to be the case, yet with the CC nanoparticles fairly high levels of iron release and phenotypic cellular damage was detected. The ID nanoparticles with a dextran core were different, having a high level of detected iron release in live cells and being the treatment with the strongest effect on lysosomal area. As a dextran core cannot act as a physical barrier it is likely to have less impact on iron degradation in the lysosome leading to increased iron release. Yet the CC and ID nanoparticles had more similar phenotypic effects to each other and greater cytotoxicity than the LRL nanoparticles, suggesting the position of dextran in the nanoparticle structure may not be the most important factor in dextran coated nanoparticle toxicity. A previous study on anaemia treatments, comparing an iron dextran nanoparticle (similar to ID) to a
magnetite SPION coated with a semi-synthetic dextran derivative, polyglucose sorbitol carboxy-methylether (similar structure to LRL and CC), suggested these two nanoparticles also showed similar toxicity phenotypes despite their oppositional core or coating carbohydrate structures (Toblli et al. 2011). The differences in cellular toxicity between LRL and CC nanoparticles

Figure 7-1: The relationships between iron oxide nanoparticle (IONP) structure and their lysosomal and cellular toxicity. Lysosomes shown each loaded with different nanoparticles from this project, LRL, CC and ID from chapter 4 (top row) and magnetite and maghemite nanoparticles from chapter 6 (bottom row). LRL and CC are dextran coated, while ID has a dextran core; magnetite and maghemite are uncoated. LRL treatment was associated with no toxicity phenotypes. Both CC and ID treatments were shown to degrade and produce reactive oxygen species (ROS), with damage to both the lysosome and to mitochondria. Both CC and some magnetite treatments led to induction of autophagy. Magnetite more than maghemite can degrade to release free iron and may damage the lysosome. Dotted lines indicate uninvestigated phenotypes.
May be due to the noted differences in the size of the nanoparticles (with LRL being smaller and more uniform), the difference in magnetite:maghemite ratio (as while the LRL nanoparticles are more magnetite, the CC nanoparticle is equally mixed, which could affect core stability), or a difference in the process of dextran coating (the strength and stability of which depends on the surface of the nanoparticle and process of attachment). The variation in uniformity of the CC nanoparticle cores may also suggest that the process for the nanoparticle production is less tightly controlled, which may also be the case with the application of the coat to the core, making them less stable against degradation. Several papers have attempted to compare multiple previous nanoparticle toxicity studies to find similarities in toxicity potential (Patil et al. 2018; Malhotra et al. 2020; Vakili-Ghartavol et al. 2020), yet as so few of the studies have similar nanoparticles or conditions it becomes difficult to corroborate findings and draw strong conclusions.

In Chapter 6, toxicity of magnetite and maghemite nanoparticles was compared. Maghemite appeared more stable against degradation, breaking down to release mostly Fe\textsuperscript{3+} while the magnetite released Fe\textsuperscript{2+} and Fe\textsuperscript{3+}, as has been previously determined to be their main degradation products according to their structures (Ganapathe et al. 2020). Fe\textsuperscript{2+} is the iron species needed for ROS producing Fenton reactions, although depending on the conditions, Fe\textsuperscript{3+} can be converted to Fe\textsuperscript{2+} and then contribute to producing ROS (Voinov et al. 2011; Schwaminger et al. 2017; Meyerstein 2021). Fenton reactions mainly produce highly damaging hydroxyl radicals that cause lipid peroxidation, damage proteins including enzymes and damage RNA/DNA (Huang et al. 2013; Ying et al. 2021). Fe\textsuperscript{3+} is insoluble and unable to cross lipid membranes unless bound to a chaperone, such as transferrin, meaning free Fe\textsuperscript{3+} is essentially contained in the lysosome (Morgan et al. 1986; Srai et al. 2002). While Fe\textsuperscript{2+} is soluble in biological environments and can cross the lysosomal membrane via certain transporters, such as DMT1, (Garrick et al. 2006), TRPML1 (Dong et al. 2008) and in some cell types NRAMP1 (Blackwell et al. 2000). This may suggest that production of ROS occurs more slowly when maghemite is degraded, as the cell may better be able to process and chelate the free iron when released as Fe\textsuperscript{3+}, as this needs conversion to Fe\textsuperscript{2+} before undergoing Fenton reactions.
In this study magnetite was found to have a variable response on the lysosomal area in a human microglial cell line with evidence of reducing or increasing lysosomal area across different cells in the same treatment group. This affect appeared to be concentration and time-dependent, with evidence of increasing lysosomal area at higher nanoparticle concentrations and after longer incubation time. Yet, this was in contrast to maghemite, which significantly reduced lysosomal area after 1-day incubation, but at no point led to significantly increased Lysotracker area. Some magnetite treatments, but not maghemite treatment, also indicated a link to increased cathepsin B activity and increased autophagy. This may suggest, degradation of the magnetite component in the CC nanoparticles in Chapter 4, rather than the maghemite component as they are a 50:50 mixture of each, may be responsible for the autophagy phenotype. As the LRL nanoparticles in Chapter 3 are an even higher percentage of magnetite (70%), the lack of autophagy induction with this treatment could suggest there was comparatively low degradation of these nanoparticles during the experiment.

7.4 Relevance of nanoparticle coating and size

Chapter 6 attempted to investigate the effects of nanoparticle size on toxicity by working with three different sized magnetite nanoparticles, sold by the company US research nanomaterials as 3 nm, 8 nm and 15-20 nm (denoted 20 nm) nanoparticle solutions. However, when investigated by TEM the differences in size were not apparent due to the aggregation of the particles. However, it was likely that the particles may be less aggregated after sonicating and mixing with PEG for cell treatments and when ingested by cells. This was to be investigated by TEM of the HMC3 cells after treatment with the nanoparticles, but was not achieved in the time frame, making it difficult to compare size of the nanoparticles and their toxicity. Yet by having the three magnetite nanoparticles did provide the opportunity to see if phenotypes were strong across all three nanoparticle treatments. Previously, a study using BSA coated magnetite nanoparticles of two different sizes, 40 nm and 80 nm also found it difficult to detect consistent differences in toxicity (Abakumov et al. 2018). While PEG coated IONPs with an unspecified core composition from Ocean nanotech were found to have a slightly higher cytotoxicity at the smaller size of 10 nm compared to 30 nm particles (Feng et al. 2018). The higher toxicity of smaller nanoparticles is also seen with
other metals, such as silver nanoparticles (Nguyen et al. 2013). In Chapter 6, the 3 nm and 8 nm labelled nanoparticles had the greatest effect on lysosomal area, while only the 3 nm nanoparticle treatment caused a significant increase in Cathepsin B activity and only the 8 nm nanoparticle led to a significant increase in autophagic vesicle area. This could suggest if the nanoparticles were differential sizes in correlation with their named sizes, that the smaller nanoparticles were more toxic, as has been previously shown.

Chapter 6 used uncoated SPIONs that were vortexed with PEG, to reduce settling and aggregation, yet as the PEG is only weakly combined with the nanoparticle it is likely to dissociate upon exposure to an acidic environment and is not a bound coating. The dextran coated nanoparticles in Chapter 4 had no significant impact on the growth/survival of the CHO H1 cells after a 24-hour pulse and 24-hour chase at 1 mg/mL, while the uncoated magnetite nanoparticles showed impacts on cell proliferation and survival after 1-day and 4-day incubations at lower 100-400 µg/mL concentrations. A 1 mg/mL LRL treatment was also added as a control to the cell count experiment in HMC3 cells in Chapter 6, where the greater toxicity of the uncoated magnetite nanoparticles again became apparent. The difference of toxicity by coating is well known, with studies showing polyethylenimine (PEI) coated nanoparticles to have greater toxicity than PEG coated (Feng et al. 2018) and that uncoated magnetite nanoparticles have a greater detrimental effect on cell viability/cytotoxicity than dextran coated nanoparticles (Shaterabadi et al. 2017).

This pattern is also found with coated IONP during in vivo experiments. An experiment in zebrafish suggested uncoated nanoparticles impacted larvae mortality, while dextran coated nanoparticles did not (de Oliveira et al. 2017). While an experiment in mice injected with differently coated iron nanoparticles and measuring iron levels across several organs after 24 hours, suggested coating may have an impact on nanoparticle organ localisation (Sharma et al. 2018). This study found that carboxymethyl-dextran coated nanoparticles were highest in the liver and spleen, PEG-PEI coated nanoparticles were highest in lungs, while uncoated and dextran coated nanoparticles mainly accumulated in the liver. Testing the nanoparticles from Chapter 6 in zebrafish embryos with differential concentrations would show if this greater toxicity compared to the dextran-coated nanoparticle also remains true in vivo.
Further work on the final data Chapter (6) should better distinguish which pathways are most affected by nanoparticle composition (comparing magnetite and maghemite), how nanoparticle size affects toxicity and show whether toxicity is increased with uncoated nanoparticles. Further experiments could also compare the toxicity of these nanoparticles to mixed composition nanoparticles (preferably produced by the same company and process) to determine whether magnetite, maghemite, or certain combinations of both, causes differential cytotoxicity.

Coating and size may also be two important characteristics of IONPs that determine via which pathway they are endocytosed into cells. Different studies have found multiple different uptake pathways are initiated by different IONPs and indeed different nanoparticles in general, as discussed in Section 1.3.6. Macropinocytosis and phagocytosis (which is specific to certain cell types) are the only likely uptake routes for very large particles or aggregated nanoparticles >150 nm, as other uptake pathways involve smaller vesicles. There is still fairly little known on how nanoparticles can trigger endocytic uptake by cells, so understanding this process remains an important future aim for this research theme. Greater understanding of this process would enable increased accuracy of targeted nanoparticle uptake and could improve production of biocompatible nanoparticles or ways to reduce nanoparticle uptake, which could impact diseases, such as Alzheimer’s disease, where cellular nanoparticle accumulation may be involved in disease progression.

7.5 Relevance of nanoparticle biocompatibility

Different nanoparticles can have very different biocompatibilities even when similar in structure or composition. Only the LRL nanoparticles, in Chapter 4, were found to be non-cytotoxic in the CHO H1 cells, not affecting any major cell health-related phenotypes compared to control cells. This study, therefore, validates the use of LRL nanoparticles in the lysosomal extraction method where low toxicity is required. The experiments in Chapter 4 were set up to reflect the nanoparticle concentration and incubation time required for magnetic lysosomal extraction, suggesting lysosomes extracted with LRL nanoparticles should maintain their lysosomal environments. The development of this magnetic extraction method by the Lloyd-Evans lab has been an important development for research on lysosomes from lysosomal storage disease cells, where differing buoyant densities of these
lysosomes prevents efficient extraction by conventional methods. This method has led to
generation of data on neuronal ceroid lipofuscinosis type 3 (CLN3) disease (Walker 2015;
Schmidtke et al. 2019), on neuronal ceroid lipofuscinosis type 6 (CLN6) disease and on
presillin-1 mutations linked to Alzheimer’s disease (Lee et al. 2015a).

The high biocompatibility of the LRL nanoparticles, as further validated in this project, may
make it an attractive nanoparticle for other low toxicity nanoparticle methods, while study
of its protective properties may help determine how to produce even more biocompatible
nanoparticles in the future. This study has also emphasized the importance of a complete
toxicity testing profile for new IONP formulations, as despite the LRL and CC nanoparticles
sharing similar compositions, with a mixed magnetite: maghemite core and 40kDa dextran
coop, they do not resemble each other phenotypically in terms of toxicity.

7.6 Discussions of experimental design and data collection

There are a range of nanoparticle experiments now being published, yet what makes them
hard to compare is the large variation between experiments. For nanoparticles alone there
is large amount of experimental variation in nanoparticle structure, composition, size,
coating, formation process, concentration, and incubation times, as well as use in a wide
range of different cell types, from different species (Vakili-Ghartavol et al. 2020). Cell
medium buffer and other treatment additions, as well as application processes and
differences in experimental design and analysis methods, adds to the disparity between
experiments. There are a multitude of differing phenotypes identified across different
studies of nanoparticle treated cells, with some phenotypes, such as elevated ROS
production, commonly found and others, such as induction of autophagy only observed, or
even investigated, in a small proportion of studies (Mulens-Arias et al. 2020).

While in the beginnings of this research field it was enough to just determine the possibility
of toxicity with any particular nanoparticle treatment in cells, future research will need to
focus on the production of more specific, repeatable and comparable models and systems.
Two different cells lines were used for investigating IONP and SPION toxicity in this thesis,
with CHO H1 cells in Chapter 4 and HMC3 cells in Chapter 6. Identification of phenotypes
and pathways affected by IONP treatment in the CHO H1 cells, allowed more direct and
informed investigation of phenotypes in the later HMC3 cells, with LysoTracker area being prioritised as a phenotype for determining what treatment conditions would be optimal for evaluating nanoparticle toxicity in these cells. This project developed a model of nanoparticle toxicity with the specific nanoparticles and conditions that were used, yet based on the utility of these phenotypes this can produce a system for investigating and comparing toxicity across different compositions, structures and coatings of nanoparticles in the future. In the same way the defects seen in the developing zebrafish larvae can be combined to produce a zebrafish larvae system for comparing nanoparticle toxicity on early zebrafish development. Production of highly effective systems that could be shared and utilised between laboratories, would help to reduce the large disparity in conditions between nanoparticle experiments at present and aid data comparison across the field.

In certain experiments in this thesis, changes were found between a ‘treated’ data set and control -where error bars and data points did not overlap- yet were found by statical testing to not be significantly different and could potentially be described as ‘trends’. In most cases, these were not commented upon in text but is worth here stating that these differences could represent changes to cellular phenotypes where further investigation might reveal significantly altered phenotypes using parallel experiments, or in considered cases, further experimental repeats. These potential changes were considered in experiments across the thesis and in many cases dictates the description of parallel experiments described in the discussions of several chapters as further or future research.

The impact of nanoparticles themselves on fluorescent probes is also an important consideration when observing their effects in cells. For example, in this thesis the potential fluorescence-quenching phenotypes of IONPs or related free iron released in cells, was measured using the probes Fura-2,AM, Phen green and Calcein-AM to indicate levels of different species of iron in the cells. While these probes may have been used for their specific iron-related fluorescence quenching phenotypes in this study, IONPs or related free iron released in cells, may also be having quenching effects or possibly increasing fluorescence of other probes when in cells. When the probe Fura-2,AM is used to measure Ca²⁺ it acts ratiometrically and can measure changes with strong accuracy, reduce impact from differential cellular uptake of the probe, and mitigate background interference. Yet the probe was found not to act ratiometrically with free iron, making it difficult to measure iron
quenching with this probe as cellular uptake can vary substantially between cells. It is possible that iron quenching could be occurring with the Fura-2,AM probe when it was used in this thesis to indicate lysosomal Ca\(^{2+}\) levels in the IONP treated cells compared to control cells not exposed to IONPs. This could reduce or mask increases in lysosomal Ca\(^{2+}\), with the radiometric nature of the probe unable to correct for this issue. This could lead to the observation of incorrect phenotypes or mask existing phenotypes affecting the validity of research. Therefore, the impact of IONPs or free iron species on fluorescence or even luminescent probes should ideally be tested or checked alongside experiments. This also highlights the importance of using probes where uptake differences and changes in background fluorescence can be assessed, such as ratiometric probes, where these exist, to limit factors affecting accurate data collection.

7.7 **Comparing IONP toxicity with other metal nanoparticles**

A whole range of metal nanoparticles have been linked to the production of ROS in cells, other than just iron oxide nanoparticles, including nanoparticles of silver, zinc oxide, gold, magnesium oxide, titanium dioxide, copper oxide and many more (Yu et al. 2020). There have also been strong links to lipid peroxidation with many of these nanoparticle treatments, likely as an effect of increased ROS production. DPPP staining has been used previously to show lipid peroxidation after silver nanoparticle treatment in human Chang liver cells (Piao et al. 2011). While lipid peroxidation has also been shown after other heavy metal nanoparticle treatments including gold nanoparticles (Siddiqi et al. 2012), zinc oxide nanoparticles (Lee et al. 2012) and titanium dioxide nanoparticles (Niska et al. 2015).

Dysfunction of lysosomes is a common phenotype associated with metal nanoparticle treatments. Citrate-coated silver nanoparticle in A549 cells colocalised with lysosomes, and reduced LysoTracker fluorescence (Miyayama and Matsuoka 2016). While lysosomal activity has been shown to be reduced by gold nanoparticle treatments in human bronchial epithelial cells and mouse mesenchymal stem cells (Manshian et al. 2018). The localisation of TFEB, as the master regulator of autophagy and lysosomal biogenesis, has been shown to be affected by some metal nanoparticle treatments. Silver nanoparticle treatment of microglial cells has been linked to nuclear translocation of TFEB, independent of mTORC1 and subsequent upregulation of autophagy- and lysosomal-related genes (Lin et al. 2018).
Similar TFEB nuclear translocation has been observed in other cell types in response to polystyrene nanoparticles (Song et al. 2015) and ceria nanoparticles (Song et al. 2014). Silver nanoparticles have been shown to induce autophagy in a mouse microglial cell line (Shang et al. 2021) as well as inducing mitochondrial morphological and structural alterations in HepG2 cells (Li et al. 2020). Zinc oxide nanoparticle treatments can also increase mitochondrial dysfunction in neuroblastoma cells (Jeng and Swanson 2006), while titanium dioxide nanoparticle exposure has been shown to lead to morphological changes in hepatocyte mitochondria (Natarajan et al. 2015).

Defects have also been seen in zebrafish after other, non-iron, metal nanoparticle treatments. Chen et al. (2020) found increased ROS and lysosomal activity in zebrafish embryos exposed to silver nanoparticles. While analysis of spontaneous movements after treatment with nickel (0.1-5 µg/mL), showed 24 hpf spontaneous coiling was reduced (Aldavood et al. 2020). In contrast 2 µg/mL cadmium did not affect 24 hpf coiling frequency, but did significantly reduce coiling frequency later, at 38-47 hpf (Zindler et al. 2019). Furthermore, Capriello et al. (2019) have also used a DanioVision system (as was used in this thesis) and found concentrations of between 9-72 µM (~1.6-13.2 µg/mL) cadmium and 50-200 µM (~6.7-26.7 µg/mL) aluminium both caused reductions in 3dpf larvae movement.

From this selection of phenotypic metal nanoparticle treatments, both in cellular and in vivo (zebrafish) models suggest many of the defects seen to be induced by the iron oxide nanoparticles used in the PhD project, may also be affected by a range of other metal nanoparticles. The optimised phenotypic nanoparticle toxicity systems in both cells and embryonic zebrafish developed in this project could be easily adapted to compare a range of metal nanoparticles for future experimentation.

7.8 **Significance for public health, the environment, and the lysosome**

As the human population grows and knowledge of medicine increases, the importance of disease prevention rather than just treatment has grown as a public health priority. This leads to investigation of the safety of the public environment, including the air people breathe. Increased air pollution, and in particular PM2.5 air pollution, has been linked to an increase in a large number of diseases, including cardiovascular disease, cerebrovascular...
disease, lung cancer, asthma and neurodegenerative diseases, as discussed in Section 1.1.6. When IONPs in air pollution are inhaled they may damage lungs and via the blood can be transported to other organs, and via the olfactory nerves can enter the brain (Calderon-Garciduenas et al. 2002; Oberdörster et al. 2002; Oberdorster et al. 2004).

Also relevant to the impact of IONPs exposure in terms of human disease is the strong link between lysosomal damage (such as that caused by IONPs exposure) and chronic inflammatory disease, mainly due to production of pro-inflammatory cytokines (Yang et al. 2019). A large range of pro-inflammatory cytokines have been shown to be upregulated in IONP treated cells, such as with carboxydextran coated IONPs in macrophage cells (Jin et al. 2019), uncoated magnetite nanoparticles in macrophage cells (Liu et al. 2018), and dextran coated SPIONs in human monocyte cells (Wu et al. 2017b). Two well-known mechanisms for nanoparticle induced inflammation include ROS production and lysosomal damage (Liu et al. 2018). Lysosomal membrane damage leading to rupture can release lysosomal enzymes into the cytosol, with the lysosomal enzyme Cathepsin B of particular interest as this enzyme has been shown to activate NOD-leucine rich repeat and pyrin containing protein 3 (NLRP3) mediated inflammation when released from the lysosome (Liu et al. 2018; Chevriaux et al. 2020). Cathepsin B has a greater pH range than many lysosomal enzymes and has relatively high activity even at increased pH, such as in the cytosol, as was indicated in Chapter 6. Certain types of IONPs shown to induce inflammatory responses have indicated that this effect is partially due to NLRP3 mediated inflammation, but that other pathways are also involved (Liu et al. 2018). The importance of this link between IONP uptake, lysosomal dysfunction and inflammation is demonstrated by the central role of inflammation in many of the diseases that have been related to increased levels of air pollution, particulate matter, and IONP exposure, as was discussed in Section 1.1.6, such as cardiovascular disease and Alzheimer’s disease. Activation of NLRP3 has been shown to contribute to the pathogenesis of Alzheimer’s disease by producing chronic neuroinflammation, with evidence linking Cathepsin B release from the lysosome to this process in microglia (Dempsey et al. 2017; Bai and Zhang 2021). This link makes cellular inflammation induced by IONPs of particular interest for the work in Chapter 6, and hence an important area of further study for this project.
Due to the multifactorial nature of Alzheimer’s disease, with strongly contributing factors of environmental origin as well as genetic, the underlying cause/s of sporadic disease development are so far unelucidated (Carreiras et al. 2013). With no present cure, it is important to investigate environmental risk factors in the hope of finding ways to prevent or delay disease onset. The basis of the research in Chapter 6 was formed from interest of the relationship found between environmental exposure to IONPs and development of neurodegeneration, specifically Alzheimer’s disease (Maher et al. 2016). If IONP-related air pollution was related to earlier onset of Alzheimer’s disease, then reducing IONP-related air pollution in general or identifying genetically ‘at risk’ individuals and reducing their exposure to air pollution, could in turn reduce cases and give a higher quality of life for longer to individuals who are likely to develop the disease, reducing both social and economic burdens of care. Environmental risk factors possibly associated with dementia diseases (including Alzheimer’s disease) include, air pollution-related factors, such as nitrogen oxide, carbon monoxide, particulate matter and ozone levels, heavy metals exposure (including arsenic, lead, aluminium and iron) and occupational exposures such as electromagnetic fields, pesticides/fertilizers/herbicides/insecticides, solvents and degreasers (Killin et al. 2016). They also include lifestyle factors, such as physical activity, sleep disturbance, diet and smoking/alcohol habits, along with health conditions such as diabetes, traumatic brain injury and epilepsy. Very few of these environmental factors can be investigated in a cellular model for examining links with Alzheimer’s disease pathogenesis. Yet if the SPION treatment model produced in this project could be transferred to aged or Alzheimer’s disease cell models, this link could then be more easily investigated, to indicate if Alzheimer’s disease related phenotypes, such as fibular amyloid-β production and tau pathology as well as lysosomal dysfunction, progressed more rapidly in presence of the additional nanoparticle risk factor.

As a further step in this project, the nanoparticle treatment model could be used for finding potential Alzheimer’s disease related drug targets. The ultimate aim in any human disease research is to find or improve treatments, often drugs that can slow, halt or reverse disease progression. By running GWAS (genome-wide association studies) on the nanoparticle treated cellular model for Alzheimer’s disease, this could identify druggable genetic targets important to disease progression that interact with this environmental risk factor. Major
genetic targets found to be linked to Alzheimer’s disease development, such as Apolipoprotein E (APOE) \( \varepsilon4 \) and other loci account for less than 50% of heritable Alzheimer’s disease risk (Farrer 2015). GWAS have also proved helpful in suggesting genetic links for several lifestyle risk factors in conjunction with dementia risk, including smoking status, physical activity level, diet, and alcohol consumption (Lourida et al. 2019; Patten and Lein 2019).

The importance of the lysosome to the toxicity of nanoparticles has been previously established (Sabella et al. 2014). This thesis also corroborates the importance of the lysosomes’ acidic environment on regulating IONP degradation and subsequent release of free iron. Breakdown of IONPs in the degradative environment of the lysosome relies on low pH but also involves the presence of certain compounds such as citrate, and degradative enzymes that can also degrade coatings that otherwise limit exposure to the metal core of coated nanoparticles. The free iron released may cause negative impacts both in the lysosome and when escaping the lysosome, such as in the cytoplasm or effecting other organelles, such as mitochondria. This also links to how the cell’s normal iron homeostasis may be affected or altered by addition of IONPs, which could impact cellular distribution of free iron, iron uptake, oxidation states and protein functions. While production of ROS can negatively affect protein and lipid function through peroxidation, free iron can also likely affect enzyme activity, for example through the inhibition of CysHis cathepsins by Fe\(^{3+}\), as well as Zn\(^{2+}\) and Cu\(^{2+}\), which can act as a regulatory mechanism for lysosomal functions (Lockwood 2004; Sabella et al. 2014).

This project has fulfilled its ultimate aim to produce cellular and zebrafish development models of iron oxide nanoparticle toxicity that could be simply expanded to investigate further nanoparticles and to provide information on the pathways and phenotypes in the cell that are likely affected by iron oxide nanoparticle treatments. Via this project many additional avenues of research have been identified to expand each Section/Chapter, meaning this project has the potential to be continued in many future projects of this lab and has also resulted in one published paper (Chapter 3) and one paper in preparation (Chapter 4/5).
8 Supplementary Section

8.1 Supplementary Figures from Chapter 4

Supplementary Figure 4-1: Addition of bovine serum albumin (BSA) protein protects nanoparticles from degradation. A) Indication of nanoparticle breakdown calculated from absorbance colour change of the nanoparticles solutions measured in absorbance units (AU). Nanoparticle solutions (3nm Fe$_3$O$_4$ or LRL nanoparticles) were either pre-incubated with 2 mg/mL BSA (+BSA) or mQ H$_2$O (-BSA) before addition to pH 5 citrate-phosphate buffer as a 0.1 mg/mL nanoparticle solution that was either incubated at 37°C for 24 hours (24h) or not incubated (0 hours - 0h). Samples were scanned for absorbance readings, to measure colour change. n=1. B) The fold change in AU calculated between -BSA and +BSA readings for each incubation time of each nanoparticle.

Supplementary Figure 4-2: Live cell plate assays for differentiating changes in fluorescence due to IONP treatments. A) Live cell plate assays in IONP treated CHO H1 cells (24hP:24hCH) for quantitative detection of A) LysoTracker green (LTG) fluorescence and B) MitoTracker green (MTG) fluorescence measured in relative fluorescent units (RFU) normalised to fluorescence of U18666A treated cells. Both n=3. UT = untreated control cells. All data was statistically analysed by one-way ANOVA with Dunnett’s post-hoc test, **p<0.01.
8.2 Supplementary Figures from Chapter 6

**Supplemental Figure 6-1: Effect of high concentration SPIONs on lysosomal area.** Representative images of A) SPION HMC3 treated cells and B) control treatments with C-D) quantitative area analysis for LysoTracker Green (grey scale) a probe for acidic vesicles (lysosomes and late endosomes) in HMC3 cells after a 4-day treatment with 400 µg/mL SPIONs, counterstained for nuclei with Hoechst (blue). Scale bars = 40 µm. Data presented as average bars ± SD. n=1.
Supplementary Figure 6-2: Counts of fluorescence intensity for LysoTracker green stained SPION treated HMC3 cells. The percentage of bright or dim cells was calculated from total cells in LysoTracker Green microscopy images (9 images/treatment/repeat) and plotted in the graphs as stacked bars with %Dim stacked on the bottom (blue) and %Bright stacked on top (red). Cells were either treated with low (4 µg/mL) or medium (40 µg/mL) SPION concentrations for 5-hour, 1-day or 4-day incubations. Data plotted from SPION treated cells with a 5-hour incubation time A) after low B) medium SPION treatment, from 1-day incubation after C) low or D) medium SPION treatment and after a 4-day incubation with a E) low or F) medium) SPION treatment. G) Representative images of LysoTracker green staining (grey scale) showing average control staining intensity (majority of control cells), dim staining and bright staining, all with Hoechst nuclear stain (blue). Magnetite = MN; Maghemite = MH. Data was statistically analysed by two-way ANOVA with Dunnett’s post-hoc test. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001, n=3.
**Supplementary Figure 6-3**: Impact of medium SPION treatment on autophagy. **A)** Representative images and **B)** quantitative area analysis for Cyto-ID (grey scale) staining autophagic vesicles in HMC3 cells after a 4-day treatment with 40 µg/mL SPIONs, counterstained for nuclei with Hoechst (blue). Scale bars = 20 µm. Data presented as average bars ± SD. n=1.
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