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Thesis summary 
 
 
Sleep is a remarkably complex and universal neuro-behavioural state. We spend one third of 
our lives asleep, but we still do not know exactly why that is. There is now overwhelming 
evidence that memories spontaneously reactivate during sleep, and this is thought to be 
essential for memory consolidation. However, the precise role of memory reactivation in 
long-term consolidation remains to be understood. Targeted memory reactivation (TMR) 
taps into the sleep-dependent consolidation process, providing a valuable tool to study 
memory reactivation. This thesis combines TMR during NREM sleep with examination of 
behaviour and multimodal neuroimaging to track the impact of cued replay on motor 
memories over time. 
 
Chapter 2 demonstrates that memory-enhancing effects of TMR evolve over time, and that 
repeated reactivation of procedural memories over one night of sleep can affect motor 
performance up to 10 days post-stimulation. It also shows a surge in spindle density and slow 
oscillation-spindle coupling strength upon cue onset, indicative of early processing of 
memory traces. Chapter 3 utilises the same paradigm to examine the functional and 
structural evolution of the reactivated memory representations. In this chapter, TMR led to 
gradual development of behavioural benefit that fully emerged at day 20, marking the 
longest effect of TMR reported so far. Importantly, this chapter shows that precuneus is 
functionally involved in early consolidation of the reactivated memories, whereas slowly 
evolving reorganisation of sensorimotor representations underpins long-term effects of 
TMR. Lastly, Chapter 4 builds on these findings by showing microstructural plasticity across 
precuneus and task-related areas which continues days after the stimulation night and drives 
the emergence of memory benefits at the behavioural level. 
 
Together, this thesis provides evidence for distributed and gradual structural, microstructure, 
and functional changes that track the development of long-term behavioural benefits from 
memory reactivation. In light of our results, we argue that memory reactivation is a powerful 
mechanism that facilitates the persistence of memories over long periods of time.   
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1 PREFACE 

Every day the life on this planet enters a rather unusual state of mind that, for some yet 

unknown reason, is considered completely normal. You lie down, close your eyes, and 

suddenly become unaware of your surroundings. Your consciousness is lost and so is the 

control over your body, leaving you completely vulnerable for the next few hours. 

Meanwhile, your mind wanders into the most bizarre places, talks to strangers and plays out 

unimaginable scenarios in your head. Then, you wake up, drink some coffee to keep yourself 

from entering that ridiculous state again and resume life as usual ʹ that is, until the sun goes 

down again... Oddly enough, other animals, including fish, frogs, and sparrows, experience 

similar states (Siegel, 2008). Intriguing, right? Yet, we still do not have a clear answer as to 

why that would be. 

 

Why do ǁĞ�ƐůĞĞƉ͍�^ůĞĞƉ�ĐĂŶ�ďĞ�ĚĞĨŝŶĞĚ�ĂƐ�Ă�͞ƌĞĐurring, reversible neuro-behavioural state 

ŽĨ� ƌĞůĂƚŝǀĞ� ƉĞƌĐĞƉƚƵĂů� ĚŝƐĞŶŐĂŐĞŵĞŶƚ� ĨƌŽŵ� ĂŶĚ� ƵŶƌĞƐƉŽŶƐŝǀĞŶĞƐƐ� ƚŽ� ƚŚĞ� ĞŶǀŝƌŽŶŵĞŶƚ͟�

(Carskadon & Dement, 2005). It is homeostatically regulated, appears to be fundamental for 

many species and, more often than not, essential for survival (Siegel, 2008). Yet, until the 

discovery of Rapid Eye Movement sleep, sleep was regarded merely as an inactive state of 

the brain, an inevitable consequence of sensory overload during wake (Dement, 2005). The 

history of sleep research begins in 1920s when Berger (1929) provided scientists with a 

ǁŝŶĚŽǁ�ƚŽ�ďƌĂŝŶ͛Ɛ�ĂĐƚŝǀŝƚǇ͕�ŶŽǁ�ŬŶŽǁŶ�ĂƐ�ƚŚĞ�ĞůĞĐƚƌŽĞŶĐĞƉŚĂůŽŐƌĂƉŚǇ�;��'Ϳ͘�,Ğ�ŝĚĞŶƚŝĨŝĞĚ�

different patterns of electrical activity during wake and during sleep, paving the way for later 

discoveries in the field. Soon enough, it became widely accepted that sleep is characterised 

by cyclic variation of oscillatory patterns (i.e., sleep stages) which serve countless functions 

(Dement, 2005; Zielinski et al., 2016). The last decades has seen many attempts to 

understand the purpose of sleep. Thanks to them, we now appreciate that sleep is restorative 

for our brain, body, and mind. It plays a major role in hormonal, immune, and metabolic 

regulation, clears out molecular waste that accumulates during wakefulness and is essential 

for a range of cognitive processes (Assefa et al., 2015; Zielinski et al., 2016; Miller et al., 2014).  

 

This thesis will focus on the function of sleep in memory and learning. Just like sleep, memory 

is an evolutionarily conserved process and impacts on almost every aspect of our life. 

Furthermore, there is now compelling evidence that sleep plays an active role in various 

memory processes (Diekelmann & Born, 2010b; Rasch & Born, 2013). Apart from protecting 

memories against interference, sleep-dependent plasticity seems critical for strengthening 
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the newly acquired traces, their integration into the existing networks, and even memory 

restructuring. All of this is thought to be achieved through repeated reactivation of memory 

traces during sleep (Born et al., 2006; Diekelmann & Born, 2010b). Indeed, the brain quite 

ůŝƚĞƌĂůůǇ� ͚ƌĞƉůĂǇƐ͛�ƉĂƐƚ�ĞǆƉĞƌŝĞŶĐĞƐ�ǁŚŝůĞ�ǁĞ�ƐůĞĞƉ�;tŝůƐŽŶ�Θ�DĐEĂƵŐŚƚŽŶ͕�ϭϵϵϰ͖�^ŬĂŐŐƐ�Θ�

McNaughton, 1996), and this has been consistently shown to strengthen memories overnight 

(Dupret et al., 2010; Peigneux et al., 2004; Yotsumoto et al., 2009; Deuker et al., 2013; 

SchƂnauer et al., 2017; Zhang et al., 2018). Nowadays, we can tap into this otherwise 

spontaneous process with a technique called Targeted Memory Reactivation (TMR). During 

wake, the learning material is paired with sensory cues, usually sounds or odours. The same 

cues are then covertly re-presented to the subjects while they sleep, in hope to trigger 

reactivation of the associated memories and thus boost their consolidation (Oudiette & 

Paller, 2013; Schouten et al., 2017; Cellini & Capuozzo, 2018; Paller et al., 2017).  

 

TMR has taught us a whole lot about the mechanisms underlying memory consolidation 

during sleep, particularly with regards to memory reactivation. However, a number of critical 

questions remain unanswered. What is the evolution of the reactivated memory 

representation? Do they change over time? And how long do the effects of TMR last? The aim 

of this thesis is to advance our understanding of the role of sleep in long-term procedural 

memory consolidation, with a particular use of TMR. This chapter will provide a broad 

overview of the current state of knowledge with regards to sleep, memory, and their 

intertwined history. I will first introduce the basic physiology of sleep and the oscillatory 

patterns that characterise each sleep stage. Then, I will focus on memory and its relationship 

with sleep, discussing the most prominent models of sleep-dependent memory 

consolidation. Next, I will delve deeper into memory reactivation and review some of the 

major breakthroughs in both human and rodent literature. I will also take a closer look at 

TMR, how it works and what are the different applications of this technique. A unique insight 

that TMR offers into the mechanisms underlying memory reactivation during sleep will be 

highlighted. Finally, attention will focus on the recent efforts to tackle the long-term effects 

of reactivating memories during sleep. The role of sleep in procedural memory consolidation 

will be discussed as well. The chapter will conclude with a summary of the key points and an 

outline of the main objectives of this thesis. 
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2 SLEEP AS A PHYSIOLOGICAL STATE 

Sleep is not a uniform state. Instead, it consists of several physiological stages characterised 

by distinct oscillatory patterns (Fig.1). This fundamental property of sleep was brought to 

light through polysomnography (PSG) - a combination of electroencephalography (EEG), 

electrooculography (EOG) and electromyography (EMG) often used to study sleep. A closer 

look into the PSG recordings in humans revealed two main sleep stages: rapid eye movement 

(REM) sleep and non-rapid eye movement (NREM) sleep, where the latter can be further 

subdivided into stages 1-4 (Iber et al., 2007). During the night, our body alternates between 

these two states approximately every 90 minutes. NREM sleep predominates during the first 

few cycles but as the night progresses the contribution of REM sleep increases (Patel et al., 

2020) (as seen on the hypnogram in Fig.1B). 

 

 

Fig. 1. Sleep physiology. (A) Exemplary EEG traces for wake and each of the sleep stages. (B) Hypnogram of 

human sleep. REM: Rapid Eye Movement sleep; N1-N2: Stage 1-2 of Non-Rapid Eye Movement Sleep; SWS: Slow 

Wave Sleep (stages 3-4 of Non-Rapid Eye Movement Sleep). 

 

Stage 1 of NREM sleep ;EϭͿ͕�ĂůƐŽ�ŬŶŽǁŶ�ĂƐ�͚ůŝŐŚƚ�ƐůĞĞƉ͕͛�ŝƐ�Ă�ƚƌĂŶƐŝƚŝŽŶĂů�ƐƚĂŐĞ�ďĞƚǁĞĞŶ�ǁĂŬĞ�

and sleep. It is characterised by low-amplitude mixed-frequency activity (2-7 Hz) which starts 

to replace the wake-like alpha rhythm (8-13 Hz) (Silber et al., 2007). Slow rolling eye 

movements and vertex sharp waves can also be observed (Silber et al., 2007). N1 constitutes 

only around 5% of the total sleep time (TST) (Patel et al., 2020) and is often followed by 

stage 2. 



Chapter 1  General Introduction 
 

 24 

 

Stage 2 of NREM sleep (N2) makes up the majority (50%) of the night (Patel et al., 2020). 

Thalamo-cortical sleep spindles and K-complexes are the two morphologically distinct 

waveforms that emerge and predominate during this sleep stage. Sleep spindles are rapid 

;ш 0.5 s) bursts of high frequency activity that originate in thalamus. The exact frequency 

range is still being debated but it is generally thought to be between 11 Hz and 16 Hz (Iber et 

al., 2007: 11-16 Hz; Barakat et al., 2013: 11-15 Hz; Schabus et al., 2007: 11-15 Hz; Fernandez 

& Lüthi, 2020: 10-15 Hz; Purcell et al., 2017: 11-15 Hz; Cox et al., 2017: 9-16 Hz). A further 

subdivision occurs between slow (<13 Hz) and fast (>13 Hz) spindles, where the former 

dominate over frontal cortical regions and the latter are widespread over centro-parietal EEG 

sites (Mölle et al., 2011; Schabus et al., 2007; Barakat et al., 2013; Cox et al., 2017). Sleep 

spindles have been implicated in memory and learning (Ulrich, 2016; Fogel & Smith, 2011; 

Peyrache & Seibt, 2020), intellectual abilities (Fogel & Smith, 2011), maintaining sleep 

architecture (Purcell et al., 2017; Kim et al., 2012; Ni et al., 2016; Wimmer et al., 2012), 

sensory gating and processing (Dang-Vu et al., 2010; Wimmer et al., 2012; Sato et al., 2007), 

as well as synaptic plasticity (Rosanova & Ulrich, 2005) (see Fernandez and Lüthi (2020) for 

review). K-ĐŽŵƉůĞǆĞƐ͕�ŝŶ�ƚƵƌŶ͕�ĂƌĞ�ĐŽƌƚŝĐĂůůǇ�ŐĞŶĞƌĂƚĞĚ�ƐůŽǁ�ŽƐĐŝůůĂƚŝŽŶƐ�;ф�ϭ�,ǌ͕�ш�Ϭ͘ϱ�ƐͿ͕�ĞĂĐŚ�

composed of a negative sharp wave followed by a longer-lasting positive component (Amzica 

& Steriade, 1997). They can occur spontaneously or in response to external stimuli (Fushimi 

et al., 1998). In fact, the emergence of K-complexes upon sound presentation led to their 

discovery (Loomis et al., 1938). K-complexes are thought to be involved in both sleep 

maintenance (Forget et al., 2011; Cash et al., 2009) and arousals generation (Roth et al., 

1956), while their function in memory has also been suggested (Forget et al., 2011; Cash et 

al., 2009; Johnson et al., 2010) (see Ioannides et al. (2019) for review). Due to their slow 

rhythmicity and waveform, K-complexes and slow waves (see below) are often believed to 

be identical phenomena. This, however, has been a topic of debate (Amzica & Steriade, 1997; 

Halász, 2016; Cash et al., 2009).  

 

Stage 3 and 4 of NREM sleep have now been combined into a single sleep stage (N3), usually 

referred to as slow-wave sleep (SWS) (Iber et al., 2007). SWS is considered the deepest and 

most restorative stage of sleep. It constitutes around 15-20% of the TST in adults (Shrivastava 

et al., 2014) but its total duration is known to decrease with age (Ohayon et al., 2004). 

Although sleep spindles can be observed during SWS, they occur less frequently than in N2. 

Instead, SWS is characterised by high-amplitude, low-frequency brain waves, namely slow 

oscillations (SOs, < 1 Hz) and delta waves (1-4 Hz) (Steriade, 2006). This slow-wave activity 
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(SWA) is generated cortically and reflects the alternations between states of cortical 

excitation, or depolarisation (UP states), and relative neuronal silence, or hyperpolarisation 

(DOWN states) (Amzica & Steriade, 1998). Hippocampal sharp wave ripples (SWRs) are 

transient (~100 ms) bursts of high frequency oscillations (150-250 Hz) (Buzsáki, 1986; Ylinen 

et al., 1995) that are temporally linked to sleep spindles and SOs (Clemens et al., 2007). 

Although not visible on a scalp EEG, SWRs are a common feature of SWS. Importantly, they 

have been proposed to play an active role in memory consolidation (Wilson & McNaughton, 

1994) and synaptic plasticity (Buzsáki, 1986), as discussed in more detail later (see section 

3.2 Sleep and memory models). Thus, SWS is well known to be important for memory 

processing (Diekelmann & Born, 2010a; Diekelmann & Born 2010b; Walker, 2009; Rasch & 

Born, 2013; Born, 2010). However, it has also been linked to homeostatic regulation (Tononi 

& Cirelli, 2003), energy restoration (Dworak et al., 2010), cleaning of metabolites (Xie et al., 

2013), immune system (Lange et al., 2010) and hormonal regulation (Born & Fehm, 1998; 

Sassin et al., 1969) (see Léger et al. (2018) for review). 

 

The final sleep stage is REM sleep, accounting for ~25% of the TST (Shrivastava et al., 2014). 

/ŶŝƚŝĂůůǇ� ƌĞĨĞƌƌĞĚ� ƚŽ� ĂƐ� ͚ƉĂƌĂĚŽǆŝĐĂů� ƐůĞĞƉ͕͛� Z�D� ƐůĞĞƉ� ��'� ŚŝŐŚůǇ� ƌĞƐĞŵďůĞƐ� ƚŚĂƚ� ŽĨ�

wakefulness, with low-amplitude, mixed frequency activity and rapid eye movements. The 

distinguishing features include muscle atonia (visible as low chin EMG) and sawtooth waves 

(2-6 Hz) (Iber et al., 2007). REM sleep is also known for the frequent occurrence of vivid 

dreams (Crick & Mitchison, 1983). Of particular importance here are the phasic events 

recorded in pons, lateral geniculate nucleus and occipital cortex ʹ the ponto-geniculo-

occipital (PGO) waves. They are thought to trigger the rapid eye movements of REM sleep 

and give rise to the visual dream imagery (Amzica & Steriade, 1996; Karashima et al., 2001; 

Ramírez-Salado & Cruz-Aguilar, 2014). Nevertheless, the PGO waves cannot be clearly 

identified on a human scalp EEG and the majority of evidence for their existence comes from 

deep brain recordings in experimental animals (Amzica & Steriade, 1996; Karashima et al., 

2001; Datta, 1997) (but see Fernández-Mendoza et al. (2009) and Lim et al. (2007) for direct 

observations in humans). 

 

In fact, evidence from both human and animal literature is key in understanding sleep and 

its relationship with memory. Thus, it is important to appreciate the differences and 

similarities between species (reviewed by Campbell and Tobler (1984)). Mice and rats, for 

instance, sleep during the day and in shorter bouts than humans. Furthermore, rodent 

literature often lacks the distinction between the different subdivisions of NREM sleep 
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(Genzel et al., 2014) (but see Lacroix et al. (2018)). Nevertheless, the key EEG waveforms 

present during sleep, such as spindles, slow waves and SWRs, are remarkably similar between 

humans and rodents, making them one of the most common animal model in sleep research 

(Datta & Hobson, 2000; Doran et al., 2008; Tobler et al., 1992). 

3 ROLE OF SLEEP IN MEMORY  

Memory is the ability to save and recover information. It is therefore essential to every aspect 

of our life, from learning from the past to planning for the future. There is a common belief 

that memories are physically stored in the brain, with a fixed form and in a particular location. 

Thanks to the advances in neuroscience and cognition over the last century we now know 

that memories are not stored through the act of creation (i.e., birth of new cells), but instead 

through the act of strengthening what already exists ʹ the connections between neurons. 

Memories can therefore be stored across different brain regions and for different lengths of 

time. Given the tremendous amount of research in the memory field, the following section 

will not attempt to cover all its aspects. Rather, it will provide a broad overview of the various 

types of memories and memory processes, particularly in relation to sleep.  

3.1 DIFFERENT FACETS OF MEMORY 

3.1.1 MEMORY TYPES 

Memory can be divided into many types, with the key distinction typically made between 

declarative (explicit, knowing that) and nondeclarative (implicit, knowing how) memories 

(Cohen, & Squire, 1980; Squire, & Zola, 1996) (Fig.2). Declarative memory refers to 

information, such as facts (semantic) or events (episodic), that can be consciously recalled, 

Žƌ�͚ĚĞĐůĂƌĞĚ͛͘�dŚĞ�ĚŝǀŝƐŝŽŶ�ďĞƚǁĞĞŶ�ƐĞŵĂŶƚŝĐ�ĂŶĚ�ĞƉŝƐŽĚŝĐ�ŵĞŵŽƌǇ�is based on the presence 

(episodic) or absence (semantic) of a spatial and temporal context within which the memory 

is being remembered (Tulving, 1983). On the other hand, nondeclarative memory refers to 

a heterogeneous collection of abilities, such as procedural or perceptual skills, that are 

learned without awareness and expressed through performance rather than conscious 

recollection (Squire & Zola, 1996; Squire, 2004). While formation of declarative memories is 

thought to be dependent on hippocampus and other structures in the medial temporal lobe 

(MTL), nondeclarative memories are generally considered hippocampus-independent and 

supported by various other brain structures (Squire & Zola, 1996; Squire & Dede, 2015). 
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Fig. 2. The taxonomy of memory systems and the associated brain structures. Figure source: Thompson & Kim 

(1996). 

 

The taxonomy of memory systems provides a practical way of referring to the different kinds 

of memories and, in an experimental context, memory tasks. However, it should be pointed 

out that not all forms of learning conform to this division. Language, for instance, includes 

both declarative and nondeclarative components (Ullman, 2004; Ullman, 2001). Likewise, 

some procedural tasks have a declarative aspect to them (e.g., a motor sequence) and have 

been shown to depend on the hippocampus (Albouy et al., 2008; Albouy et al., 2013a; Albouy 

et al., 2013b; Albouy et al., 2015). The necessity of consciousness for declarative memories 

formation has also been questioned (Henke, 2010), with several studies reporting successful 

encoding of both episodic (Wuethrich et al., 2018; Schneider et al., 2021) and semantic 

(Henke et al., 2003; Duss et al., 2014) memories without conscious awareness. Regardless of 

the classification system, however, sleep seems to be important for all kinds of memories 

(Stickgold, 2005; Rasch & Born, 2013) and at different stages of their formation and 

restructuring, as discussed below. 

3.1.2 MEMORY PROCESSES 

The process of memory formation starts with encoding, whereby perception of a stimulus 

results in the emergence of a memory trace. The newly encoded traces are initially 

susceptible to changes and forgetting. However, with time and through consolidation, 

memories gradually become more stable, resistant to interference, reorganised, and 

integrated into the existing networks of knowledge (i.e., schemas) (Rasch & Born, 2013). The 
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reorganisation that happens during this stage can also lead to gist abstraction (or 

generalisation) and eventually formation of a new schema (Stickgold & Walker, 2013; Morris, 

2006). The stored memories can then be accessed or recalled during a process called memory 

retrieval ;ZĂƐĐŚ�Θ��ŽƌŶ͕�ϮϬϭϯͿ͘�,ŽǁĞǀĞƌ͕�ƌĞĐĂůůŝŶŐ�Žƌ�͚ƌĞĂĐƚŝǀĂƚŝŶŐ͛�ĂŶ�ĂůƌĞĂĚǇ�ĐŽŶƐŽůŝĚĂƚĞĚ�

memory trace makes it once again fragile, requiring another consolidation to take place. This 

process, termed reconsolidation, allows memories to be modified and updated every time 

they are retrieved (Alberini & LeDoux, 2013).  

 

The memory function of sleep starts with memory encoding, wherein sleep is thought to 

ƌĞƐƚŽƌĞ� ĞŶĐŽĚŝŶŐ� ĐĂƉĂĐŝƚǇ� ĂŶĚ� ƚŚĞƌĞďǇ� ŝŶĐƌĞĂƐĞ� ďƌĂŝŶ͛Ɛ� ĂďŝůŝƚǇ� ƚŽ� ůĞĂƌŶ� ŶĞǁ� ŝŶĨŽƌŵĂƚŝŽŶ�

(Mander et al., 2011; Cousins et al., 2018; Van Der Werf et al., 2009; Antonenko et al., 2013). 

As far-fetched as it may seem, some recent studies suggest that the formation of new 

memories is also possible during sleep (Arzi et al., 2012; De Lavilléon et al., 2015; Andrillon 

Ğƚ� Ăů͕͘� ϮϬϭϳ͖� �ƺƐƚ� Ğƚ� Ăů͕͘� ϮϬϭϵͿ͘� ,ŽǁĞǀĞƌ͕� ŝƚ� ŝƐ� ƚŚĞ� ƐůĞĞƉ͛Ɛ� ƌŽůĞ� ŝŶ� ĐŽŶƐŽůŝĚĂƚŝŽŶ� ƚŚĂƚ� ŚĂƐ�

gathered the greatest attention, and justifiably so (Diekelmann & Born, 2010b; Rasch & Born, 

2013; Stickgold, 2005).  

3.1.3 MEMORY CONSOLIDATION 

The literature distinguishes between two types of memory consolidation: cellular, or synaptic 

consolidation and systems consolidation (Dudai, 2004; Frankland & Bontempi, 2005). 

Synaptic consolidation takes place minutes to hours after learning, transforming memory 

representation at a single-cell level. It involves changes in synaptic efficiency through 

modulation of gene expression and reorganisation, modification, and synthesis of synaptic 

proteins. All these lead to synaptic remodelling and growth, thereby stabilising the memory 

trace (Dudai, 2004). Long-term potentiation (LTP) and long-term depression (LTD) are the 

best understood forms of synaptic plasticity (Clopath, 2012). Which synapses will be primed 

for long-lasting changes (and thereby which memory traces will last) is explained by the 

synaptic tagging and capture (STC) hypothesis (Frey, & Morris, 1997; Redondo & Morris, 

2011). The STC proposes that a strong stimulation of a synaptic pathway initiates two 

dissociable events: synthesis of plasticity-ƌĞůĂƚĞĚ�ƉƌŽƚĞŝŶƐ�;WZWƐͿ�ĂŶĚ�ĐƌĞĂƚŝŽŶ�ŽĨ�Ă�ůŽĐĂů�͚ƚĂŐ͛�

at the potentiated synapse. The tagged synapses will then capture the diffusible PRPs 

required for the maintenance of late-LTP, as well as structural plasticity. Although the exact 

nature of the tag is still unknown, it is believed that the STC mechanism allows the tagged 

synapses to persist (Frey, & Morris, 1997; Redondo & Morris, 2011). Recently it has been 



Chapter 1  General Introduction 
 

 29 

proposed that sleep may play a role in this process (Seibt & Frank, 2019). According to the 

new model, the synaptic tagging happens during wakefulness, while the reactivation of 

primed neurons and synapses during NREM sleep promotes synaptic capture of PRPs. 

Translation of the captured proteins is thought to occur during REM sleep, leading to 

structural plasticity and stabilisation of memory traces (Seibt & Frank, 2019). The reactivation 

events during NREM sleep are also believed to play a key role in systems consolidation, as 

detailed below. 

 

Systems consolidation occurs over relatively long periods of time (from days to even years), 

where the newly encoded memory representations are rearranged on a neural circuit level 

or, in other words, throughout the brain (Dudai, 2004; Frankland & Bontempi, 2005). The 

standard model for systems consolidation has its origin in the observation that MTL damage 

produces not only anterograde amnesia, i.e., inability to form new memories, but also 

temporarily graded retrograde amnesia, i.e., loss of recent but not remote memories 

(Penfield & Milner, 1958; Scoville & Milner, 1957; Corkin, 2002). Thus, it has been postulated 

that the MTL must have a time-limited role in memory storage and that the information is, 

at some point, transferred elsewhere for a permanent store. Indeed, at the core of a two-

stage model of memory consolidation is the idea that the newly encoded memories are 

initially saved in a fast-learning store (e.g., hippocampus in case of declarative memories) 

but, over time, they are moved to a long-term slow-learning store (e.g., the neocortex) 

wherein they are stabilised, integrated with existing traces, and reorganised (Marr, 1970; 

Squire & Alvarez, 1995). As the memories become gradually distributed over the cortical 

networks, they become independent of the hippocampus (Squire & Alvarez, 1995) and thus 

resistant to catastrophic interference with the incoming information (McClelland et al., 

1995). The model has been computationally implemented in a Complementary Learning 

Systems (CLS) framework (McClelland et al., 1995), which explains why the brain needs the 

two complementary, yet differentially specialised memory systems. Importantly, it also 

posits that the transfer of memories between the two systems occurs through repeated 

reinstatement of memory traces in the fast-learning store. This, in turn, gives rise to the 

reinstatement in the slow-learning store, gradually strengthening the cortico-cortical 

connections and allowing the traces to be fully integrated into the pre-existing neocortical 

networks. This hippocampal-cortical network reactivation is believed to occur both during 

active rehearsal and inactive periods of rest, including sleep (Marr et al., 1970; McClelland et 

al., 1995; Rasch & Born, 2013).  
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Nevertheless, the importance of sleep in memory consolidation was speculated long before 

the formulation of the two-stage model of memory consolidation. In fact, several models of 

sleep and memory have been formulated in the history of sleep research, with the most 

prominent ones outlined in the section below. 

3.2 SLEEP AND MEMORY MODELS 

In 1885, Hermann Ebbinghaus noticed reduced forgetting after an interval containing sleep 

(Ebbinghaus, 1885). This provided the first instance of the beneficial effects of sleep on 

memory, with similar observations later made by others (Heine, 1914; Jenkins & Dallenbach, 

1924; Van Ormer, 1933). At the time, it was believed that sleep plays a passive role in 

memory consolidation (Wixted, 2004). While the decreased amount of encoding and 

interference with the consolidation process during sleep would indeed explain the reduced 

forgetting afterwards, this view was challenged by studies reporting differential effects of 

SWS and REM sleep on memory consolidation (Barrett & Ekstrand, 1972; Ekstrand, 1967; 

Fowler, 1973; Plihal & Born, 1997; Plihal & Born, 1999; Schoen & Badia, 1984; Yaroush et al., 

1971). This led to the formulation of the Dual Process Hypothesis which assumes that 

consolidation of different types of memories is supported by different sleep stages (Smith, 

2001; Gais & Born, 2004; Rauchs et al., 2005). Specifically, it posits that the first half of the 

night (rich in SWS) benefits declarative memories, while the second half (rich in REM sleep) 

ƐƵƉƉŽƌƚƐ�ŶŽŶĚĞĐůĂƌĂƚŝǀĞ�ĂŶĚ�ĞŵŽƚŝŽŶĂů�ŵĞŵŽƌŝĞƐ͕�ĂƐ�ĞǀŝĚĞŶĐĞĚ�ďǇ�ƚŚĞ�͚ŶŝŐŚƚ-ŚĂůĨ�ƉĂƌĂĚŝŐŵ͛�

studies (Yaroush et al., 1971; Fowler, 1973; Plihal & Born, 1997; Plihal & Born, 1999; Wagner 

et al., 2002; Smith, 1995). However, the Dual Process Hypothesis was later challenged by 

studies showing reverse dissociation (Huber et al., 2004; Huber et al., 2006; Aeschbach et al., 

2008; Gais et al., 2000; Fogel et al., 2007; Rauchs et al., 2004). An alternative hypothesis - the 

Sequential Hypothesis - posits that the memory function of sleep arises from orderly 

succession of NREM sleep and REM sleep (Giuditta et al., 1995; Ambrosini & Giuditta, 2001). 

Thus, it focuses on the interaction and complementary roles of the different sleep stages in 

memory consolidation, regardless of the memory type. Specifically, the Sequential 

,ǇƉŽƚŚĞƐŝƐ͕�ĂůƐŽ�ƌĞĨĞƌƌĞĚ�ƚŽ�ĂƐ�ƚŚĞ�͚�ŽƵďůĞ-^ƚĞƉ͛�,ǇƉŽƚŚĞƐŝƐ͕�ĂƐƐƵŵĞƐ�ƚŚĂƚ�ƚŚĞ�ĨŝƌƐƚ�ƐƚĞƉ�ŽĨ�

memory consolidation takes place during NREM sleep, whereby non-adaptive, irrelevant, or 

competing memory traces are eliminated or downscaled. The second step happens during 

REM sleep, which strengthens the useful memories and integrates them with pre-existing 

knowledge. The hypothesis has been supported by several studies in rats (Ambrosini et al., 

1988a, 1988b, 1992, 1995) and humans (Ficca et al., 2000; Stickgold et al., 2000; Mednick et 
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al., 2003; Gais et al., 2000). It is important to stress, however, that the Dual Process 

Hypothesis and the Double-Step Hypothesis are not mutually exclusive - while both NREM 

and REM sleep are essential for memory consolidation, they could benefit different kinds of 

memories to different extents (Rauchs et al., 2005; Deliens et al., 2013).  

 

Nowadays, perhaps the most prominent model in the field is The Active System 

Consolidation Hypothesis (ASC) (Fig.3). On the one hand it integrates the two previous 

models, on the other it goes far beyond the simple distinction between NREM and REM sleep. 

At the core of the ASC is the idea that sleep plays an active role in memory consolidation and 

that repeated reactivation of the newly encoded traces during sleep is essential for this 

process (Born et al., 2006; Diekelmann & Born, 2010b). The model originates from the 

standard two-stage model of consolidation and assumes that the repeated reinstatement of 

memory traces that mediates their transfer from the temporal store to the long-term store 

happens preferentially during SWS. REM sleep is thought to then stabilise the transferred 

memories through processes of synaptic consolidation. Indeed, as mentioned earlier, SWS is 

known to be involved in memory processing (Diekelmann & Born, 2010a; Diekelmann & Born 

2010b; Walker, 2009; Rasch & Born, 2013; Born, 2010) and both slow-wave ripples (SWRs) 

and sleep spindles that occur during SWS have been linked to consolidation (SWRs: Wilson & 

McNaughton, 1994; Zhang et al., 2018; Spindles: Ulrich, 2016; Fogel & Smith, 2011; Peyrache 

& Seibt, 2020). In fact, hippocampal reactivation was shown to happen during sharp-wave 

ripples (SWRs) (Zhang et al., 2018; for review see Buzsáki, 2015), while the coordinated 

interplay, or coupling, between SWRs, thalamocortical sleep spindles and neocortical slow 

waves is thought to drive the active process of consolidation (Rasch & Born, 2013). At the 

scalp EEG level, the coupling between the phase of SOs and amplitude of sleep spindles 

(phase-amplitude coupling) was shown to correlate with performance improvements on 

several memory tasks (Niknazar et al., 2015; Mikutta et al., 2019; Muehlroth et al., 2019; 

Hahn et al., 2020; Denis et al., 2020; Schreiner et al., 2021). 
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Fig. 3. Active system consolidation model. (A) The two-stage model of consolidation forms the basis of ASC. New 

memories are encoded into a temporary store (e.g., hippocampus for the hippocampus-dependent memories) and 

transferred to the long-term store (i.e., the neocortex) via their repeated reactivation. (B) Systems consolidation 

occurs during SWS. The cortico-hippocampal dialogue is controlled by neocortical slow oscillations (red), which 

drive repeated reactivation within the hippocampus. Hippocampal sharp wave ripples (green), that accompany 

reactivation of neuronal ensembles in the hippocampal networks, synchronise with the excitable troughs of sleep 

ƐƉŝŶĚůĞƐ� ;ďůƵĞͿ͕�ĂŶĚ� ƚŽŐĞƚŚĞƌ� ĨŽƌŵ�Ă� ͚ƐƉŝŶĚůĞ-ƌŝƉƉůĞ�ĞǀĞŶƚ͛͘�dŚĞ� ͚ƐƉŝŶĚůĞ-ƌŝƉƉůĞ�ĞǀĞŶƚ͛� ŝƚƐĞůĨ� ŝƐ�ŶĞƐƚĞĚ�ǁŝƚŚŝŶ� ƚŚĞ�

depolarizing up-phase of the slow oscillations, actively driving the transmission of hippocampal memories to the 

neocortical networks (yellow arrows) and thus memory consolidation (Inostroza & Born, 2013; Latchoumane et 

al., 2017; Staresina et al., 2015; Klinzing et al., 2019). Figure source: Rasch & Born (2013). 
 

An alternative view to the now widely accepted ASC is the Synaptic Homeostasis Hypothesis 

(SHY) (Tononi & Cirelli, 2003; Tononi & Cirelli, 2006) (Fig.4). In a nutshell, SHY proposes that 

sleep restores synaptic homeostasis. According to the model, synaptic strengthening, or 

potentiation that occurs during wakeful learning increases cellular demands for energy, 

saturates encoding capabilities and leads to an imbalance between synaptic potentiation and 

depression. The fundamental function of SWS is to globally down-scale the synaptic weights, 

thereby restoring the ďƌĂŝŶ͛Ɛ�ĂďŝůŝƚǇ�ƚŽ�ůĞĂƌŶ�ĂŶĚ�ŵĂŝŶƚĂŝŶŝŶŐ�ƐǇŶĂƉƚŝĐ�ŚŽŵĞŽƐƚĂƐŝƐ�ŝŶ�ĐŚĞĐŬ͘�

Importantly, assuming there is a threshold below which synapses become silent, 

ƉƌŽƉŽƌƚŝŽŶĂů�ĚŽǁŶƐĐĂůŝŶŐ�ƌĞŶĚĞƌƐ�͚ǁĞĂŬ͛�ƐǇŶĂƉƐĞƐ ŝŶĞĨĨĞĐƚŝǀĞ�ǁŚŝůĞ�ŵĂŝŶƚĂŝŶŝŶŐ�ƚŚĞ�͚ƐƚƌŽŶŐ͛�

ones above the threshold. This leads to enhanced signal-to-noise ratio, promoting memory 

consolidation and gist abstraction (Tononi & Cirelli, 2003; Tononi & Cirelli, 2014). 
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Fig. 4. Synaptic Homeostasis Hypothesis. Wakeful learning (yellow background) is associated with synaptic 

potentiation, which is favoured by high levels of noradrenaline (NA) and results in increased synaptic strength of 

learning-relevant synapses as well as formation of new ones (red). The net increase in synaptic weight (w) 

increases energy and space requirements, eventually saturating learning capacity. During sleep (blue background), 

changes in neuromodulatory milieu, combined with high neuronal synchrony, trigger slow oscillations. Slow 

oscillations drive non-specific downscaling of synapses which results in decreased strength of all synapses or their 

disappearance all together (green). As the neurons become less synchronised with each other, slow wave activity 

decreases and a reduction in synaptic downscaling follows. Thus, the total synaptic weight returns to baseline 

levels, saving energy and space. However, the signal-to-noise ratio has now increased, preserving the newly 

encoded traces. Figure source: Tononi & Cirelli (2006). 

 

Although a plethora of studies support SHY (Riedner et al., 2007; Vyazovskiy et al., 2007; 

2008; Huber et al., 2007; Faraguna et al., 2008; Bushey et al., 2011), the model has been 

criticised by the ASC supporters for not acknowledging the enhanced protein synthesis and 

synaptic strength observed during SWS (Nakanishi et al., 1997; Chauvette et al., 2012), and 

the preferential consolidation of weak memories over the strong ones during sleep 

(Drosopoulos et al., 2007; Kuriyama et al., 2004; Rasch & Born, 2013). On the other side of 

the debate, the original SHY posits that memory reactivation alone cannot explain the 

beneficial effects of sleep (Tononi & Cirelli, 2006; Tononi & Cirelli, 2014), especially given that 

it can also occur outside of sleep (Davidson et al., 2009; Diba & Buzsáki, 2007; Foster & 

Wilson, 2006; Karlsson & Frank, 2009). However, the latest refinements of the SHY 

incorporate memory reactivation into the model, suggesting that reactivation during NREM 
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sleep may protect synapses from downscaling (Tononi & Cirelli, 2014). This is somewhat 

ĐŽŶƐŝƐƚĞŶƚ�ǁŝƚŚ�ƚŚĞ�ŝĚĞĂ�ƚŚĂƚ�ƐǇŶĂƉƐĞƐ�ƐƵďũĞĐƚĞĚ�ƚŽ�ƌĞĂĐƚŝǀĂƚŝŽŶ�ĂƌĞ�͚ƚĂŐŐĞĚ͛�ĨŽƌ�ƐƵďƐĞƋƵĞŶƚ�

potentiation during REM sleep (Diekelmann & Born, 2010b; Rasch & Born, 2013).  

 

Alternatively, reactivated synapses could first undergo selective potentiation and then global 

downscaling (Lewis & Durrant, 2011). This, in fact, has been proposed as a potential 

mechanism underpinning schema formation and integration of new information into the pre-

existing knowledge networks. Specifically, replay of multiple memories during SWS is thought 

to strengthen neural connections that are shared between the reactivated memory 

representation which, when combined with global downscaling, leads to (gist) abstraction of 

the overlapping elements and gradual formation of a new schema (Lewis & Durrant, 2011). 

dŚĞ�ŵĞĐŚĂŶŝƐŵ�ŝƐ�ƌĞĨĞƌƌĞĚ�ƚŽ�ĂƐ�ƚŚĞ�͚information Overlap to Abstract͛ (iOtA) and forms the 

basis of the Broader form of iOtA (BiOtA) model which also considers REM sleep (Lewis et 

al., 2018). The BiOtA model proposes that while NREM sleep only allows simultaneous 

reactivation of thematically related memories, REM sleep makes room for concurrent activity 

in randomly chosen schemas. This leads to the formation of novel links between seemingly 

unrelated concepts, thereby explaining the role of sleep in creativity and problem solving 

(Lewis et al., 2018). 

4 MEMORY REACTIVATION 

The previous section provided a brief outline of sleep and memory models. While most are 

somewhat competing and others complement each other, all seem to agree on one thing - 

the importance of memory reactivation during sleep.  

4.1 SPONTANEOUS MEMORY REACTIVATION 

4.1.1 RODENT LITERATURE 

The first evidence for spontaneous memory reactivation during sleep comes from rodent 

literature surrounding hippocampal place cells. Place cells are hippocampal neurons in CA1 

and CA3 which activate when the animal occupies a specific location in the environment 

;KΖ<ĞĞĨĞ�Θ��ŽƐƚƌŽǀƐŬǇ͕�ϭϵϳϭͿ͘��ůŵŽƐƚ�ƚǁŽ�ĚĞĐĂĚĞƐ�ĂĨƚĞƌ�ƉůĂĐĞ�ĐĞůůƐ͛�ĚŝƐĐŽǀĞƌǇ͕�WĂǀůŝĚĞƐ�ĂŶĚ�

tŝŶƐŽŶ� ;ϭϵϴϵͿ� ĚĞŵŽŶƐƚƌĂƚĞĚ� ƚŚĂƚ� ƉůĂĐĞ� ĐĞůůƐ͛� ĂĐƚŝǀŝƚǇ� ŝŶ� ǁĂŬĞ� ŝŶĨůƵĞŶĐĞƐ� ƚŚĞŝƌ� ĨŝƌŝŶŐ�

characteristics during subsequent sleep. The authors allowed rats to enter place fields of 
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some cells but not others, while recording their activity both during wake and the sleep that 

followed. Firing rates of the cells that were exposed to their individual place fields during 

wake increased in subsequent sleep (SWS and REM) relative to the firing rates of the 

unexposed cells. In a seminal study, Wilson and McNaughton (1994) recorded activity from 

pairs of hippocampal place cells during both a spatial navigation task and SWS that preceded 

and followed the run. Cells that fired together during the task also showed a higher 

tendency to fire together during the post-run sleep, but this was not true for the pre-run 

sleep. Importantly, the pattern of activity during sleep followed a temporal order of cell firing 

during wake, giving rise to the term ͚ƌĞƉůĂǇ͛ (Skaggs & McNaughton, 1996) (Fig.5) (for the 

ĐŽƌƌĞĐƚ�ƵƐĞ�ŽĨ�ƚĞƌŵƐ�͚ƌĞƉůĂǇ͛�ǀƐ�͚ƌĞĂĐƚŝǀĂƚŝŽŶ͛�ĂƐ�ǁĞůů�ĂƐ�ŵĂŶǇ�ŽƚŚĞƌƐ͕�ƐĞĞ�'ĞŶǌĞů�Ğƚ�Ăů͕͘�ϮϬϮϬͿ͘ 

 

Fig. 5. Sequential replay of neuronal activity during sleep. During awake exploration, hippocampal place cells 

(here four cells shown) are successively activated as the animal enters their place fields (four ellipses coloured as 

their respective place cells) while running on a linear track. This yields a sequence of neuronal activity (vertical 

bars) which is then replayed in a reverse order during the subsequent wake period. When the animal enters slow-

wave sleep, the same sequence of neuronal activity is replayed again but this time in a forward manner. Both 

awake and sleep replays are temporally compressed and occur predominantly during sharp-wave ripples (blue 

traces). Figure source: Girardeau & Zugaro (2011).  

 

Since then, a lot has been revealed about the nature and mechanisms of memory 

ƌĞĂĐƚŝǀĂƚŝŽŶ͕�Žƌ�ƌĞƉůĂǇ͕�ĚƵƌŝŶŐ�ƐůĞĞƉ�;K͛EĞŝůů�Ğƚ�Ăů͕͘�ϮϬϭϬ͖�^ƵƚŚĞƌůĂŶĚ�Θ�DĐEĂƵŐŚƚŽŶ͕�ϮϬϬϬͿ͘�

The spontaneous reinstatement of firing patters during SWS was found to be particularly 

strong during SWRs (Wilson & McNaughton, 1994; Kudrimoti, et al., 1999; Girardeau et al., 

2014; Nakashiba et al., 2009). We further know that replay of sequential experiences is 

compressed in time (Skaggs et al., 1996; Nádasdy et al., 1999; Hirase et al., 2001; Lee & 

Wilson, 2002; Ji & Wilson, 2007) and decays after learning (Shen et al., 1998; Kudrimoti et al., 

1999; Battaglia et al., 2005). Reactivation during sleep has also been observed outside 

hippocampal place cells but often preceded by hippocampal reactivation (Ji & Wilson, 2007; 
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Lansink et al., 2008; Lansink et al., 2009). This is in line with the ASC and the idea that recently 

acquired memories are transferred from the hippocampus to neocortex through repeated 

reinstatement of memory traces during SWS (Diekelmann & Born, 2010b; Born et al., 2006). 

The non-hippocampal areas that exhibit memory reactivation include parietal (Qin et al., 

1997), prefrontal (Euston et al., 2007; Peyrache et al., 2009; Benchenane et al., 2010; Johnson 

et al., 2010), visual (Ji & Wilson, 2007) and sensorimotor (Hoffman & McNaughton, 2002) 

cortices, as well as ventral striatum (Lansink et al., 2008; Lansink et al., 2009; Pennartz et al., 

2004). Furthermore, reactivation was shown to correlate with K-complexes, spindles, and 

slow oscillations (Johnson et al., 2010), providing additional support for the ASC.  

 

Nevertheless, if reactivation of memory traces during sleep is really the mechanism 

underlying memory consolidation, then reactivation patterns should not only reflect the 

learning experience, but they should also show a relationship with subsequent behavioural 

performance. Indeed, impaired reactivation in aged rats correlated with low spatial memory 

scores (Gerrard et al., 2008), while suppression of hippocampal SWRs or SWR-associated 

activity after learning impaired subsequent memory performance (Girardeau et al., 2009; 

EĂŬĂƐŚŝďĂ� Ğƚ� Ăů͕͘� ϮϬϬϵ͖� �ŐŽͲ^ƚĞŶŐĞů� Θ�tŝůƐŽŶ͕� ϮϬϭϬͿ͘� &ƵƌƚŚĞƌŵŽƌĞ͕� ƌĞĂĐƚŝǀĂƚŝŽŶ� ŽĨ� ŶĞǁůǇ�

encoded spatial memory traces during offline rest periods predicted later memory recall 

(Dupret et al., 2010). Human literature also provides a lot of compelling evidence in this 

regard, as discussed in sections 4.1.2 Human studies and 4.2 Targeted Memory Reactivation. 

 

While rodent evidence for memory reactivation during SWS is indisputable, the literature 

regarding REM sleep reactivation is scarce, but not inexistent (Hennevin et al., 1995; Poe et 

al., 2000; Louie & Wilson, 2001; Howe et al., 2019; Eckert et al., 2020). Interestingly, the 

speed of temporal sequence reinstatement during REM sleep was found to be similar to, or 

even slower than, the timescales seen in wake (Louie & Wilson, 2001). This, together with 

the wake-like EEG patters of REM sleep raises the possibility that reactivation during REM 

sleep may share some characteristics with wake activity. As a matter of fact, reactivation can 

also occur outside sleep, especially during awake periods of rest (Carr et al., 2011; Tambini, 

& Davachi, 2019). Just like reactivation during sleep, wake reactivation also happens during 

SWRs (Foster & Wilson, 2006). Strikingly though, and in contrast to neuronal replay during 

sleep (Lee & Wilson, 2002), wake replay can occur in reverse order (Foster & Wilson, 2006; 

Fig.5) as much as it does in the forward one (Diba & Buzsáki, 2007). Likewise, in addition to 

͚ůŽĐĂů͛�ƌĞƉůĂǇ�;ŝ͘Ğ͕͘�ĨƌŽŵ�ƚŚĞ�ĐƵƌƌĞŶƚ�ĞŶǀŝƌŽŶŵĞŶƚͿ͕�ǁĂŬĞ�ƉĞƌŝŽĚƐ�ĂůƐŽ�ƐŚŽǁĞĚ�ƌĞŝŶƐƚĂƚĞŵĞŶƚ�

ŽĨ�͚ƌĞŵŽƚĞ͛�ĞǆƉĞƌŝĞŶĐĞƐ�ĨƌŽŵ�ƚŚĞ�ƉĂƐƚ�;<ĂƌůƐƐŽŶ�Θ�&ƌĂŶŬ͕�ϮϬϬϵͿ͘�dŚƵƐ͕�ŝƚ�ŚĂƐ�ďĞĞŶ�ƐƵŐŐĞƐƚĞĚ�



Chapter 1  General Introduction 
 

 37 

that awake replay could play a different but perhaps complementary role to sleep replay 

(Carr et al., 2011). A particularly intriguing observation is that of hippocampal sequence 

events predicting future (but yet unknown) trajectories, suggesting that wake replay could 

serve as a planning mechanism during goal-directed behaviour (Pfeiffer & Foster, 2013). A 

ƌĞůĂƚĞĚ�ƉŚĞŶŽŵĞŶŽŶ�ƚĞƌŵĞĚ�͚ƉƌĞƉůĂǇ͛�ĚĞƐĐƌŝďĞƐ�Ă�ƚĞŵƉŽƌĂů�ƉĂƚƚĞƌŶ�ŽĨ�ĂĐƚŝǀŝƚǇ�ƚŚĂƚ�ĂƌŝƐĞƐ�

during an offline period preceding a novel experience, but which sequential organization 

reflects the order in which the same cells would eventually fire during that experience (Dragoi 

& Tonegawa, 2011; Ólafsdóttir et al., 2015; Dragoi & Tonegawa, 2013). The phenomenon is, 

however, still debated (Silva et al., 2015; Eichenbaum, 2015). 

4.1.2 HUMAN STUDIES 

Although the amount of evidence for memory reactivation in humans is growing, it is 

experimentally limited when compared to animal studies. Human sleep literature mostly 

relies on the use of non-invasive imaging techniques, such as EEG, Positron Emission 

Tomography (PET) or functional Magnetic Resonance Imaging (fMRI), which suffer from 

substantially lower spatial and temporal resolution than cellular recordings. Nevertheless, a 

handful of studies using these methods were able to show that brain regions active during 

learning reactivated during subsequent sleep (Maquet et al., 2000; Peigneux et al., 2003; 

Peigneux et al., 2004; Yotsumoto et al., 2009). For instance, brain areas that were active 

during a serial reaction time task execution (including cuneus, premotor cortex, and 

mesencephalon) were also active during subsequent REM sleep, but more so in the trained 

than the untrained subjects (Maquet et al., 2000). A few years later, the same group showed 

higher functional connectivity between the task-related regions during REM sleep of trained 

vs untrained participants (Laureys et al., 2001), and a correlation between pre-sleep 

performance levels and the amount of cuneus reactivation during subsequent REM sleep 

(Peigneux et al., 2003). Evidence for memory reactivation during SWS was obtained using a 

spatial navigation task, whereby hippocampal activation during route learning in a virtual 

town was reinstated during SWS that followed. Importantly, the amount of hippocampal 

reactivation showed a positive correlation with next-day memory performance (Peigneux et 

al., 2004). Similarly, primary visual cortex activation in post-training NREM sleep correlated 

with later performance on a visual perceptual learning task (Yotsumoto et al., 2009). 

 

The studies discussed so far used univariate analysis of imaging data which, simply speaking, 

averages functional activity of cerebral blood flow over relatively long periods of time. 
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Although the approach allows to identify regions that are active during awake learning and 

post-learning sleep, it cannot be used to establish correspondence between patterns of brain 

activations, which is a crucial aspect necessary to demonstrate that memory reaction is 

taking place. In turn, pattern classification methods such as Multivariate Pattern 

(Classification) Analysis (MVPA), Representational Similarity Analysis (RSA) and machine 

learning classifiers can help address this issue. Indeed, with the use of MVPA of fMRI data 

Deuker et al. (2013) identified spontaneously reoccurring, content-specific activation 

patterns from encoding during post-learning sleep and rest period. Furthermore, they were 

able to show that the frequency of these reactivation events for each stimulus in a previously 

learned paired-associate learning task predicted subsequent memory success on the 

respective items. Similar results were obtained when MVPA was performed on sleep EEG 

data to determine if participants had seen pictures of faces or houses the day before 

(SchƂnauer et al., 2017). Again, content-related patterns of brain activity were successfully 

decoded during both NREM and REM sleep, and the strength of memory reprocessing during 

SWS sleep correlated with memory performance during later recall (SchƂnauer et al., 2017). 

Recently, Sterpenich et al. (2021) used a more advanced pattern recognition approach to 

demonstrate that spontaneous reactivation in human sleep favours rewarded information, 

and that the activity in task-related areas during sleep predicts subsequent performance on 

the task. Finally, Zhang et al. (2018) combined intracranial EEG (iEEG) with RSA to study SWR-

associated replay in human epilepsy patients. They found that stimulus-specific activity was 

spontaneously reactivating during both waking state and sleep, but only ripple-triggered 

replay during NREM sleep was associated with memory processes (Zhang et al., 2018).  

 

The studies reviewed here provide compelling evidence for memory reactivation in human 

sleep. Combined with rodent literature, they offer a valuable insight into the possible 

neurophysiological mechanisms underlying memory consolidation during sleep. However, 

the methods described so far can only provide correlational link between the detected 

activity during sleep and post-sleep memory performance, thus inferring a relationship 

between memory reactivation and consolidation. Targeted Memory Reactivation (TMR) 

provides a means to demonstrate a causal link between the two. 
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4.2 TARGETED MEMORY REACTIVATION (TMR) 

4.2.1 EARLY ATTEMPTS TO CUE MEMORIES DURING SLEEP  

TMR involves associating learning items with sensory stimuli (usually sounds or odours) 

during wake and then covertly re-presenting these stimuli during sleep in hope to bias the 

naturally occurring memory reactivation process towards the cued items. The aim of this 

procedure is to selectively improve memory consolidation of the cued material, as assessed 

in subsequent memory tests. Some early attempts to manipulate memories during sleep with 

cues to recent learning had been made even before memory reactivation was discovered 

(Emmons & Simon, 1956; Tilley, 1979; Hars et al., 1985; Hars & Hennevin, 1987; Guerrien et 

al., 1989). Using a classical fear-conditioning task, Hard and colleagues (Hars et al., 1985; Hars 

& Hennevin, 1987; Hars & Hennevin, 1990) cued rats with a stimulus previously associated 

with an electrical shock (conditioned stimulus, CS) during different stages of post-learning 

sleep. Animals cued during REM sleep showed performance improvements (Hars et al., 

1985), whereas cueing in SWS sleep resulted in impaired learning (Hars & Hennevin, 1987). 

Although unsuccessful, the first attempt to cue memories in human sleep was made as early 

as in 1956 by Emmons & Simon. A fraction of previously learned words was repeated to 

participants during sleep, but no evidence of memory improvements was found (Emmons & 

Simon, 1956). However, when participants were presented with pictures of objects and 

spoken names of half of these objects were repeated to them during NREM sleep, substantial 

memory benefits were observed for the cued items (Tilley, 1979). On the other hand, 

auditory cueing during REM sleep, whereby sounds associated with the learned material 

were re-presented again concurrently with eye movement during sleep, improved 

performance on a Morse code task (Guerrien et al., 1989) and a complex logic task (Smith & 

Weeden, 1990). 

 

Despite the promising results brought by these early studies, the potential for targeting 

memory reactivation during sleep remained rather neglected until relatively recently. This 

ǁĂƐ� ůĂƌŐĞůǇ� ĚƵĞ� ƚŽ� ƚŚĞ� ĐƌŝƚŝĐŝƐŵ� ŽĨ� ͚ƐůĞĞƉ� ůĞĂƌŶŝŶŐ͕͛� ǁŚĞƌĞďǇ� Ă� ůĂĐŬ� ŽĨ� ƉƌŽper 

electrophysiological verification of sleep would pose a risk of stimuli application during brief 

periods of waking (Oudiette & Paller, 2013).  
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4.2.2 TMR REVIVED 

Fuelled by the early efforts to cue memory reactivation during sleep, Rasch et al. (2007) 

revived the TMR field. In their seminal study, the team successfully cued declarative 

memories during SWS using an olfactory stimulus (Fig.6). Participants learned an object-

location task while smelling a scent of a rose. This contextual olfactory stimulus was re-

presented to the participants again during SWS, without disrupting their sleep and in hope 

to modulate hippocampus-dependent declarative memories. Indeed, next-day retention of 

the object-location pairs was enhanced for the TMR group as compared to any of the control 

groups (Fig.6B). Furthermore, the TMR procedure was shown to elicit a functional response 

in the hippocampus, suggesting a hippocampus-dependent reactivation of the cued 

memories (Rasch et al., 2007). 

 

 

Fig. 6. A seminal study in the TMR field. (A) Rasch and colleagues administered a rose odour while the participants 

were learning an object location task and re-presented the same odour (or vehicle) during subsequent bouts of 

SWS. Memory retrieval was tested the next day. (B) Retention performance on the object location task was 

enhanced only when a contextual odour (i.e., previously paired with learning) was re-presented during SWS (Exp. 

I). Odour that was not associated with the learned material and only presented during SWS did not differ from an 
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odourless vehicle (Exp. II). Likewise, cueing during REM sleep (Exp. III) or wakefulness (Exp. IV) was ineffective. 

Figure source: Rasch et al. (2007). 

 

Triggering memory reactivation using odour cues has its advantages, including the fact that 

puffs of scented air are unlikely to disrupt sleep (Carskadon & Herz, 2004). Unlike in other 

sensory systems, olfactory information is projected directly to the hippocampus (Zelano & 

Sobel, 2005), thus explaining why odours evoke memories in such a profound way when 

compared to other senses (Herz, 2016). However, odour TMR has a relatively low specificity, 

in a sense that it can only cue contextual memory of the task.  

 

Although potentially much more disruptive than odour cueing, TMR with sound stimuli can 

achieve much higher specificity, allowing individual task items to be reactivated. Indeed, 

auditory TMR of the same object-location task was shown to strengthen individual memories 

(Rudoy et al., 2009). Each learning pair was associated with a semantically related sound and 

half of the sounds were covertly re-played to the participants in NREM sleep. During a post-

nap recall test, locations of objects cued by their sounds during sleep were remembered 

more accurately than those of the uncued items. Thus, the authors argue that presenting 

auditory cues during sleep induces preferential processing of the corresponding memories 

(Rudoy et al., 2009). 

 

Alongside the growing excitement around TMR, a fundamental question remained 

unanswered: does TMR trigger new reactivation events, or does it only tap into this naturally 

occurring phenomenon? The answer came from Bendor & Wilson (2012) who recorded place 

cells͛ activity in the hippocampus during awake learning and subsequent sleep. Rats learned 

to associate different sounds (sound L and sound R) with reward locations (left vs right end 

of the track). The task-related sounds, as well as meaningless tones, were played to the 

animals during post-learning sleep. The experiment revealed that TMR cues have no effect 

on the overall number of the reactivation events, which was the same regardless of the type 

of stimulus delivered. However, re-playing sound L during sleep resulted in higher firing rate 

of place cells with left-sided place fields than those with right-sided place fields, whereas the 

opposite was true for sound R. Thus, the results demonstrated that TMR can bias the content 

of reactivation events towards the memories associated with the cue.  

 

Since then, TMR has mostly been applied during SWS, however beneficial effects of cueing 

memory reactivation during other sleep stages have been reported as well. Likewise, TMR 
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application has gone beyond strengthening simple declarative memory tasks to include real-

life settings. Numerous review articles have done an excellent job at integrating the currently 

available data (Oudiette & Paller, 2013; Schouten et al., 2017; Cellini & Capuozzo, 2018; Paller 

et al., 2017). In the following subsections I will also take a closer look at this cutting-edge 

sleep manipulation technique and what it has taught us about sleep. 

4.2.3 BEYOND SIMPLY BOOSTING MEMORIES  

SWS is by far the most common choice for TMR and has been mainly shown to strengthen 

declarative memories. Beneficial effects of TMR delivered during either SWS alone or NREM 

sleep in general have been demonstrated not only for the object-location task (Rasch et al., 

2007; Rudoy et al., 2009; Diekelmann et al., 2011; Diekelmann et al., 2012) but also 

associative learning (Cairney et al., 2017; Cairney et al., 2018), spatial navigation (Shimizu et 

al., 2018) and language acquisition (Göldi et al., 2019b; Fuentemilla et al., 2013; Schreiner & 

Rasch, 2015; Schreiner et al., 2015). It also appears that SWS TMR can strengthen 

consolidation of emotional memories in humans (Cairney et al., 2014) and enhance fear 

conditioning in rodents (Barnes & Wilson, 2014; Rolls et al., 2013), as some early experiments 

would suggest (Hars et al., 1985). Yet, other studies hint that reactivating fear memories 

during sleep may promote their extinction (Hauner et al., 2013; He et al., 2015), thus 

potentially opening a new avenue for treatment of emotional disorders. By associating TMR 

cues with instructions to forget specific items, the procedure was also shown to boost 

intentional forgetting (Simon et al., 2018; Schechtman et al., 2020). This kind of TMR could 

be used to weaken unpleasant memories and perhaps enhance treatments of memory-

related impairments, such as post-traumatic stress disorder. Nevertheless, whether TMR 

could complement, or perhaps even replace conventional treatments is an active area of 

research, with large patient cohorts required to confirm clinical relevance of the 

manipulation (Klinzing et al., 2021).  

 

Procedural consolidation also seems to benefit from TMR. This is especially true for motor 

sequence learning (Antony et al., 2012; Cousins et al., 2014a; Cousins et al., 2016; Schönauer 

et al., 2014), though improvements on real-world sensorimotor skills (e.g., arm throwing 

task) have been reported as well (Johnson et al., 2018; Johnson et al., 2019). TMR in N2 sleep 

has been particularly impactful when it comes to motor skill learning (Laventure et al., 2016; 

Laventure et al., 2018). This has been attributed to the active involvement of sleep spindles 

(Nishida & Walker, 2007; Barakat et al., 2013; Morin et al., 2008; Lutz et al., 2021; Fogel et 
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al., 2017a; Fogel et al., 2017b; Boutin & Doyon, 2020; Fogel & Smith, 2006), and thus spindle 

rich N2 in general (Walker et al., 2002), in consolidation of this type of memories. Despite the 

ample evidence, cueing motor skill with tactile stimuli during N2 did not alter motor skill 

learning (Pereira et al., 2017), neither did olfactory cueing (Diekelmann et al., 2016; Rasch et 

al., 2007). Such discrepancies in the literature can be attributed to the fact that several 

different factors are likely to determine the fate of the reactivated memories, as discussed 

in the next section (4.2.4 Factors modulating the effectiveness of TMR). Nevertheless, 

procedural TMR has recently proven to be effective in a clinical setting, whereby cueing a 

real-life motor task during a 1-hour nap enhanced motor learning in stroke patients (Johnson 

et al., 2021).  

 

Some of the unusual uses of TMR include cueing counter-stereotype information during 

SWS, which was shown to reduce social biases even 1 week after the manipulation (Hu et al., 

2015; for long-term effects of TMR see section 4.3 Long term effects of reactivating memories 

during sleep). Perhaps even more strikingly, listening to spoken names of familiar snack items 

;Ğ͘Ő͕͘�͚D�Θ�D͛Ɛ�ĐĂŶĚŝĞƐ͛Ϳ�ĚƵƌŝŶŐ�EϮ͕�ďƵƚ�ŶŽƚ�ĚƵƌŝŶŐ�ǁĂŬĞĨƵůŶĞƐƐ͕�ŝŶĐƌĞĂƐĞĚ�ŽŶĞ͛Ɛ�ƉƌĞĨĞƌĞŶĐĞ�

for the previously cued product (Ai et al., 2018), raising some ethical concerns associated 

with subliminal conditioning in sleep. 

 

TMR during REM sleep has received less attention. This is partly because REM sleep TMR has 

been attempted less frequently due to the challenges associated with stimulating early in the 

morning (when REM sleep is most prevalent), and partly because the results have not been 

as exciting as for cueing in NREM sleep. Although some of the early work on TMR points to 

its beneficial effects when applied during REM sleep (see section 4.2.1 Early attempts to cue 

memories during sleep), later attempts were mostly unsuccessful (procedural memories: 

Laventure et al., 2016; Koopman et al., 2020b; declarative memories: Cordi et al., 2014; Rasch 

et al., 2007). Since REM sleep is thought to play a role in consolidation of emotional memories 

(Hutchison & Rathore, 2015; Walker & van Der Helm, 2009), many pinned their hopes on 

targeting emotional memories during REM sleep. Nevertheless, attempts to do this have 

generally not been successful either (Lehmann et al., 2016; Rihm & Rasch, 2015; but see 

Hutchison et al., 2021 for reduced arousal responses after REM sleep TMR). Interestingly 

though, one study found that REM sleep TMR improved both the accurate recollection of 

faces and their false recognition (Sterpenich et al., 2014), suggesting that REM sleep may 

favour generalisation of the reactivated memories. Nevertheless, similar conclusions were 

drawn when ambiguous pictures were cued during SWS (Groch et al., 2016). In fact, odour 
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TMR administered during sleep (both NREM and REM) was found to improve creative 

performance (Ritter et al., 2012), providing support for the BiOtA model (Lewis et al., 2018).  

 

�Ɛ� ƐůĞĞƉ� ĞŶŐŝŶĞĞƌŝŶŐ� ďĞĐŽŵĞƐ� ŵŽƌĞ� ĂŶĚ� ŵŽƌĞ� ƉŽƉƵůĂƌ͕� ƚŽĚĂǇ͛Ɛ� ƌĞƐĞĂƌĐh on TMR and 

memory reactivation extends beyond experimental settings and now also includes real-life 

applications. Göldi & Rasch (2019) tested the effects of unsupervised TMR (i.e., without any 

control over sleep stages) applied during multiple nights and Ăƚ�ƉĂƌƚŝĐŝƉĂŶƚƐ͛�ŽǁŶ�ŚŽŵĞƐ͘�

They found benefits for vocabulary learning in participants who reported no disturbances 

during sleep, but impaired memory for those who experienced auditory-induced awakening. 

Thus, it was concluded that proper electrophysiological verification of sleep stages is critical 

for successful TMR application (Göldi & Rasch, 2019), as feared by the critics of the early TMR 

studies (Oudiette & Paller, 2013). Conversely, odour TMR seems to be more suitable for 

unsupervised cueing of memory reactivation (Neumann et al., 2020). Not only did it work 

when applied throughout the night and without sleep monitoring, but it also led to 

performance benefits in a regular school setting (Neumann et al., 2020). The results of this 

and other studies (e.g., Gao et al., 2020) suggest that TMR can be regarded as a promising 

tool in an educational context. Nevertheless, it is necessary to bear in mind that the limited 

control over experimental settings could pose some serious limitations to studying the 

effects of TMR in real-life scenarios (Göldi & Rasch, 2019; Neumann et al., 2020, Gao et al., 

2020). Furthermore, lack of group randomization (Neumann et al., 2020), sample size 

inequality (Gao et al., 2020) and insufficient number of control conditions (Gao et al., 2020), 

present a significant challenge in interpreting the findings. 

4.2.4 FACTORS MODULATING THE EFFECTIVENESS OF TMR 

In the previous section I have highlighted the most common, as much as unusual, applications 

of TMR, as well as outlined its use in experimental, clinical, and real-life settings. Notably 

though, the previous section also pointed out some discrepancies in the TMR literature, 

whereby not all attempts to cue memory reactivation during sleep have been successful. The 

aim of this section is ƚŽ�ƐƵŵŵĂƌŝƐĞ�ĨĂĐƚŽƌƐ�ƚŚĂƚ�ĂƌĞ�ƚŚŽƵŐŚƚ�ƚŽ�ĚĞƚĞƌŵŝŶĞ�dDZ͛Ɛ�ƐƵĐĐĞƐƐ͕�ĂƐ�

well as those that do not seem to impact the effectiveness of the procedure. 

 

A recent meta-analysis on TMR research (Hu et al., 2020) should perhaps be crucial in this 

discussion. The authors compiled 91 TMR experiments to conclude that TMR is highly 

effective during SWS and N2 sleep but does not influence memory consolidation when 
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applied during REM or wakefulness. Notably, the beneficial effects of stimulation were found 

for all types of learning (spatial memories, associative learning, language acquisition, skill 

learning, memory bias), except for fear conditioning and emotional memories. However, the 

effects differed depending on how the outcomes were measured, with significant benefits of 

TMR on recall and reaction time but not on recognition, skin conductance response or 

subjective rating. Cueing modality was not associated with TMR effectiveness and similar 

results were reported for both auditory and olfactory stimulation. Likewise, neither sex nor 

age or sleep duration seems to impact on TMR effects (Hu et al., 2020).  

Other studies addressed the question of whether the strength of cued memory 

representations, or prior learning͕�ĐĂŶ�ĂĨĨĞĐƚ�dDZ͛Ɛ�ƐƵĐĐĞƐƐ͘��ƌĞĞƌǇ�Ğƚ�Ăů͘�;ϮϬϭϱͿ�ĨŽƵŶĚ�ƚŚĂƚ�

participants with higher pre-sleep accuracy and items with medium strength before TMR 

benefited the most from the manipulation. The authors speculate that indeed, strongly 

encoded memories are likely to be reactivated spontaneously, thus yielding the additional 

TMR-cued reactivations redundant. On the other hand, reactivating incorrectly learned items 

could lead to their poor recall at a later performance re-test, whereas cueing very weak 

memories may not even lead to their reactivation (Creery et al., 2015). Yet, other studies do 

report preferential benefits of TMR on weaker memory representations (Cairney et al., 2016; 

Drosopoulos et al., 2007; Tambini et al., 2017; Koopman et al., 2020b), with further evidence 

suggesting that hippocampal replay itself prioritises memories most prone to forgetting 

(Schapiro et al., 2018). More studies are needed to fully understand the impact of prior 

learning on the effectiveness of TMR. By the same token, future research should take into 

consideration interindividual factors that confer susceptibility to the manipulation. 

 

Regarding the cueing procedure itself, Schechtman et al. (2021) found that post-TMR 

memory benefits do not seem to depend on the number of items cued, suggesting that 

multiple reactivation events can occur simultaneously. The capacity for such events is still 

unknown, given a relatively small number of items used in the experiment (6 items 

maximum), though other sleep studies suggest that it is likely to be limited (Feld et al., 2016). 

The number of cues per item does not show a relationship with the behavioural effects of 

TMR either (Schechtman et al., 2020). On the other hand, a clear semantic link between the 

ĐƵĞ�ĂŶĚ�ƚŚĞ�ŶĞǁůǇ�ĞŶĐŽĚĞĚ�ŵĂƚĞƌŝĂů�ŵĂǇ�ŝŶĐƌĞĂƐĞ�ƚŚĞ�ĐŚĂŶĐĞƐ�ŽĨ�dDZ͛Ɛ�ƐƵĐĐĞƐƐ�;�ĂŝƌŶĞǇ�Ğƚ�

al., 2016), but this remains controversial (Schouten et al., 2017). Furthermore, sounds may 

be ineffective if they are presented continuously as that can lead to sensory habituation, 

whereas sounds that are too commonplace (e.g., sound of an ocean) may cue other 

memories that they are associated with instead of the encoded event (Donohue & Spencer, 
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2011). However, results of other studies contradict such claims (e.g., rose scent used by Rasch 

et al. (2007) or a meow of a cat used by Rudoy et al. (2009) could be even more commonplace 

than a sound of an ocean). Future studies should address these methodological 

ĐŽŶƐŝĚĞƌĂƚŝŽŶƐ� ƚŽ� ĨƵůůǇ� ĐŚĂƌĂĐƚĞƌŝƐĞ� ƚŚĞ� ĨĂĐƚŽƌƐ� ƚŚĂƚ� ĂƌĞ� ŝŶǀŽůǀĞĚ� ŝŶ� ĚĞƚĞƌŵŝŶŝŶŐ� dDZ͛Ɛ�

success.  

4.2.5 NEURAL CORRELATES OF TMR AND WHAT IT HAS TAUGHT US ABOUT 

MEMORY REACTIVATION 

We have now seen how different factors may come into play when determining the fate of 

the cued memories. As good as it may sound though, TMR is not just about successfully 

boosting human cognition. The real value of the technique lies in how it can be used to study 

the mechanisms of memory reactivation. The ground-breaking study by Bendor & Wilson 

(2012) has paved the way for major advances in this field, which I will focus on in this section.  

 

To begin with, TMR research has made a fundamental contribution to the detection of 

memory reactivation in humans. Cairney et al. (2018) showed that cueing associative 

memories in NREM sleep evokes a surge in fast spindles from 1.7 to 2.3 seconds after cue 

onset. Importantly, during that surge, the type of the memory representation associated with 

the auditory cue (object vs scene) could be reliably decoded using RSA of the EEG data. 

Moreover, the level of category distinctiveness correlated with the overnight benefit of 

cueing (Cairney et al., 2018). Similarly, Shanahan et al. (2018) was able to decode category-

level information using MVPA of fMRI data collected from ventromedial prefrontal cortex 

during olfactory cueing. The degree of this odour-evoked reactivation was also associated 

with post-sleep cueing benefit (Shanahan et al., 2018). Finally, Wang et al., (2019) showed 

that lateralised activity discriminating left- and right-hand movements can also be decoded 

during sleep, increases with post-cue spindle power, and predicts subsequent memory 

strength. Together, these studies demonstrate that TMR during sleep can trigger 

behaviourally relevant processing of the cued memories.  

 

Although undeniably compelling, decoding learning-related information from sleep data is 

not enough to demonstrate that the detected reactivation is a true reinstatement of the 

learning-associated activŝƚǇ� ƉĂƚƚĞƌŶ͘� dŚĞ� ĐŚĂůůĞŶŐĞ� ŽĨ� ƐĞĂƌĐŚŝŶŐ� ĨŽƌ� ͚ǁĂŬĞ-ůŝŬĞ͛� ƉĂƚƚĞƌŶƐ�

during sleep lies in the obvious differences in oscillatory characteristics between sleep and 

wake periods. Nevertheless, Schreiner et al. (2018) and Belal et al. (2018) were able to 
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achieve this, providing irrefutable evidence for wake-like activity patterns re-emerging upon 

cue presentation during sleep. Schreiner et al. (2018) used low-frequency oscillatory phase 

to look at phase-related similarity between different reactivation processes. The team 

showed that content-specific activity patterns that characterise reactivation of word-pair 

memories during wakefulness re-emerge during NREM sleep following TMR cue delivery. 

Both sleep and wake reactivation events were accompanied by theta oscillations, but only 

the activity patterns during sleep recurred at 1 Hz frequency suggesting slow-oscillatory 

modulation. Similar results were achieved by Belal et al. (2018) who opted for a machine 

learning classifier as a primary tool to detect human reactivation during sleep. First, the 

classifier was trained on wake EEG data from a motor imagery task, during which participants 

were asked to imagine a previously learned sequence of motor presses. The classifier was 

then applied to the EEG data collected during subsequent sleep. It showed that TMR cues do 

indeed elicit memory reactivation, both when applied during SWS and N2. Additionally, the 

rate of successful classification reduced with successive cue repetitions, suggesting that the 

responsiveness to TMR cues decreases over time. Alternatively, the neural signature of 

reactivation changed and was no longer recognised by the classifier, thus indicating plasticity-

related changes as a result of cueing (Belal et al., 2018). Nevertheless, neither neural 

plasticity of the memory-related activity patterns, nor physical brain changes following TMR 

have been studied.  

 

Along with providing causal evidence for memory reactivation during human sleep, TMR 

research has helped characterise the electrophysiological characteristics of such 

reactivation. The results of Cairney et al. (2018) and Wang et al., (2019), for instance, point 

to the functional significance of spindles in information processing during sleep. In fact, sleep 

spindles are thought to orchestrate reactivation of newly encoded memories during sleep 

(Bergmann et al., 2012) and contribute to correct classification of previously learned content 

(Schönauer et al., 2017). Additionally, studies looking at the electrophysiological effects of 

TMR revealed that spindles react locally to cueing of specific memories (Cox et al., 2014) and 

that successful reactivation is accompanied by a surge in spindle power between 500 ms and 

1200 ms after the onset of the cues that were associated with later-remembered items 

(Schreiner & Rasch, 2015: 600-800 ms; Lehmann et al., 2016: 800 - 1200 ms; Schreiner et al., 

2015: 500 ʹ 1000 ms), and 100 ʹ ϭϯϬϬരŵƐ�ĂĨƚĞƌ�ƚŚĞ�ĐƵĞƐ�ƌĞůĂƚĞĚ�ƚŽ�ƉƌŝŽƌ�ůĞĂƌŶŝŶŐ�;'ƌŽĐŚ�Ğƚ�

al., 2017b)  (note that spindle activity surge reported in Cairney et al. (2018) occurred as long 

as ~2 seconds after the cue). Importantly, post-cue sleep spindles were also shown to predict 
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TMR-induced performance gains (Rihm et al., 2014; Creery et al., 2015; Fuentemilla et al., 

2013; Antony et al., 2012; Cousins et al., 2014a; Lehmann et al., 2016; Groch et al., 2017b).  

 

Theta power during NREM sleep also increased in response to cues that were associated with 

later-remembered items, surging around similar time after cue presentation as the spindle 

activity (Lehmann et al., 2016: 300 ʹ 900 ms; Schreiner & Rasch, 2015: 700 ʹ 900 ms; 

Schreiner et al., 2015: 500 ʹ  800 ms; Oyarzún et al., 2017: 500 ʹ 2000 ms; Groch et al., 2017b: 

500 ʹ 800 ms post-cue). Nevertheless, a direct relationship between theta power and 

subsequent memory performance is rarely reported, with one study showing no such 

correlation (Groch et al., 2017b). Notably, neither the enhanced theta power nor the surge 

in sleep spindles were evident after control sounds presentation (i.e., sounds that were never 

associated with learning material), affirming that the post-cue increase in spindle/theta 

power is not merely a simple response to a sound (Oyarzún et al., 2017). Combined, these 

studies show that sleep spindles as well as theta activity during NREM sleep are likely to be 

involved in successful reactivation of newly encoded memories.  

 

Interestingly, using their famous vocabulary-learning paradigm Schreiner et al. (2015) found 

that if the cue (Dutch word) is immediately followed by another auditory stimulation (e.g., 

correct, or incorrect German translation of the cue) the characteristic surge in spindles and 

theta activity is abolished. Strikingly, the memory benefits of cueing were not observed 

either. However, when the presentation of an auditory stimulation was delayed relative to 

the cue, both the electrophysiological and memory effects of cueing were restored. Thus, it 

was concluded that there must be a certain plasticity period, perhaps associated with spindle 

and theta oscillations, that occurs immediately after the cue and which is necessary for the 

beneficial effects of TMR to emerge (Schreiner et al., 2015). Similar results were reported by 

others (Farthouat et al., 2017).  

 

Finally, the discussion on the electrophysiological correlates of memory reactivation would 

be incomplete without bringing slow waves to the table. Although not as common in the 

literature as a spindle surge, an increase in delta power upon cue delivery has been reported 

as well (Rihm et al., 2014; Creery et al., 2015). Nevertheless, the currently available data is 

insufficient to conclude whether delta power is behaviourally relevant in this context 

(correlational results reported: Creery, et al., 2015; Oudiette et al., 2013; no relationship 

reported: Rihm et al., 2014). On the other hand, recent evidence suggests that slow 

oscillatory up-states may represent critical time windows for memory reactivation to occur 
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(Göldi et al., 2019b). Indeed, when the TMR cues were delivered precisely during oscillatory 

up-states improved recall performance was recorded. In turn, cueing during down-states of 

the slow oscillations did not lead to behavioural benefits (Göldi et al., 2019b). Although the 

results provide support for the ASC (see section 3.2 Sleep and memory models), the exact 

phase of slow-oscillation that supports TMR-induced memory processing is still debated 

(down-to-up transition: Shimizu et al., 2018; pre-down-state: Batterink et al., 2016).  

4.3 LONG TERM EFFECTS OF REACTIVATING MEMORIES DURING SLEEP 

Although memory reactivation during sleep has been repeatedly portrayed as the 

mechanism underlying memory consolidation, perhaps even in the long term, very little 

research has been conducted on how the effects of TMR or memory reactivation per se 

evolve over time. In a very elegant way and with the use of optogenetics, Dag et al. (2019) 

linked memory reactivation during sleep with long-term consolidation in a fruit fly. Using 

simultaneous calcium imaging and electrophysiology in mice, Grosmark et al. (2021) has very 

recently been able to track hippocampal place cells͛ activity over 2 weeks. Their results 

demonstrate that offline reactivation of place cells predicts long-term stability of cognitive 

maps. Even though the study does not distinguish between awake and sleep periods of the 

͚ŽĨĨůŝŶĞ͛�ĞƉŽĐŚƐ͕�ƚŚĞ�ƌĞĂĐƚŝǀĂƚŝŽŶ�ĞǀĞŶƚƐ�ƚŚĂƚ�ƉƌĞĚŝĐƚĞĚ�ĨƵƚƵƌĞ�ƐƚĂďŝůŝƚǇ�ĐŽŝŶĐŝĚĞĚ�ǁŝƚŚ�^tZ�

and were specific to the previously explored environment. The results of both studies suggest 

that, as hypothesised, memory reactivation does support long-term consolidation. By the 

same token, one could hypothesise that TMR should also result in long-term memory 

benefits. If so, will the effects of TMR continue to increase over time or is there a limit to the 

TMR memory boost?  

 

To date, only four studies examined how the effects of TMR develop over time (Hu et al., 

2015; Groch et al., 2017a; Shanahan et al., 2018; Simon et al., 2018), half of which failed to 

show an enduring effect of TMR. The study conducted by Hu et al. (2015) was already 

mentioned in the context of unusual applications of the technique (see section 4.2.3 Beyond 

simply boosting memories). Participants were presented with counter-stereotype 

information (counter-gender bias and counter-racial bias) paired with bias-specific sounds. 

One of the sounds was repeatedly re-presented during a subsequent nap (SWS) and the 

implicit bias associated with the cue was reduced straight after sleep. Importantly, the effects 

of stimulation endured for 1 week (Hu et al., 2015). On the other hand, Shanahan et al. 

(2018) (see section 4.2.5 Neural correlates of TMR and what it has taught us about memory 
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reactivation) found that the positive effects of TMR on an object-location memory task were 

no longer evident at 1-week follow-up. In Groch et al. (2017a) participants learned 

associations between emotionally neutral pictures and either positive or negative words, re-

presented to them during subsequent sleep. In keeping with Shanahan et al. (2018), the team 

found no difference between the cued and uncued items 1 week after cuing, even though 

retention of the cued memories, both positive and negative, was facilitated the next 

morning. Interestingly though, when the participants were asked to rate the subjective 

pleasantness of the pictures 1 week after cueing, social anxiety disorder (SAD) patients, but 

not healthy controls, rated the negative information as less pleasant than immediately after 

TMR (Groch et al., 2017a). Finally, rather than strengthening memories, Simon et al. (2018) 

used TMR to induce forgetting. Participants were trained on an object-location task, where 

each object was paired with a distinct sound. Before sleep, they also learned to associate an 

ĂƵĚŝƚŽƌǇ�͚ĨŽƌŐĞƚ͛�ƚŽŶĞ�ǁŝƚŚ�ƚŚĞ�ĂĐƚ�ŽĨ�ĨŽƌŐĞƚƚŝŶŐ͘��ƵƌŝŶŐ�ƐůĞĞƉ͕�ƚŚĞ�͚ĨŽƌŐĞƚ͛�ƚŽŶĞ�ǁĂƐ�ƉůĂǇĞĚ�ƚŽ 

the participants in close temporal proximity with some of the object tones, in hope to induce 

their forgetting. One week after the intervention the reactivated objects were recalled less 

often than the control ones, thus indicating both successful cueing and long-term effects of 

TMR.  

 

Although these studies demonstrate that the TMR effect can indeed endure over time, the 

mechanisms driving long-term effects of the manipulation remain poorly understood. 

Likewise, the current state of literature is unable to explain how these effects evolve, nor 

does it provide a sufficient understanding on the neuro-plastic evolution of the underlying 

memory representations.  

5 MOTOR SEQUENCE LEARNING DURING SLEEP 

Given the richness and extensiveness of the sleep literature, in this final section I would like 

to centre the discussion on the role of sleep in procedural memory consolidation, and 

particularly motor sequence learning which will ultimately become the focus of my thesis.  

 

As noted in section 3.1.1 Memory types, procedural memory is a form of nondeclarative 

memory which, by definition, is generally considered hippocampus independent (Squire, & 

Zola, 1996; Squire & Dede, 2015). Neural correlates of motor learning are extremely well 

characterised (Seidler, 2010; Lage et al., 2015; Dayan & Cohen et al., 2011), with the specific 

brain regions involved in different paradigms extensively studied (Hardwick et al., 2013; 



Chapter 1  General Introduction 
 

 51 

Janacsek et al., 2020). Broadly speaking, the cortico-striatal system is thought to be involved 

in motor sequence learning, whereas the cortico-cerebellar system supports motor 

adaptation (Doyon et al., 2003). The significance of sleep in consolidation of procedural 

memories is now also firmly established and supported by a number of behavioural studies 

(for review see Loganathan, 2014). In contrast to motor adaptation (Donchin et al., 2002; 

Debas et al., 2010), motor sequence learning has been widely reported to benefit from sleep. 

The most common motor sequence learning paradigms used to demonstrate this include a 

pursuit rotor task (PRT; Smith & MacNeill, 1994), oculomotor sequence learning (OSL; Albouy 

et al., 2006), finger tapping task (FTT; Walker et al., 2002; Fig.7A) and the serial reaction time 

task (SRTT; Nissen & Bullemer, 1987; Fig.7B).  

 

In their seminal study, Walker and colleagues show that sleep, particularly N2, leads to a 20% 

increase in the FTT performance speed, with no benefit from an equivalent period of wake 

(Walker et al., 2002). In the same year, Fischer and colleagues report similar findings, with 

post-practice sleep relative to wake enhancing the speed of FTT performance by 33% and 

task accuracy by 30% (Fischer et al., 2002). In contrast to Walker et al. (2002), they show a 

relationship between performance improvements and the time spent in REM sleep rather 

than N2 (Fischer et al., 2002). Eventually, the differential, yet often overlapping, contribution 

of N2 and REM sleep has been linked to different stages of motor learning (Smith et al., 

2004a). The cortico-cerebellar system has been proposed to mediate early task acquisition 

and operate during REM sleep, while N2 is thought to support long-term storage of motor 

memories in the cortico-striatal network (Smith et al., 2004a). The role of spindles in 

procedural memory consolidation is now also well recognised (see section 4.2.3 Beyond 

simply boosting memories), while REM sleep has been further implicated in the reactivation 

of SRTT memories during sleep (see section 4.1.2 Human studies for more details). Indeed, 

increased activation of cuneus (Maquet et al., 2000; Peigneux et al., 2003), striatum, 

midbrain, and premotor cortex (Maquet et al., 2000) was observed both during the SRTT 

training and the post-training REM sleep. These studies also paved the way for further 

research into the neural substrates underlying sleep-dependent motor consolidation.  

 

For the PRT, a comparison between learning-dependent brain activity changes after post-

training sleep and post-training sleep deprivation revealed greater activity in the superior 

temporal sulcus for the sleeping group (Maquet et al., 2003a). The interaction between 

superior temporal sulcus and cerebellum, and supplementary eye field and frontal eye field 

was also increased (Maquet et al., 2003a). Similar design was employed by Fischer et al. 
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(2005) who trained their participants on the FTT and found that post-training sleep results in 

a decreased neocortical brain activity during retrieval compared to learning, specifically in 

the primary motor, premotor and prefrontal areas, as well as in a greater involvement of 

parietal cortical regions. This was, however, not the case in the sleep-deprived condition. 

Walker et al. (2005), on the other hand, compared brain activity changes after FTT training 

followed by 12 hours of either sleep or wake. Increased activation in contralateral primary 

motor cortex, hippocampus, cerebellum, and striatum after the retention period containing 

sleep relative to wake supported faster and more precise consolidation. In turn, decreased 

signal intensity was observed in parietal, insular and temporal cortices. Thus, the study 

provided evidence for overnight systems-level changes in motor memory representations 

after sleep (Walker et al., 2005). Finally, the importance of striatum in motor sequence 

learning (Debas et al., 2010; Walker et al., 2005) and its interaction with hippocampus 

(Albouy et al., 2008; Albouy et al., 2013c) have also been highlighted. Not only does the early 

recruitment of both structures predict subsequent overnight gain in sequence-specific 

performance, but the linear relationship between hippocampal and striatal responses to OSL 

becomes significantly tighter overnight (Albouy et al., 2008). In line with the ASC model (see 

section 3.2 Sleep and memory models), these results suggest the emergence of a cooperative 

interaction between hippocampus and striatum during sleep.  

 

An important distinction needs to be discussed between the implicit and explicit 

components of motor learning. Although procedural learning is often portrayed as implicit, 

it is possible to become aware of the skill at hand. In fact, the FTT is generally used to assess 

explicit motor skill learning as the sequence of finger movements is often short (e.g., 5 items 

in Fischer et al., 2002) and disclosed at the beginning of the experiment (Fig.7A). Conversely, 

the sequence used in the SRTT is relatively long (e.g., 12 items in Cousins et al., 2014a) and 

the participants are generally blind to its order (Fig.7B). Thus, any knowledge acquired about 

the SRTT sequence during training is largely implicit. However, if the participants are told the 

order of the sequence (or practise the task long enough to become aware of such), they can 

still gain explicit knowledge about it (Robertson, 2007). Thus, the SRTT provides a unique but 

challenging approach to study sleep-dependent memory consolidation. The task engages 

distinct brain structures and rely on different underlying neurocognitive mechanisms 

depending on the declarative vs nondeclarative contribution to its learning (Hardwick et al., 

2013; Janacsek et al., 2020). Furthermore, the implicit aspect of the SRTT leaves more room 

for learning, allowing continuous behavioural improvements over several days of training 
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(e.g., 10 days, Verstynen et al., 2012). This contrasts with the FTT, where the ceiling level is 

reached relatively quickly (e.g., after 11 ʹ 36 trials, Bönstrup et al., 2020).  

 

Sleep has been initially thought to only benefit explicitly learned SRTT (Robertson et al., 2004; 

Fischer et al., 2006). However, sleep-dependent consolidation was also observed when the 

implicit sequence contained contextual associations that are known to engage the 

hippocampus (Spencer et al., 2006). Matching the design of the latter study, Cousins and 

colleagues (2014a) showed that TMR can promote the emergence of explicit knowledge of 

the cued sequence representation, and the result was later replicated by another study 

(Diekelmann et al., 2016). Importantly, the technique was also shown to reliably improve the 

SRTT skill performance by three independent groups (Antony et al., 2012; Schönauer et al., 

2014; Cousins et al., 2016). Nevertheless, the TMR literature does not distinguish between 

the implicit and explicit aspect of the skill learning and the difference between the cued 

sequence and the uncued sequence is often reported when looking at the accuracy (Antony 

et al., 2012; Schönauer et al., 2014) or reaction time (Cousins et al., 2016). However, and 

again as opposed to the FTT, the SRTT allows distinguishing between sensorimotor-mapping 

and sequence-specific learning (Janacsek et al., 2020). By subtracting the performance on the 

sequence blocks from the bůŽĐŬƐ�ǁŝƚŚ�ƌĂŶĚŽŵ�ƐƚŝŵƵůŝ�ŽƌĚĞƌ�;ŝ͘Ğ͕͘�͚ƌĂŶĚŽŵ�ďůŽĐŬƐ͛Ϳ͕�ƚŚĞ�ǀŝƐƵĂů�

and motor demands, as well as fatigue, are controlled for, thus allowing to probe sequence 

learning only (e.g., Robertson et al., 2004; Cousins et al., 2014a; Cousins et al., 2016).  

 

 
Fig. 7. Two most common motor sequence learning paradigms. (A) A schematic representation of the Finger 

Tapping Task (FTT), also referred to as a finger-to-thumb opposition task. Participants are asked to repeatedly tap 

a sequence of button presses as quickly and as accurately as possible for a certain amount of time and using the 

fingers of their non-dominant hand. The sequences (here A and B shown) are often short (e.g., 5-elements long) 

and known to the participants prior to the task. Figure adapted from: Fischer et al. (2002). (B) A schematic 

representation of the Serial Reaction Time Task (SRTT). Participants are asked to respond to the visual cues 

appearing on the screen by pressing a key corresponding to the cue location as quickly and as accurately as 
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ƉŽƐƐŝďůĞ�;Ğ͘Ő͕͘�ŬĞǇ�͚�͛�ŝƐ�ƉƌĞƐƐĞĚ�ŝŶ�ƌĞƐƉŽŶƐĞ�ƚŽ�Ă�ůĂŵƉ�ĐƵĞ�ĂƉƉĞĂƌŝŶŐ�ŝŶ�ƉŽƐŝƚŝŽŶ�ϮͿ͘��ĂĐŚ�ŬĞǇ�ŶĞĞĚƐ�ƚŽ�ďĞ�ƉƌĞƐƐĞĚ�

ǁŝƚŚ�ĂŶ�ĂƉƉƌŽƉƌŝĂƚĞ�ĨŝŶŐĞƌ�;Ğ͘Ő͕͘�ŬĞǇ�͚ �͛�ʹ ŵŝĚĚůĞ�ĨŝŶŐĞƌ�ŽĨ�ƚŚĞ�ůĞĨƚ�ŚĂŶĚ͕�ŬĞǇ�͚ �͛�ʹ index finger of the left hand etc.). 

The stimulus remains on the screen until a correct button is pressed, followed by a blank screen and the next cue 

in the sequence. The SRTT sequences are often long (e.g., 12 items) and their order is rarely revealed to the 

participants prior to the task. The sequences come in blocks and the sequence blocks are accompanied by random 

blocks during which the cues appear in random order (not shown). Figure adapted from Cousins et al. (2014b). 

6 SUMMARY 

Sleep is not a uniform state but instead consists of different stages, each characterised by 

unique oscillatory patterns and supporting distinct, though sometimes overlapping, 

physiological functions. The memory function of sleep has been receiving increasing 

attention in recent years and because of its undeniable importance, became the central focus 

of this thesis. Sleep has been strongly implicated in various types of memories and memory 

processes. Most notably, it has been proposed to play an active role in memory 

consolidation, and reactivation of memories during sleep is thought to be key in this process. 

Indeed, a plethora of both rodent and human experiments have now confirmed that 

learning-dependent patterns of brain activity spontaneously re-emerge during offline 

periods of rest, particularly during SWS, and that the phenomenon is tightly linked to the 

subsequent memory performance. Remarkably, the content of reactivation events can now 

be biased with a technique known as Targeted Memory Reactivation (TMR). TMR involves 

pairing learning items with sounds or odours during learning and then covertly re-presenting 

the same stimuli during post-learning sleep. The procedure has shown a lot of success in 

boosting consolidation of the targeted memories in laboratory, clinical and real-life settings, 

especially when applied during NREM sleep. Importantly though, TMR has taught us a lot 

about sleep and made a fundamental contribution to the detection and characterisation of 

memory reactivation in humans. Yet, the long-term effects of TMR are largely understudied 

and it remains to be established how the effects of this manipulation evolve over time. 

Likewise, the literature still lacks sufficient understanding of the plasticity induced by TMR, 

nor does it fully comprehend the interindividual factors that make one more susceptible to 

the stimulation. 
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7 THESIS OBJECTIVES 

The overarching aim of this thesis is to investigate the evolution of TMR effects over time, 

with a particular focus on the neuroplasticity underlying reactivation of procedural memories 

during sleep. In Chapter 2, I aimed to determine whether the memory-enhancing effects of 

TMR persist over time, which would provide an insight into the temporal dynamics of the 

processes initiated by the stimulation. To this end, I applied TMR of a SRTT in NREM sleep 

and tested the difference between the cued and uncued sequence performance at different 

points in time. I was further interested in the electrophysiological correlates of the 

behavioural benefits of TMR, particularly in relation to sleep spindles given their functional 

importance in motor learning. In Chapter 3, I used the same TMR protocol and behavioural 

task as in Chapter 2 but combined it with structural and functional MRI to track the evolution 

of a motor engram over time. Specifically, I aimed to probe whether repeated reactivation of 

a motor memory trace during sleep engenders learning-related plasticity in the brain. This 

would advance our understanding of the neural processes underlying sleep-dependent 

memory consolidation and indicate if memory reactivation during sleep can support engram 

development. Finally, Chapter 4 examines the microstructural plasticity associated with the 

behavioural effects of TMR. I look at the longitudinal changes in different MRI modalities to 

determine the impact of TMR on brain microstructure. Furthermore, I was curious about 

ǁŚĞƚŚĞƌ�ďĂƐĞůŝŶĞ�ďƌĂŝŶ�ĐŚĂƌĂĐƚĞƌŝƐƚŝĐƐ� ĐŽƌƌĞůĂƚĞ�ǁŝƚŚ�dDZ͛Ɛ� ƐƵĐĐĞƐƐ� ʹ something that has 

never been probed before.
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Abstract 

Targeted memory reactivation (TMR) has recently emerged as a promising tool to manipulate 

and study the sleeping brain. Although the technique is developing rapidly, only a few studies 

have examined how the effects of TMR develop over time. Here, we use a bimanual serial 

reaction time task (SRTT) to investigate whether the difference between the cued and 

uncued sequence of button presses persists long-term. We further explore the relationship 

between the TMR benefit and sleep spindles, as well as their coupling with slow oscillations. 

Our behavioural analysis shows better performance for the dominant hand. Importantly, 

there was a strong effect of TMR, with improved performance on the cued sequence after 

sleep. Closer examination revealed a significant benefit of TMR at 10 days post-encoding, but 

not 24 h or 6 weeks post-encoding. Time spent in stage 2, but not stage 3, of NREM sleep 

predicted cueing benefit. We also found a significant increase in spindle density and SO-

spindle coupling during the cue period, when compared to the no-cue period. Together, our 

results demonstrate that TMR effects evolve over several weeks post-cueing, as well as 

emphasising the importance of stage 2, spindles and the SO-spindle coupling in procedural 

memory consolidation. 

1 INTRODUCTION 

The essential role of sleep in memory processing is supported by a multitude of studies (for 

reviews see Diekelmann & Born (2010b), Rasch & Born (2013) and Dudai (2012)). Both 

declarative (summarised in Gais & Born, 2004) and procedural (summarised in Loganathan, 

2014) memory consolidation benefit from sleep. Memory reactivation, wherein a pattern of 

brain activity elicited during learning re-emerges during subsequent sleep, is thought to be 

the mechanism underpinning this process (Born et al., 2006). Although first discovered in 

rodents (Wilson & McNaughton, 1994), the phenomenon was also evidenced to occur in 

humans, where its magnitude predicts the next-day memory improvements (Peigneux et al., 

2003). Recently, a procedure known as targeted memory reactivation (TMR) emerged as a 

promising tool to manipulate and study the mechanisms of memory reactivation. In a typical 

TMR experiment, a tone or an odour previously associated with a newly encoded memory is 

covertly re-presented during sleep (e.g., Rasch et al., 2007; Rudoy et al., 2009). This elicits 

reactivation of the associated memory representation, or rather intentionally biases this 

otherwise spontaneous process towards the memories targeted by the procedure (e.g., 

Bendor & Wilson, 2012). In humans, the manipulation has been found to be effective for both 

declarative (Rasch et al., 2007; Rudoy et al., 2009; Fuentemilla et al., 2013) and procedural 
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(Antony et al., 2012; Schönauer et al., 2014; Cousins et al., 2014a; Cousins et al., 2016) 

memories, enhancing performance gains on the cued compared to the uncued task items.  

 

Although TMR research has developed rapidly, becoming one of the most used sleep 

manipulation techniques, only a few studies have examined how the effects of TMR develop 

over time (Hu et al., 2015; Shanahan et al., 2018; Groch et al., 2017a; Simon et al., 2018). 

One of the most recent attempts was made by Cairney et al. (2018), where participants 

encoded pairwise associations, followed by three retrieval sessions: before and after a 90 

min nap of cueing, and following a full night of sleep with no stimulation. While memory 

performance did not differ between cued and uncued pairs immediately after the nap, the 

memory-enhancing effect of TMR was evident the next morning. Cairney et al. (2018) argues 

that, during the TMR-induced windows of spindle-mediated memory processing, the 

ƐǇŶĂƉƐĞƐ�ƌĞůĞǀĂŶƚ�ĨŽƌ�ƚŚĞ�ƚĂƐŬ�ŵĂǇ�ďĞ�͚ƚĂŐŐĞĚ͛�ĨŽƌ�ƉůĂƐƚŝĐ�ĐŚĂŶŐĞƐ�ĚƵƌŝŶŐ�ƐƵďƐĞƋƵĞŶƚ�ƐůĞĞƉ͕�

ŚĞŶĐĞ�ƵŶĐŽǀĞƌŝŶŐ�dDZ�ďĞŶĞĨŝƚƐ�ƚŚĞ�ŶĞǆƚ�ĚĂǇ͘�^ƵĐŚ�Ă� ͚ƚĂŐ͛�ĐŽƵůĚ�ƉŽƚĞŶƚŝĂůůǇ�ĂůƐŽ�ĂůůŽǁ�ƚŚĞ�

cued memories to persist for longer than the uncued ones. While long-term effects of TMR 

were first reported for implicit biases (Hu et al., 2015), neither object-location (Shanahan et 

al., 2018) nor emotional (Groch et al., 2017a) memory seems to benefit a week after the 

manipulation. Procedural memory, on the other hand, has to our knowledge, never been 

investigated in this context.  

 

Here, we set out to determine whether the memory-enhancing effects of TMR on motor 

memory consolidation (Antony et al., 2012; Schönauer et al., 2014; Cousins et al, 2014a; 

Cousins et al., 2016) persist over time, by using a bimanual serial reaction time task (SRTT) 

and investigating the difference between the cued and uncued sequence of button presses 

at different points in time. Participants learned two sequences of 12-item button presses, 

each associated with a different set of auditory tones. Tones associated with one of the 

sequences were replayed to the participants during subsequent sleep and the performance 

was re-tested 24 h, 10 days and ~6 weeks post-learning.  

 

We delivered TMR in both stages 3 (N3) and 2 (N2) of NREM sleep due to procedural memory 

improvements reported following TMR delivery during N3 (Antony et al., 2012; Cousins et 

al., 2014a; Cousins et al., 2016) and N2 (Laventure et al., 2016, 2018). N3, also known as slow-

wave sleep (SWS), has a well-established role in memory processing (Walker, 2009). It is the 

most common choice for declarative-memories TMR (Rasch et al., 2007; Rudoy et al., 2009; 

Diekelmann et al., 2012; Fuentemilla et al., 2013) as well as TMR in general (Hu et al., 2020). 
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On the other hand, N2 has been consistently implied in motor sequence memory 

consolidation (Laventure et al., 2016; Nishida & Walker, 2007; Walker et al., 2002). Likewise, 

sleep spindles were shown to play an important role in procedural learning (Laventure et al., 

2018; Barakat et al., 2011; Antony et al., 2012; Cousins et al., 2016; Nishida & Walker, 2007; 

Morin et al., 2008). Moreover, the interplay between the electrophysiological hallmarks of 

these two stages, i.e., the precise coupling between the amplitude of sleep spindles that 

characterise N2 and the phase of slow oscillations (SOs) that characterise N3, was shown to 

predict performance improvements for several memory tasks (Niknazar et al., 2015; Mikutta 

et al., 2019; Muehlroth et al., 2019; Hahn et al., 2020; Denis et al., 2020; Schreiner et al., 

2021). Hence, here we aimed to describe the electrophysiology for the two sleep stages with 

a particular focus on sleep spindles and their coupling with SOs, as well as to explore their 

relationship with TMR benefits for both hands and each hand separately, and at different 

points in time. 

2 MATERIALS AND METHODS 

2.1 PARTICIPANTS 

Twenty-six healthy volunteers signed a written informed consent form to take part in the 

study, which was approved by the Ethics Committee of the School of Psychology at Cardiff 

University. All participants reported being right-handed, sleeping 6-9 h per night, having 

normal or corrected to normal vision and no hearing impairment. Subjects who had travelled 

across more than two time-zones or engaged in any regular night work one month prior to 

the experiment were not recruited for the study. Likewise, regular nappers and smokers did 

not take part. Further criteria for exclusion included recent stressful life event(s), prior history 

of drug/alcohol abuse, neurological, psychological, or sleep disorders. None of the 

participants reported taking any medication or substance directly or indirectly affecting sleep 

quality. Additionally, they were asked to abstain from napping, extreme physical exercise, 

caffeine, alcohol, and other psychologically active food from 24 h prior to each experimental 

session. We also excluded participants with more than three years of musical training in the 

past five years due to a probable link between musical abilities and procedural learning 

(Romano Bergstrom et al., 2012; Anaya et al., 2017). The experimental procedure was 

explained, and participants received instructions about the tasks, but no information was 

provided about the objectives of the study nor the variables of interest. All participants 

received monetary compensation for their time.  
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According to our inclusion criteria, participants must: (1) have no prior knowledge of the SRTT 

upon the start of the study; (2) undergo an uninterrupted TMR procedure; (3) show the SRTT 

error rate within 2 standard deviations (SD) from the group mean during all sessions; (4) not 

classify as outliers using the outlier detection method from Cousins et al. (2014a), applied to 

the both-hands dataset. Seven participants were excluded from analysis due to these criteria 

as follows: (1) sudden realisation that they had participated in a previous experiment that 

involved SRTT (n = 1); (2) an interrupted TMR procedure caused by a high number of arousals 

throughout the night (n = 1), or reference electrode failure before or during the stimulation 

(n = 2); (3) a consistently high SRTT error rate throughout the study (>2 SD away from the 

group mean) (n = 1); and (4) being classified as an outlier according to the SRTT outliers 

detection method from Cousins et al. (2014a) which identified one participant (n = 1) whose 

reaction time performance before sleep was >2 SD from group mean and one participant (n 

= 1) for whom the disparity between the reaction time for the two sequences before sleep 

was >2 SD away from the group mean. One additional participant had to be removed from 

the dataset due to voluntary withdrawal (n = 1). 

 

Hence, the final dataset included 18 participants (10 females, age range: 18 - 22 years, 

mean ±SD: 19.7 ±1.2; 8 males, age range: 18 - 24 years, mean ±SD: 21.1 ±1.7). One of the 

participants (n = 1) included in the dataset could not attend the last session and therefore 

the sample size for the analyses concerning the data collected during that session was 17. 

The final dataset also included two participants for whom part of the EEG data were missing 

due to EEG battery failure (n = 2). However, the issue occurred after the TMR procedure had 

been completed. Thus, the two participants were included in all the analyses except for the 

sleep staging analysis, as it would be impossible to state the time these participants spent in 

each sleep stage with a few hours of the recording missing. 

2.2 STUDY DESIGN 

The study consisted of four sessions (Fig.1A), all scheduled for the same time in the evening 

(~8 pm). Session 1 (S1) lasted 3 h and was followed by a stimulation night in the sleep lab, 

during which participants slept with the electroencephalography (EEG) cap on. Upon arrival, 

participants first completed a series of questionnaires: short version of the Edinburgh 

Handedness Inventory (EHI) (Veale, 2014) to assess their handedness, Stanford Sleepiness 

Scale Questionnaire (SQ) (Hoddes et al., 1973) to determine their current level of alertness 
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and Pittsburgh Sleep Quality Index (PSQI) (Buysse et al., 1989) to evaluate their sleep quality 

and quantity in the past month. Then, participants were asked to prepare themselves for bed 

before the wire up took place. With the EEG cap on, participants performed the SRTT and the 

imagery task. Noise-cancelling headphones (Sony MDR-ZX110NA, Sony Europe B.V., Surrey, 

UK) were used to deliver the tones during both tasks. Participants were ready for bed at 

~11.30 pm. During sleep (N2 and N3), the same tones were replayed to the participants 

through speakers (Harman/Kardon HK206, Harman/Kardon, Woodbury, NY, USA) to trigger 

reactivation of the associated SRTT memories. Participants were woken up at a time 

convenient for them (on average after 8.46 r0.45 h in bed) and had the EEG cap removed. 

Before leaving the lab, they were asked whether they had heard any sounds during the night. 

 

The remaining three follow up sessions lasted 40-60 min each and included behavioural 

testing only. Participants were asked to come back to the lab 23-25 h (session 2, S2), 6-11 

days (session 3, S3) and 6-8 weeks (session 4, S4) after S1. During S2, S3 and S4 participants 

completed the SQ and the SRTT again. S4 also included an explicit memory task. Since the 

post-learning sleep was shown to enhance consolidation of memories expected to be 

retrieved (Wilhelm et al., 2011), participants were told to expect SRTT re-test upon 

completion of each experimental session. 

 

All tasks/questionnaires were presented on a computer screen with resolution 1920 x 1080 

pixels, except for the explicit memory task, completed with pen and paper. Computer-based 

tasks were executed using MATLAB (The MathWorks Inc., Natick, MA, USA) and Cogent 2000 

(developed by the Cogent 2000 team at the Functional Imaging Laboratory and the Institute 

for Cognitive Neuroscience, University College, London, UK; 

http://www.vislab.ucl.ac.uk/cogent.php). Questionnaires were executed using MATLAB and 

Psychophysics Toolbox Version 3 (Brainard, 1997).  

2.3 EXPERIMENTAL TASKS  

2.3.1 MOTOR SEQUENCE LEARNING ʹ THE SERIAL REACTION TIME TASK (SRTT) 

The SRTT (Fig.1B) was used to induce and measure motor sequence learning. It was adapted 

from Cousins et al. (2014a) and consisted of two 12-item sequences of auditorily and visually 

cued key presses, learned by the participants in blocks. The sequences ʹ A (1-2-1-4-2-3-4-1-

3-2-4-3) and B (2-4-3-2-3-1-4-2-3-1-4-1) ʹ were matched for learning difficulty, did not share 
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strings of more than four items and contained items that were equally represented (three 

repetitions of each). Each sequence was paired with a set of 200 ms-long tones, either high 

(5th octave, A/B/C#/D) or low (4th octave, C/D/E/F) pitched, that were counterbalanced across 

sequences and participants. For each item/trial, the tone was played with simultaneous 

presentation of a visual cue in one of the four corners of the screen. Visual cues consisted of 

neutral faces and objects, appearing in the same location regardless of the sequences (1 ʹ 

top left corner = male face, 2 ʹ bottom left corner = lamp, 3 ʹ top right corner = female face, 

4 ʹ bottom right corner = water tap). Participants were told that the nature of the stimuli 

(faces/objects) was not relevant for the study. Their task was to press the key on the 

keyboard that corresponded to the position of the picture as quickly and accurately as 

possible: 1 = left shift; 2 = left Ctrl; 3 = up arrow; 4 = down arrow. Participants were instructed 

to use both hands and always keep the same fingers on the appropriate response keys (1 = 

left middle finger, 2 = left index finger, 3 = right middle finger, 4 = right index finger). The 

visual cue disappeared from the screen only after the correct key was pressed, followed by a 

300 ms interval before the next trial. 

 

There were 24 blocks of each sequence (a total of 48 sequence blocks per session), where 

ďůŽĐŬ� ƚǇƉĞ�ǁĂƐ� ŝŶĚŝĐĂƚĞĚ�ǁŝƚŚ� ͚�͛�Žƌ� ͚�͛�ĚŝƐƉůĂǇĞĚ� ŝŶ� ƚŚĞ� ĐĞŶƚƌĞ�ŽĨ� ƚŚĞ� ƐĐƌĞĞŶ͘��ĂĐŚ�ďůŽĐŬ�

contained three sequence repetitions (36 items) and was followed by a 15 s pause, with 

reaction time and error rate feedback. Blocks were interleaved pseudo-randomly with no 

more than two blocks of the same sequence in a row. Participants were aware that there 

were two sequences but were not asked to learn them explicitly. Block order and sequence 

replayed were counterbalanced across participants.  

 

Following the 48 blocks of sequence A and B, participants performed 4 random blocks, 

ŝŶĚŝĐĂƚĞĚ�ǁŝƚŚ�͚Z͛�ĂƉƉĞĂƌŝŶŐ�ĐĞŶƚƌĂůůǇ�ŽŶ�ƚŚĞ�ƐĐƌĞĞŶ͘�dŚŽƐĞ�ĨŝŶĂů�ďůŽĐŬƐ�ĐŽŶƚĂŝŶĞĚ�ƉƐĞƵĚŽ-

randomised sequences, the same visual stimuli, and tones matching sequence A for half of 

them (Rand_A) and sequence B for the other half (Rand_B). Blocks Rand_A and Rand_B were 

interleaved, and the random sequences contained within them followed three constraints: 

(1) each cue was represented equally within a string of 12 items, (2) two consecutive trials 

could not contain the same cue, (3) random sequence did not share a string of more than 

four items with either sequence A or B.  
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2.3.2 IMAGERY TASK 

Following the SRTT training, participants were instructed to do the same task again but 

without pressing any keys. Instead, they were told to imagine doing so, with their fingers 

resting immobile on the appropriate keys. The stimuli remained the same, except that the 

visual cues were presented for 880 ms and the inter-trial delay lasted 270 ms. The imagery 

task comprised 15 blocks of each sequence, with 5 s breaks in between but no performance 

feedback. The order of the sequence blocks was the same as during the SRTT but without the 

random blocks at the end. The EEG data collected during the imagery task was used to train 

a classifier which, when applied to the subsequent sleep data, aimed to detect memory 

reactivation. This, however, is beyond the scope of this thesis and will be discussed 

elsewhere. 

2.3.3 EXPLICIT MEMORY TASK  

To measure ƉĂƌƚŝĐŝƉĂŶƚƐ͛ explicit memory of the SRTT, a free recall test was administered 

during the last experimental session. Participants were instructed to mark the sequence 

order on printed screenshots of the SRTT, arranged vertically in two columns and with the 

visual cues removed.  

2.4 EEG DATA ACQUISITION  

EEG was recorded using 64 actiCap slim active electrodes (Brain Products GmbH, Gilching, 

Germany), with 62 electrodes embedded within an elastic cap (Easycap GmbH, Herrsching, 

Germany). This included the reference positioned at CPz and ground at AFz. The remaining 

electrodes were the left and right electrooculography (EOG) electrodes (placed below and 

above each eye, respectively), and left and right electromyography (EMG) electrodes (placed 

on the chin). Fig.S1 shows the EEG electrodes layout. Elefix EEG-electrode paste (Nihon 

Kohden, Tokyo, Japan) was used for stable electrode attachment and Super-Visc high 

viscosity electrolyte gel (Easycap GmbH) was inserted into each electrode to reduce 

impedance below 25 kOhm. To amplify the signal, we used either two BrainAmp MR plus EEG 

amplifiers or LiveAmp wireless amplifiers (all from Brain Products GmbH). Signals were 

recorded using BrainVision Recorder software (Brain Products GmbH). 
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2.5 TMR DURING NREM SLEEP 

Tones associated with one of the learned sequences (A or B, counterbalanced across 

participants) were replayed to the participants during N2 and N3 (Fig.1C), as assessed with 

standard AASM criteria (Berry et al., 2015). The TMR protocol was executed using MATLAB 

and Cogent 2000. Volume was adjusted for each participant to make sure that the sounds 

did not wake them up. One repetition of a sequence (i.e., 12 sounds) was followed by a 20 s 

break during which no sounds were played. The inter-trial interval within repetitions (i.e., 

between the sounds in a sequence) was jittered between 2500 and 3500 ms. Upon arousal 

or leaving the relevant sleep stage, replay was paused immediately and resumed only when 

stable N2/N3 was apparent. TMR was performed for as long as the minimum threshold of 

~1000 trials in N3 was reached. On average, 1612.59 (± SD 162.20) sounds were delivered. 

The exact number of sounds played during each sleep stage was determined offline, with the 

results summarised in Table S1. Once the sleep scoring procedure was complete (see section 

2.6.2.1 Sleep Scoring), the EEG data were cut into trials (defined as the time interval between 

cue onset and the end of the inter-trial interval) and if more than 50% of a trial fell within a 

given epoch, arousal, or movement, that trial was deemed as being played during the 

respective period. 
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Fig. 1. Experimental methods. (A) Study design. The study consisted of four sessions, each requiring participants 

to complete one or more questionnaires and the SRTT. Session 1 also involved EEG recording during the main task, 

the imagery task (IMGT) and the overnight stay in the lab. During sleep, the TMR protocol was delivered. After 

waking up the next morning we asked participants whether they had heard any sounds during the night. In 

addition to the SQ and the SRTT, Session 4 also required participants to perform the explicit memory task. (B) A 

schematic representation of the two sequences of the SRTT. Auditory and visual cues appeared simultaneously. 

The tones had a fixed duration of 200 ms and were either high or low pitched depending on the counterbalancing 

condition. The visual cue remained on the screen until the correct key was pressed. The next trial appeared after 

a 300 ms inter-trial interval. (C) TMR protocol. Tones associated with one of the SRTT sequences were re-played 

to the participants in N3 and N2 (blue bubbles on the hypnogram). A single sequence (blue rectangles) was played, 

followed by a 20 s break (grey rectangles). Each sequence comprised 12 tones (here shown as coloured notes) with 

the inter-trial interval jittered between 2500 and 3500 ms (grey vertical bars). SRTT: Serial Reaction Time Task; 
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IMGT: Imagery Task; EHI: Edinburgh Handedness Inventory; PSQI: Pittsburgh Sleep Quality Index; SQ: Stanford 

Sleepiness Scale Questionnaire. 

2.6 DATA ANALYSIS 

2.6.1 BEHAVIOURAL DATA 

2.6.1.1 SRTT: REACTION TIME 

Performance on the SRTT was measured using mean reaction time per block of each 

sequence (cued and uncued). Trials with reaction time >1000 ms were excluded from the 

analysis; trials with incorrect button presses prior to the correct ones remained. Both hands 

(BH) dataset included all SRTT trials, left hand (LH) dataset included trials performed using 

left, non-dominant hand only, right hand (RH) dataset included trials performed using right, 

dominant hand only. Mean performance on 4 chosen blocks (see Fig.2A, brown and grey 

vertical rectangles) was then subtracted from the mean performance on 2 random blocks to 

separate learning of the sequence from sensorimotor mapping, thus providing a measure of 

͚ƐĞƋƵĞŶĐĞ-specific ƐŬŝůů͛ (SSS). SSS was calculated for each sequence and session separately, 

using either the first 4 blocks (early SSS) or the last 4 blocks (late SSS) since both early SSS 

(Koopman et al., 2020b; Cousins et al., 2016) and late SSS (Cousins et al., 2014a) have been 

shown to benefit from TMR. This is illustrated below, with higher outcome values indicating 

better performance: 

1. Early sequence-specific skill (early SSS) = mean (random blocks) ʹ mean (first 4 blocks)  

2. Late sequence-specific skill (late SSS) = mean (random blocks) ʹ mean (last 4 blocks) 

It is important to note, however, that the impact of TMR on the remaining blocks has not 

been tested and thus remains unknown.  

Finally, we calculated the difference between the SSS of the cued and uncued sequence, thus 

obtaining a measure of ͚ĐƵĞŝŶŐ ďĞŶĞĨŝƚ͕͛ i.e., the effect of TMR on the SRTT performance, for 

each participant and at each timepoint. 

2.6.1.2 QUESTIONNAIRES 

To identify outliers in the ordinal, PSQI and SQ datasets, a robust Modified Z-Score outlier 

detection method was used (Iglewicz & Hoaglin, 1993), calculated using the following 

formula: Mi = (ͲǤͶͷ�ሺ�୧ െ �ሻሻ/MAD, where MAD = medianሼȁ�୧ െ �ȁሽ and denotes Median 
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Absolute Deviation. Any score above 3.5 would be considered an outlier and removed from 

the ĚĂƚĂƐĞƚ͘�,ŽǁĞǀĞƌ͕�ƚŚĂƚ�ǁĂƐ�ŶŽƚ�ƚŚĞ�ĐĂƐĞ�ĨŽƌ�ĂŶǇ�ŽĨ�ƚŚĞ�ƋƵĞƐƚŝŽŶŶĂŝƌĞƐ͛�ŵĞĂƐƵƌĞƐ͘�W^Y/�

global scores were calculated according to the original scoring system described in Buysse et 

al. (1989). Handedness, i.e., laterality quotient based on the short version of the EHI, was 

scored as in Veale (2014).  

2.6.1.3 EXPLICIT MEMORY 

To assess the explicit memory of each sequence, individual items were scored as correct only 

if they were both (1) in the correct sequence position and (2) followed or preceded by at 

least one other correct item, hence minimising the effect of guessing as in Cousins et al. 

(2014a). Chance level was determined by taking an average score of 10 randomly generated 

sequences per participant. The mean of those scores across all participants was considered 

the average number of items guessed by chance, which was then compared with the number 

of correct items for each sequence to determine if the explicit memory was formed. 

2.6.2 EEG DATA ANALYSIS 

All EEG data were analysed in MATLAB using FieldTrip Toolbox (Oostenveld et al., 2011). 

2.6.2.1 SLEEP SCORING 

EEG signal from eight scalp electrodes (F3, F4, C3, C4, P3, P4, O1, O2), two EOG and two EMG 

channels recorded throughout the night was pre-processed, re-referenced to the mastoids 

(TP9, TP10), and scored according to the standard AASM criteria (Berry et al., 2015). Scoring 

was performed by two trained and independent sleep scorers blind to the cue presentation 

periods using a custom-made interface (https://github.com/mnavarretem/psgScore).  

2.6.2.2 SPINDLES AND SLOW WAVES DETECTION 

The relationship between spindles and behavioural outcomes was determined by focusing 

the analysis on 8 electrodes located over motor regions: 4 left (FC3, C5, C3, C1, CP3) and 4 

right (FC4, C6, C4, C2, CP4). However, for visualisation purpose, the rest of the electrodes in 

the International 10-20 EEG system were also pre-processed and analysed as outlined below, 

and included in the final figure (Fig.5A). Briefly, the raw data were first down-sampled to 250 

Hz (for them to be comparable between the two EEG data acquisition systems) and filtered 
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using a Chebyshev Type II infinite impulse response (IIR) filter (passband: f = [0.3 ʹ 35] Hz; 

stopband: f < 0.1 Hz & f > 45 Hz). Then, for each participant, the channels were visually 

inspected and, if deemed noisy for the majority of the night, interpolated based on their 

triangulation-based neighbours. The final pre-processing step involved re-referencing the 

data to the mastoids (TP9, TP10). Algorithms for spindles and SOs counting (Navarrete et al., 

2020) were subsequently employed to detect slow oscillations (0.3 ʹ 2 Hz) and sleep spindles 

(11 ʹ 16 Hz) at each electrode and in each sleep stage separately (N2, N3) or combined (N2 

and N3). Briefly, for spindles detection, the data were filtered in a sigma band using an IIR 

filter again (passband: f = [11 ʹ 16] Hz; stopband: f < 9 Hz & f > 18 Hz). Then, we used a 300 

ms time window to compute the root mean squared (RMS) of the signal. Any event that had 

surpassed the 86.64 percentile (1.5 SD, Gaussian distribution) of the RMS signal was regarded 

as a candidate spindle. To fit the final spindle detection criteria (based on Iber et al., 2007), 

an event was deemed a sleep spindle if it occurred in the target sleep stage, lasted between 

0.5 and 2.0 s and had at least 5 oscillations during that period (Navarrete et al., 2020). For 

SOs detection, the EEG data were filtered in the 0.3 ʹ 2 Hz band using the IIR filter (passband: 

f = [0.3 ʹ 2] Hz; stopband: f < 0.1 Hz & f > 4 Hz). Waves with negative deflection between -35 

and -300 mV and with zero crossing between 0.13 and 1.66 s were considered SOs. The 

identified spindles and SOs were then separated into those that fell within the cue and no-

cue periods. The cue period was defined as the time interval between 0 and 3.5 s after a tone 

onset (the longest inter-trial interval allowed), thus essentially encompassing the period from 

the onset of the first tone in a sequence until 3.5 s after the onset of the last one. The no-cue 

period was defined as the time interval between the sequences - from 3.5 to 20.0 s after the 

onset of the last tone in the sequence.  

 

Spindle density was calculated by dividing the total number of spindles at each electrode by 

the length (in minutes) of the target period (cue period during target sleep stage, no-cue 

period during target sleep stage). Spindle density, together with the number of spindle and 

SO events during the cue and no-cue period of each of the target sleep stages, are presented 

in Table S2. Spindle laterality was obtained by subtracting spindle density over the right 

motor channels from the spindle density over the left motor channels.  

2.6.2.3 PHASE AMPLITUDE COUPLING 

Trial-based phase-amplitude coupling was calculated for each channel using mean resultant 

length (MRL), as described in Canolty et. al. (2006). Similarly to the spindle analysis, the 
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statistical analyses concerning the phase-amplitude coupling measures were performed on 

the 8 motor electrodes (FC3, C5, C3, C1, CP3, FC4, C6, C4, C2, CP4), with the rest of the 

electrodes in the International 10-20 EEG system analysed only for visualisation purpose 

(Fig.6A). In short, the phase and amplitude evolving times-series was filtered using a zero-

shift IIR filter in delta (passband: f = [0.3 ʹ 2] Hz; stopband: f < 0.1 Hz & f > 4 Hz) and sigma 

(passband: f = [11 ʹ 16] Hz; stopband: f < 9 Hz & f > 18 Hz) bands, respectively. Hilbert 

transform was then applied to obtain the instantaneous frequency of the delta- and sigma- 

filtered signal. Phase-amplitude coupling was computed for concurrent SO and spindles 

detected using the methods described above (2.6.2.2 Spindles and slow waves detection). 

The number of SO-spindle events detected during the cue and no-cue period of each of the 

target sleep stages is presented in Table S2. MRL was then estimated to assess how well 

spindles align to the same phase of the SO. MRL equal to 0 reflects no coupling (i.e., random 

distribution of spindles in a slow wave cycle), whereas MRL equal to 1 reflects maximal 

coupling (i.e., all spindles occurring at precisely the same time of every slow wave cycle). For 

clarity, the measure is later referred to as the coupling strength. The coupling strength was 

compared to a set of surrogate data (200 permutations), created by shifting the amplitude 

evolving time-series by a randomised time lag from the phase evolving time-series. This 

allowed us to assess the significance of coupling and define a normalised, or z-scored, 

coupling strength (CS) as below:  

CSn = (CSraw ʹ�Ɋ)/�ɐ, where ʅ and ʍ denote the mean and standard deviation of ƐƵƌƌŽŐĂƚĞ͛Ɛ 

coupling strength, respectively. The normalised coupling strength is used throughout this 

report. To obtain the coupling phase, i.e., the phase of the SO which the spindles best align 

to, the phase of the SO cycle was cut into 100 equally spaced bins between -ʋ to ʋ radians. 

The average amplitude of each phase bin was then calculated for the amplitude evolving 

time-series, and the circular mean was computed from the circular distribution to obtain the 

final value for the coupling phase. The coupling phase plots (Fig.S3) were created using the 

CircStat toolbox in MATLAB (Berens, 2009). 

Finally, both the mean of the coupling strength and the circular mean of the coupling phase 

(in degrees) were calculated for all motor channel, left motor channels and right motor 

channels to obtain the coupling strength and phase over both hemispheres, left and right 

hemisphere, used in the further analyses.  
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2.6.3 STATISTICAL ANALYSIS 

Statistical analysis was performed in MATLAB, the R environment (R Core Team, 2012) or 

SPSS Statistics 25 (IBM Corp., Armonk, NY, USA). Each dataset (LH, RH, BH), stimulation period 

(cue vs no-cue) and sleep stage (N2, N3, N2 and N3 combined) was analysed separately. 

Normality assumption was checked using Shapiro-Wilk test and all tests conducted were two-

tailed, with the significance threshold set at 0.05. Results are presented as mean ±standard 

error of the mean (SEM), unless otherwise stated. 

To compare two related samples, we used paired-samples t-tests (Gaussian distribution), 

Wilcoxon signed-rank test (non-Gaussian distribution) or Watson-Williams test (circular 

data). Correlations between EEG data and behavioural measures were tested with either 

WĞĂƌƐŽŶ͛Ɛ�ĐŽƌƌĞůĂƚŝŽŶ�;'ĂƵƐƐŝĂŶ�ĚŝƐƚƌŝďƵƚŝŽŶͿ�Žƌ�^ƉĞĂƌŵĂŶ͛Ɛ�ZŚŽ�;ŶŽŶ-Gaussian distribution) 

using the cor.test function in the R environment, or using the circ_corrcl function in the 

circStat toolbox (Berens, 2009) if correlations between circular and linear variables were 

evaluated. If a given data point within a linear variable was more than 1.5 interquartile ranges 

(IQRs) below the first quartile or above the third quartile, and if it was deemed an outlier 

through visual inspection, that datapoint was removed from the dataset before the 

correlational analysis. Multiple correlations were corrected using false discovery rate (FDR) 

correction (q < 0.05) (Benjamini & Hochberg, 1995), thus controlling for the expected 

proportion of falsely rejected hypotheses. The corrections were based on a total of 3 

correlations, given the 3 sessions of interest (S2, S3, S4). 

To test the relationship between SSS, TMR and Session we used linear mixed effects analysis 

to account for the non-independence of multiple responses collected from the participants 

over time, as well as to avoid listwise deletion due to missing data in S4. The analysis was 

performed on S2-S4 using lme4 package in R (Bates et al., 2015). For both late and early SSS, 

TMR and Session were entered into the model as fixed effects (without interaction) and 

random intercept was specified for each subject. The final models for BH, LH and RH dataset 

were as follows: 

> model = lmer(SSS ~ Session + TMR + (1|Participant), data=dataset) 

To assess the effect of hand, LH and RH datasets were combined and the model fitted to the 

data also included hand as one of the fixed effects: 

> model = lmer(SSS ~ Session + TMR + Hand + (1|Participant), data=dataset) 
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Finally, to explore how the TMR effect evolves over time (i.e., between S2 and S4) we fitted 

the following model to each dataset, with cueing benefit as the dependent variable. This 

analysis was performed on the ͚ůĂƚĞ͛ cueing benefit only (i.e., calculated using the late SSS 

data), as no TMR effect was found for the early SSS.  

> model = lmer(CueingBenefit ~ Session + (1|Participant), data=dataset) 

The model fitted to the LH and RH datasets combined, again, also included hand as one of 

the fixed effects: 

> model = lmer(CueingBenefit ~ Session + Hand + (1|Participant), data=dataset) 

Likelihood ratio tests of the full model against the model without the effect being tested 

were used to obtain the p-values. When a significant difference was found, post-hoc pairwise 

comparisons of least-squares means with Holm adjustment were conducted using the 

emmeans package in R (Lenth et al. 2019). The emmeans package was also used to calculate 

the effect sizes. 

2.7 RESULTS PRESENTATION 

Plots displaying behavioural results, pairwise comparisons and relationships between two 

variables were generated using ggplot2 (version 3.3.0) (Wickham, 2009) in R. Fig.5A and 

Fig.6A were generated using ft_topoplotER function in FieldTrip Toolbox (Oostenveld et al., 

2011). Fig.1 and Fig.S1 were created in Microsoft PowerPoint v16.53. Fig.S4 was generated 

using CircHist MATLAB package (Zittrell, 2019). 

2.8 DATA AND CODE AVAILABILITY 

All the data used in the study as well as the software and scripts used to present the 

experimental tasks to the participants and to perform the analysis have been made publicly 

available via the Open Science Framework and can be accessed at: 

https://osf.io/ksxpw/?view_only=25ca3eca34004df496302c9dc1cc7580. 
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3 RESULTS 

3.1  QUESTIONNAIRES 

The EHI confirmed that all participants were right-handed, as the laterality quotient score 

(ranging between -100 and +100, where the negative values indicate left-handers and 

positive right-handers) was +100% for all but one subject who scored +75%. PSQI global 

scores (on a 21-points scale) ranged between 2 and 6 points across participants, with a mean 

of 4.33 (±0.32Ϳ͕� ŝŶĚŝĐĂƚŝŶŐ͕�ŽŶ�ĂǀĞƌĂŐĞ͕�Ă� ͚ŐŽŽĚ�ƋƵĂůŝƚǇ͛�ŽĨ�ƐůĞĞƉ� ;Buysse et al., 1989). The 

median answer on the SQ (with 1 and 9 indicating the highest and lowest level of alertness, 

respectively) was 2 for all sessions (±IQR for S1: 1, S2: 2, S3: 1, S4: 1), indicating similar levels 

of alertness throughout the study.  

 

Participants did report hearing experimental sounds during the night. On a 3-points scale, 

the median answer was 3 (IQR: 2), with 28% of the participants not hearing any sounds 

(answer 1), 11% of the participants being unsure (answer 2), and 61% of the participants 

hearing them clearly (answer 3). However, when asked about the number of sounds they had 

heard, the median answer was 3 (IQR: 3.5) sounds and only 17% of the subjects reported 

hearing more than 6 sounds. 

3.2 SRTT 

3.2.1 REACTION TIME AND SEQUENCE SPECIFIC SKILL 

Before sleep, no difference was found between the average reaction time of the cued and 

uncued sequence for either BH (t17 = -0.35, p = 0.729), LH (t17 = -1.02, p = 0.321) or RH (t17 = 

0.38, p = 0.710) dataset (paired-samples t-tests for all comparisons). Similar results were 

obtained where comparing random sequences before sleep for all datasets (BH: Z = -0.63, p 

= 0.528; LH: Z = -0.72, p = 0.472; RH: Z = -0.68, p = 0.500; Wilcoxon signed-rank test). Thus, 

any post-sleep difference between the sequences can be regarded as the effect of TMR. 

Furthermore, average reaction times before sleep were significantly shorter for the last 4 

sequence blocks than the random blocks, confirming that the participants learned both 

sequences during S1 (BH cued: Z = -3.72; BH uncued: Z = -3.72; LH cued: Z = -3.59; LH uncued: 

Z = -3.72; RH cued and uncued: Z = -3.68; p < 0.001 for all comparisons, Wilcoxon signed-rank 

test). Summary statistic for each sequence and dataset during S1 are presented in Table 1. 
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Mean reaction time (r SEM) for the BH trials of each block during the full course of the study 

is shown in Fig.2A. 

 

Table 1. SRTT summary statistics. 

Mean reaction time (r SEM) (in ms) for the BH, LH and RH trials of the cued and uncued sequence blocks (24 per 

sequence) as well as random blocks (2 with tones matching the cued and 2 with tones matching the uncued 

sequence) during Session 1. Average reaction time (r SEM) for the last 4 blocks of each sequence is shown as well. 

BH: both hands; LH: left hand; RH: right hand. n = 18. 
 

Dataset 
Cued 

sequence 

Uncued 

sequence 

Cued  

random 

Uncued 

random 

Cued 

sequence 

(last 4 blocks) 

Uncued 

sequence 

(last 4 blocks) 

BH 346.64 ±6.80 347.93 ±6.86 375.27 ±7.19 378.55 ±4.97 320.13 ±7.13 312.32 ±11.41 

LH 358.02 ±8.22 362.97 ±7.34 384.50 ±9.00 387.33 ±6.82 328.85 ±7.84 328.78 ±11.23 

RH 335.28 ±6.08 332.90 ±7.40 366.04 ±6.79 369.83 ±5.00 311.35 ±7.74 295.86 ±12.33 

 

 
Fig. 2. (A) Mean reaction time [ms] for the BH trials of the cued (blue) and uncued (red) sequence blocks as well 

as random blocks (green and orange) during all experimental sessions (S1-S4). Error bars represent SEM. Vertical 

rectangles highlight the first (brown) and last (grey) four blocks of each sequence used to calculate the early and 

late SSS, respectively. (B-D) TMR affects late SRTT performance on Session 3 (S3), regardless of the hand analysed. 

Mean late SSS for BH (B), LH (C) and RH (D) dataset plotted against time (S1-S4). Red dots represent mean rSEM 

for the uncued sequence. Blue dots represent mean rSEM for the cued sequence. Grey lines represent performance 

of each subject. Although not marked with p-values, the participants showed significant improvements with time 
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on both the cued and the uncued sequence. ns: non-significant; *p < 0.05, uncorrected; when adjusted for multiple 

ĐŽŵƉĂƌŝƐŽŶƐ�ƵƐŝŶŐ�,Žůŵ͛Ɛ�ĐŽƌƌĞĐƚŝŽŶ�ƚŚĞ�ĞĨĨĞĐƚ�ŽĨ�dDZ�ŽŶ�^ϯ�ƌĞŵĂŝŶĞĚ�ƐŝŐŶŝĨŝĐĂŶƚ�ŽŶůǇ�ĨŽƌ�;�Ϳ�;ďůĂĐŬ�ΎͿ�ďƵƚ�not for 

(C) or (D) (grey *). n = 18 for S1-S3, n = 17 for S4. S1-4: Session 1-4; SSS: Sequence Specific Skill. BH: both hands; 

LH: left hand; RH: right hand. 

 

Post-sleep SRTT re-test sessions took place 23.89 h (SD: 0.47) (S2), 9.89 days (SD: 1.02) (S3), 

and 43.94 days (SD: 4.43) (S4) after S1. To examine the effect of TMR on SSS (either early or 

late) over time (S2-S4) we performed a linear mixed effects analysis on each dataset (BH, LH, 

RH) separately. Results of all the likelihood ratio tests of the full model (with TMR and session 

as fixed effects and participant as a random effect) against the model without the fixed effect 

of interest are presented in Table S3A-C. No effect of TMR was revealed for the early SSS 

(Table S3Ai-Ci) and therefore we will focus only on the late SSS (Table S3Aii-Cii) for the rest 

of this report. Likewise, even though we found a main effect of hand on the SRTT 

performance (p < 0.001; Table S3D, better performance for the dominant hand), the analysis 

revealed similar results for all datasets (BH: Table S3-5A, LH: Table S3-5B, RH: Table S3-5C), 

with no interaction between either hand and session or hand and TMR (p > 0.05; Table S3D). 

Thus, we will report findings for the BH dataset only.  

 

The analysis revealed that the inclusion of session as a fixed effect significantly improves 

model fit (X2(2) = 47.66, p < 0.001), pointing to the main effect of session on the late SSS 

(Table S3Aii). Post-hoc tests showed a difference (padj < 0.001) between both S2 and S3, and 

S3 and S4, suggesting that the participants were getting significantly faster with each session 

(Table S4Aii).  

 

When the full model was tested against the model without TMR, the likelihood ratio test 

revealed that the inclusion of TMR as a fixed effect significantly improves model fit for late 

SSS (X2(1) = 6.87, p = 0.009) across all sessions (S2-S4) (Table S3Aii). The interaction between 

TMR and session was, however, not significant (X2(2) = 2.39, p = 0.303) (Table S3Aii). The 

linear mixed effects analysis therefore suggested a main effect of TMR on late SSS. Given our 

previous findings on this task (Cousins et al., 2014a; Cousins et al., 2016; Koopman et al., 

2020b), we expected higher performance for the cued than uncued sequence on S2 but 

sought to determine if that is also true for the remaining sessions. Hence, we carried out 

post-hoc pairwise comparisons to reveal the session(s) during which TMR significantly 

affected the SRTT performance. To our surprise, we found a significant effect of TMR on S3 

(padj = 0.045) but no difference between the cued and uncued sequence performance on S2 

(padj = 0.179) or S4 (padj = 0.743) (Table S5A, Fig.2B-D). The absence of a TMR effect at S2 
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could be explained by the fact that our second session occurred in the evening (24h post-

stimulation), while both Cousins et al. (2014a, 2016) and Koopman et al. (2020b) who report 

significant findings on the same task retested their participants in the morning (12h post-

stimulation). Nevertheless, the TMR effect seems to (re-)emerge following subsequent nights 

of sleep (i.e., at day 10 post-stimulation) but does not last until 6 weeks later.  

3.2.2 CUEING BENEFIT ACROSS TIME 

To explore how the TMR effect evolves over time, we compared the difference between the 

late SSS of the cued and uncued sequence (i.e., the cueing benefit) across sessions (S2-S4) 

using the linear mixed effects analysis. Inclusion of session as the fixed effect revealed a trend 

ĨŽƌ�ŝŵƉƌŽǀĞĚ�ŵŽĚĞů�Ĩŝƚ�ĨŽƌ�ƚŚĞ��,�ĚĂƚĂƐĞƚ�;ʖ2(2) = 5.89, p = 0.053; Table S6A), a significantly 

ďĞƚƚĞƌ� ŵŽĚĞů� Ĩŝƚ� ĨŽƌ� ƚŚĞ� Z,� ĚĂƚĂƐĞƚ� ;ʖ2(2) = 6.77, p = 0.034; Table S6C) but no model 

ŝŵƉƌŽǀĞŵĞŶƚ�ĨŽƌ�ƚŚĞ�>,�ĚĂƚĂƐĞƚ�;ʖ2(2) = 2.31, p = 0.314; Table S6B). We carried out post-hoc 

pairwise comparisons to reveal the sessions between which the cueing benefit differed. 

While the cueing benefit was similar between S2 and S3 (BH: padj = 0.347, RH: padj = 0.334), 

we found a difference between S3 and S4 for both datasets (BH: padj = 0.040, RH: padj = 0.026) 

(Table S7, Fig.3A, C). These results suggest a benefit of TMR 10 days post-manipulation which 

then decreases with time. Interestingly, there was neither a main effect of hand nor an 

interaction between hand and session (p > 0.05; Table S6D). 

 

 
Fig. 3. Cueing benefit over time. Mean late SSS on the uncued sequence subtracted from the cued sequence for 

both hands (A), left hand (B) and right hand (C), plotted against time (S2-S4). The effect of time was trending 

towards significance for (A) and reached significance for (C), with the post-hoc comparisons revealing a difference 

between S3 and S4 in both cases. Blue dots represent mean rSEM. Grey lines represent the TMR effect for each 

subject. n = 18 for S2-S3; n = 17 for S4. S2-4: Session 2-4; ns: non-significant, *p < 0.05. 



Chapter 2  Long term effects of TMR 

 78 

3.3 EXPLICIT MEMORY TASK 

Given that TMR was shown to promote the emergence of explicit knowledge the next 

morning (Cousins et al., 2014a), we also set out to test whether this is true after a longer 

period. However, we found no difference between the free recall of the cued and uncued 

sequence (Z = -1.29, p = 0.196, Wilcoxon signed-rank test), suggesting no TMR effect on the 

explicit knowledge of the sequence ~6 weeks post-encoding (Fig.S2). Nevertheless, 

performance on both sequences differed from chance (cued: Z = -3.39, p < 0.001; uncued: Z 

= -3.43, p < 0.001; Wilcoxon signed-rank test), indicating that the participants learned both 

sequences explicitly over the course of the experiment.  

3.4 CORRELATIONS WITH SLEEP STAGES 

All sleep parameters obtained through sleep scoring are summarised in Table 2. To test 

whether there was any relationship between sleep characteristics and the TMR effect we 

correlated the time spent in N2 and N3 (the two target stages for our stimulation) with the 

cueing benefit at S2, S3 and S4, and for each dataset (BH, LH, RH) separately. All correlational 

results are presented in Table S8. The percentage of time spent in N2 showed a positive 

correlation with the cueing benefit at S4 for BH (R = 0.65, padj = 0.045, Fig.4A) and LH (R = 

0.68, padj = 0.027, Fig.4B) and with the cueing benefit at S2 for RH (R = 0.66, padj = 0.018, 

Fig.4C). In other words, the time spent in N2 (but not N3) predicts TMR benefit for the 

dominant hand earlier (24h post-TMR) than for the non-dominant hand or both hands 

combined (6 weeks post-TMR). 

 

Table 2. Sleep parameters. 

Total recording duration, total sleep time, time spent in each sleep stage and time scored as movement presented 

as average (minutes ± SEM) and as percentage of the total recording duration. Total sleep time was calculated by 

subtracting the time spent in wake from the total recording duration. N1-N3: stage 1 - stage 3 of NREM sleep. n = 16.  

 
Percentage of total  

recording duration [%] 

Mean duration 

± SEM [min] 

Total recording duration 100 % 525.13 ±10.56 

Total sleep time 89.74 % 469.66 ±9.27 

Wake 10.26 % 55.47 ±9.50 

N1 5.76 % 30.34 ±5.35 

N2 41.65 % 219.56 ±12.28 

N3 21.89 % 113.13 ±7.38 

REM 18.78 % 97.72 ±6.22 

Movement 1.54 % 8.22 ±1.56 
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Fig. 4. Positive correlation between the percentage of time spent in N2 and the cueing benefit (late SSS for the 

uncued sequence subtracted from the cued sequence) at S4 for both hands (A) and left hand (B), and at S2 for 

right hand (C). Grey bands around the regression line represent confidence intervals. Both the uncorrected p-

values and the p-values adjusted for multiple comparisons are shown. S4: Session 4, S2: Session 2, N2: stage 2 of 

NREM sleep; SSS: Sequence Specific Skill. n = 14 for (A-B) and n = 16 for (C).  

3.5 SLEEP SPINDLES 

Sleep spindles, i.e., short bursts of activity in sigma (11-16 Hz) frequency band, are the EEG 

signatures characteristic of N2 (Purcell et al., 2017). Thus unsurprisingly, the average spindle 

density over the task related regions in N2 was significantly higher than in N3, but only during 

the cue (N2: 4.39 r0.46 vs N3: 3.75 r0.39; z = -2.765, p = 0.006) and not the no-cue period 

(N2: 3.62 r0.43 vs N3: 3.47 r0.47; z = -0.370, p = 0.711; Wilcoxon signed-rank test). 

Furthermore, for N2, the average spindle density during the cue period (4.39 r0.46) was 

significantly higher than during the no-cue period (3.62 r0.43) (z = -2.81, p = 0.005; Wilcoxon 

signed-rank test, Fig.5). This, however, was not the case for N3 (cue: 3.75 r0.40 vs no-cue: 

3.47 r0.47; z = -1.42, p = 0.157; Wilcoxon signed-rank test). When the two stages (N2 and 

N3) were combined, the spindle density averaged over the left motor areas was significantly 

higher than over the right motor areas, both during the cue (left: 3.84 r0.42 vs right: 3.44 

r0.38; t(17) = 3.84, p = 0.001) and no-cue period (left: 3.36 r0.44 vs right: 2.95 r0.40; t(17) 

= 3.77, p = 0.002; paired-samples t-test). This result could relate to the fact that participants 

performed better on the task using their right hand, contralateral to the site of the local 

spindle density increase, as shown before (Nishida & Walker, 2007; Cousins et al., 2014a). 

Overall, these results suggest that cueing may elicit sleep spindles in N2, but not in N3. The 

immediate surge in spindle density upon stimulation in N2 could then be followed by a 

subsequent reduction after the cue period. This would explain the similar levels of spindle 

density in N2 and N3 observed during the no-cue period.  
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Fig. 5. (A) Topographic distribution of spindle density (spindles per min) in N2 and N3 of the cue (left) and no-cue 

(right) period. (B) Spindle density averaged over motor channels (4 left: FC3, C5, C3, C1, CP3 and 4 right: FC4, C6, 

C4, C2, CP4) during N2 was significantly higher during the cue period than during the no-cue period. **p = 0.005. 

N2-N3: stage 2 - stage 3 of NREM sleep. n = 18. 

The literature reports spindle-related changes over brain areas involved in learning (Cox et 

al., 2014) which often predict behavioural improvements (Bergmann et al., 2012; Lutz et al., 

2021; Fogel et al., 2017a; Barakat et al., 2013). Thus, to test whether sleep spindles relate to 

the cued sequence advantage in our study, we correlated cueing benefit for S2-S4 with 

spindle density, averaged over motor electrodes. Since we found no main effect of hand on 

the cueing benefit, only the BH dataset was analysed. Given the differential role of sleep 

spindles during different stages of NREM sleep (Cox et al., 2012; Dehnavi et al., 2019), 

spindles in N2 and N3 were analysed both together and separately. Nevertheless, there was 

no correlation surviving FDR correction (padj > 0.05; Table S9).  

Previous studies using similar procedural learning tasks report a relationship between spindle 

laterality and behavioural outcomes (Cousins et al., 2014a; Nishida & Walker, 2007). Even 

though the task used in this study was bilateral, rather than unilateral as in Nishida & Walker 

(2007) and Cousins et al. (2014a), we found higher spindle density over the left vs right motor 

areas. Thus, we were interested to test whether lateralized spindle density (calculated by 

subtracting spindle density over the right motor channels from spindle density over the left 

motor channels) correlate with the cueing benefit of either hand (especially the right hand, 

contralateral to the left hemisphere). N2 and N3 were analysed both separately and 

combined, as before, with all the results reported in Table S10. We found that during the cue 

period (N2 and N3 combined), spindle laterality trended strongly towards a positive 

correlation with the cueing benefit in the BH dataset at S4 (R = 0.56, p = 0.017, padj = 0.051, 

Fig.S3). No other correlation between spindle laterality and cueing benefit was revealed (padj 
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> 0.05). This could suggest that lateralized spindles that occur over the task-related regions 

and during the cue period may be able to predict long-term cueing benefit for both hands, 

however this should be treated with caution given that it did not survive FDR correction. 

3.6 PHASE AMPLITUDE COUPLING 

According to the active systems consolidation theory, memory reactivation (and thus 

consolidation) involves a coordinated interplay, or coupling, of hippocampal sharp-wave 

ripples, neocortical slow waves and thalamocortical sleep spindles (Rasch & Born, 2013). At 

the scalp EEG level, coupling between the phase of SOs and amplitude of sleep spindles 

(phase-amplitude coupling) was linked to performance improvements on several memory 

tasks (Niknazar et al., 2015; Mikutta et al., 2019; Muehlroth et al., 2019; Hahn et al., 2020; 

Denis et al., 2020; Schreiner et al., 2021), but not (yet) with the SRTT. Thus, we sought to 

investigate phase-amplitude coupling during N2 and N3, and its relationship with our 

behavioural outcomes from the SRTT. 

 

Coupling strength was higher in N3 than in N2 both for the cue (N2: 1.09 r0.21 vs N3: 2.07 

r0.34; z = -2.59, p = 0.010) and the no-cue period (N2: 0.38 r0.14 vs N3: 1.39 r0.18; z = -3.64, 

p < 0.001) (Wilcoxon signed-rank test). For N2 and N3 combined, we found no difference in 

coupling strength between the two hemispheres (cue period: z = -1.02, p = 0.306; no-cue 

period: z = -0.72, p = 0.472; Wilcoxon signed-rank test). However, coupling strength was 

significantly higher during the cue period than during the no-cue period (cue: 2.29 r0.32 vs 

no-cue: 1.30 r0.23; z = -2.61, p = 0.009; Wilcoxon signed-rank test; Fig.6). This suggests that 

cueing may increase the strength of SO-spindle coupling during both N2 and N3.  

 

Regarding the coupling phase, i.e., the phase of the SO which the spindles best align to, no 

significant differences were revealed. Specifically, we found no difference between the 

coupling phase in N2 and N3 (cue: F1,35 = 0.843, p = 0.365; no-cue: F1,35 = 2.05, p = 0.162), no 

difference between the coupling phase over the left and right motor regions (cue period: F1,35 

= 0.08, p = 0.774; no-cue period: F1,35 = 1.16, p = 0.288), and no difference between the cue 

and no-cue period (N2: F1,35 = 0.05, p = 0.820; N3: F1,35 = 0.29, p = 0.591; N2 and N3: F1,35 = 

1.11, p = 0.300, Fig.S4) (Watson-Williams test for all comparisons). 

 

We then correlated coupling strength with cueing benefit for S2-S4, both during the cue and 

no-cue period. Given that coupling strength did not differ between left and right 
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hemispheres, it was averaged over all motor channels (both hemispheres) and correlated 

with the BH dataset (Table S11). Unexpectedly, the analysis did not reveal any correlation 

between cueing benefit at S3 and coupling strength during the cue period (padj > 0.05). 

Instead, we found a negative correlation between cueing benefit at S2 and coupling strength 

during the no-cue period, only in N2 (R = -0.59, padj = 0.036, Fig.S5). Although the correlation 

could be of interest to future studies, it is hard to justify given both the existing literature 

and our findings so far. Furthermore, we found no correlation between cueing benefit and 

coupling phase (padj > 0.05, Table S12), leaving the relationship between SO-spindle coupling 

and behavioural performance open to debate. 

 

 
Fig. 6. (A) Topographic distribution of the normalised (z-scored) strength of the SOs-spindle coupling during N2 

and N3 of the cue (left) and no-cue (right) period. (B) Coupling strength over motor channels (4 left: FC3, C5, C3, 

C1, CP3 and 4 right: FC4, C6, C4, C2, CP4) for N2 and N3 was significantly higher during the cue period than during 

the no-cue period. **p = 0.009. N2-N3: stage 2 ʹ stage 3 of NREM sleep. n = 18. 

4 DISCUSSION 

In this study we primarily aimed to investigate how the memory-enhancing effects of TMR 

on procedural skill learning develop over time, with a particular focus on the SRTT. 

Participants continued to improve on the SRTT over the total course of the study (6 weeks), 

with significantly higher performance from one session to the next, regardless of the hand 

used. Overall, participants were also significantly better on the task with their dominant 

(right) than the non-dominant (left) hand. When all post-stimulation sessions were 

combined, a main effect of TMR was apparent. This was true regardless of whether the hands 

were analysed together or separately, but only for late SSS, with no difference for early SSS. 

Closer examination revealed that late SSS was comparable between sequences 24h post-

manipulation but was greater for the cued than the uncued sequence 10 days later. Six weeks 
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after stimulation the TMR effect had disappeared from all datasets. Furthermore, we found 

a main effect of session on the cueing benefit: while the TMR advantage was comparable 

between the first two time points post-stimulation, it decreased from 10 days to 6 weeks 

post-TMR. Thus, our results show a benefit of TMR 10 days post-manipulation which then 

decreases with time. 

 

We sought to describe the electrophysiology of N2 and N3 (the two target sleep stages for 

our stimulation) as well as determine whether sleep spindles and their coupling with SOs 

could predict the behavioural benefits of TMR. These analyses revealed that (1) the time 

spent in N2, but not N3, predicts cueing benefit; (2) there is a significant increase in both the 

average spindle density and coupling strength immediately after cue presentation, as 

compared to a later time period. 

4.1 TMR EFFECT EVOLVES OVER TIME 

We showed a main effect of TMR on the late SRTT performance across all post-sleep sessions. 

However, the difference between the cued and uncued sequence was the strongest at 10 

days post-encoding, thus driving the main effect. The absence of a clear TMR effect the day 

after stimulation was unexpected, given that it was apparent on the day after stimulation in 

prior studies (Cousins et al., 2014a, 2016; Koopman et al., 2020b). This difference could have 

occurred because our second session was scheduled in the evening rather than in the 

morning, immediately after a full night of sleep (as in previous studies), thus also preventing 

direct comparison with literature. Alternatively, the reason for the delayed effects could be 

the jittering of the TMR cues during sleep. Jittering was introduced instead of a fixed inter-

trial duration to allow better characterisation of temporal features of memory reactivation. 

However, this also disrupted the temporal dynamics of the cueing since the brain could no 

longer predict when the next cue was due to arrive. Prior work has confirmed that cueing 

specifically acts to consolidate the sequence (Cousins et al., 2014a; Cousins et al., 2016), and 

such temporally unpredictable cueing may have made it harder to consolidate the transitions 

which make up the sequence. Indeed, internalising the regularity of events optimises 

stimulus processing and allows faster learning (Nobre et al., 2007). Therefore, randomising 

the timing of cues, as opposed to previous studies that used constant intervals between cues 

(Cousins et al., 2014a; Cousins et al., 2016; Koopman et al., 2020b), could have delayed the 

behavioural effects of stimulation.  
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The significant TMR effect at 10 days post-manipulation suggests that TMR starts a process 

which unfolds over several days after stimulation. This is consistent with Cairney et al. (2018) 

who argue that synapses ƌĞůĞǀĂŶƚ�ĨŽƌ�ƚŚĞ�ƚĂƐŬ�ĂƌĞ�͚ƚĂŐŐĞĚ͛�ĨŽƌ�ƉůĂƐƚŝĐ�ĐŚĂŶŐĞƐ�ĚƵƌŝŶŐ�ƐůĞĞƉ�

following cue presentation, allowing the cueing benefits to persist. Alternatively, synapses 

ƌĞůĞǀĂŶƚ�ĨŽƌ�ďŽƚŚ�ƚŚĞ�ĐƵĞĚ�ĂŶĚ�ƵŶĐƵĞĚ�ƐĞƋƵĞŶĐĞ�ŵĂǇ�ďĞ�͚ƚĂŐŐĞĚ͛�Ăƚ�ĞŶĐŽĚŝŶŐ͕�ƉƌŝŵŝŶŐ�ƚŚĞŵ�

for further plastic changes that occur during sleep over the course of several subsequent 

nights (Seibt & Frank, 2019; Pereira & Lewis, 2020). This process could be facilitated by cue 

presentation for one of the sequences, allowing its memory trace to persist for longer. In 

other words, cue presentation could have preferentially strengthened the cued memory 

trace which thereby allowed it to be remembered for longer and gave rise to the observed 

ĞĨĨĞĐƚ͘�dŚƵƐ͕�ǁŚĂƚ�ǁĞ�ŚĞƌĞ�ƚĞƌŵĞĚ�ĂƐ�ƚŚĞ�͚ĐƵĞŝŶŐ�ďĞŶĞĨŝƚ͛�ĐŽƵůĚ�ďĞ�Ɛimply regarded as the 

difference between the strengths of two traces and their differential decay time. 

 

The disappearance of the TMR effect at our last experimental session suggests that the TMR-

related plasticity does not last until, or beyond, 6 weeks. Furthermore, the absence of any 

TMR benefit to explicit knowledge at 6 weeks is in keeping with the idea that all the TMR 

benefits fade by this time. This is not surprising given that neither object-location (Shanahan 

et al., 2018) nor emotional (Groch et al., 2017a) memory seems to benefit from the 

manipulation even a week later. Alternatively, the loss of TMR effect at S4 could have been 

caused by a ceiling effect which prevented further improvement on the task, and thus 

allowed the slower consolidating uncued sequence to catch up with the faster consolidating 

cued sequence. Indeed, by the end of the study the average reaction time on the sequence 

blocks was below 200 ms, which is lower than reported by other SRTT studies with less 

training sessions (Koopman et al., 2020b; Cousins et al., 2014a; Romano et al., 2010). On the 

other hand, Verstynen et al. (2012), who used a far more intensive study design than we did, 

showed that lower reaction times are possible on the same task. The study reports 

continuous behavioural improvements across 10 days of SRTT training (5 weekdays for 2 

weeks) with reaction time reaching less than 100 ms by the tenth session (Verstynen et al., 

2012). Nevertheless, the reaction times reported in the literature are not exactly comparable 

due to several differences in the task design (e.g., different number of trials, blocks or hands 

used) and, to our knowledge, the ceiling values have not yet been estimated. Assuming that 

the ceiling has not been reached and given the difference in cueing benefit between 10 days 

and 6 weeks post-stimulation, our data suggest that the TMR benefit is present at 10 days 

post-stimulation, and then decreases across the days that follow until it disappears 

altogether. Unfortunately, regardless of the reason for the loss of cueing effect at 6 weeks, 
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the maximum duration of the TMR impact remains unknown. Future research should thus 

attempt to understand this process more fully, and to determine the extent of time for which 

TMR can impact memories, both the explicit and implicit ones. It will also be interesting to 

see how these parameters vary across declarative and procedural tasks. 

4.2 TMR BENEFITS BOTH HANDS 

Even though the overall performance on the task was significantly better for the dominant 

than the non-dominant hand, data from both hands yielded similar results with respect to 

TMR. There was also no interaction between hand and TMR across time, or significant effect 

of hand on the cueing benefit. These findings were counter to our expectation, since weaker 

memory representations with a lot of room for improvement have been shown to be more 

responsive to TMR than the strongly remembered ones (Cairney et al., 2016; Drosopoulos et 

al., 2007; Schapiro et al., 2018; Tambini et al., 2017). Hence, we expected the non-dominant 

;ŝ͘Ğ͕͘�͚ǁĞĂŬĞƌ͛Ϳ�ŚĂŶĚ�ƚŽ�ďĞŶĞĨŝƚ�ŵŽƌĞ�ĨƌŽŵ�ƚŚĞ�ƐƚŝŵƵůĂƚŝŽŶ�ƚŚĂŶ�ƚŚĞ�ĚŽŵŝŶĂŶƚ�ŽŶĞ͘�'ŝǀĞŶ�ŽƵƌ�

findings from this and a previous study in which we found selective TMR benefits for the non-

dominant hand the next morning (Koopman et al., 2020b), one possibility could be that TMR 

is indeed more beneficial for the non-dominant hand, but only at first. The effect of TMR on 

the dominant hand could then catch up within 24 h post-learning, thus making it impossible 

for us to observe any difference between the hands at our first re-test session which occurred 

24 h after the initial training. Another, more probable explanation is that the handedness 

effect is so subtle that the results are strongly dependent on individual variations. With two 

experimental sessions, 14 participants in the RH and 13 in the LH dataset, Koopman et al. 

(2020b) found a significant TMR x time interaction for left but not right hand, although a 

qualitative trend was apparent for the latter. Here, with more power (four experimental 

sessions, 18 participants in the RH and LH dataset), we report a significant main effect of TMR 

for both datasets. Nevertheless, further investigation into the effect of handedness is 

warranted, with a particular focus on the first 24 h post-manipulation. Studies analogous to 

this one but using left-handed individuals could determine whether our findings can be 

generalised from the right-handed sample to the entire population. 

  

Despite the fact that both hands benefitted from TMR, cueing benefit for the dominant hand 

was predicted by N2 earlier (24 h post-TMR) than cueing benefit for the non-dominant hand 

(6 weeks post-TMR). This could suggest distinct consolidation processes for the two hands. 

Interestingly, time spent in N3 did not predict cueing benefit. This difference highlights the 
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importance of N2 in procedural memory consolidation, in line with prior work (Smith & 

MacNeill, 1994; Smith et al., 2004a; Korman et al., 2007; Fogel & Smith 2006; Fogel et al., 

2007). It also suggests that N2 may be a better choice than N3 for this TMR.  

4.3 RELATIONSHIP BETWEEN EEG FEATURES AND TMR BENEFITS 

We found a significant increase in the average spindle density (N2) and coupling strength 

(both N2 and N3) during the cue period (0-3.5s after cue onset) as compared to the no-cue 

period (3.5-20s after the onset of the last cue in the sequence). This suggests that auditory 

stimulation can perhaps boost sleep oscillations and thereby induce an immediate processing 

of memory traces. Our results are consistent with other TMR studies, namely Antony et al. 

(2018) which reports spindle density increase early (0-2s) relative to later (2-4s) after TMR 

cues, and Cairney et al. (2018) which likewise observes a surge in spindle activity (modulated 

by the SO up-state) 1.7 to 2.3 s after cue onset. Both Antony et al. (2018) and Cairney et al. 

(2018) linked the cue-induced spindle activity increase to memory reactivation during sleep, 

as well as behavioural performance at retest.  

5 CONCLUSIONS 

We provide the first report on the long-term impact of TMR on procedural skill learning. 

While previous studies showed cueing effects lasting for up to a week (Hu et al., 2015; Simon 

et al., 2018), our findings are the first to suggest that TMR over one night of sleep can affect 

procedural memories as far as 10 days post-stimulation, with effects lost by six weeks post-

stimulation. Furthermore, we show that time in N2 but not N3 predicts TMR benefit. Finally, 

both spindle density and SO-spindle coupling strength increase upon cue onset, thus drawing 

attention to the rapid memory processing which may be happening at that time. Future 

investigation of the mechanisms underlying long-term impact of TMR, including the plastic 

changes induced by such manipulation, will help us to build an understanding of the complex 

processes linked to memory reactivation in sleep. 
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6 SUPPLEMENTARY MATERIAL 

SUPPLEMENTARY TABLES: 

Table S1. TMR cues. 

Average number and percentage of TMR cues delivered during each sleep stage, arousal, or movement. In blue: 

target sleep stages. N1-3: stage 1-3 of NREM sleep.  

 
Cues delivered ±SEM Cues delivered [%] 

Sleep stage   

Wake 24.2 ± 5.2 1.5 % 
N1 21.2 ± 5.0 1.3 % 
N2 515.8 ± 59.1 31.8 % 
N3 974.4 ± 67.5 60.6 % 

REM 46.9 ±17.3 2.9 % 
Movement 11.4 ± 2.7 0.7 % 
Arousal 18.5 ± 2.3 1.2 % 

 

Table S2. Sleep spindles and slow waves. 

Average number and density (number/min) of spindles and slow waves (± SEM), together with the number of 

concurrent spindles and slow waves. Results are presented for N2 and N3 of the cue and no-cue period. N2-3: 

stage 2-3 of NREM sleep. 

 Cue period No-cue period 

 N2 N3 N2 N3 

Spindles     

number 132.89 ± 15.99 189.66 ± 100.96 49.93 ± 6.25  84.61 ± 10.52  

density  4.66 ± 0.40 3.95 ± 0.34 3.83 ± 0.36 3.68 ± 0.40 

Slow waves     

number 116.78 ± 14.37 790.35 ± 109.32 39.72 ± 5.07 334.35 ± 47.12 

density 5.00 ± 0.91 17.62 ± 2.43 3.74 ± 0.76 14.98 ± 2.12 

Spindle-slow wave events     

number 31.72 ± 4.91 112.17 ± 19.09 9.79 ± 1.55 49.02 ± 8.97 

 

Table S3. Effect of and interaction between TMR, hand and session. 

Results of the likelihood ratio tests between the full, linear mixed effects model and reduced models, i.e., models 

without the fixed effect of interest, or with an interaction. The full model was used to test the effect of TMR, hand 

and session on the early and late SSS. df: degrees of freedom; ʖϮ͗ chi-squared; AIC: Akaike Information Criterion; 

SSS: Sequence Specific Skill. *p < 0.05. 

 
df ʖϮ p-value 

AIC of a 
reduced model  

AIC of a 
full model 

A. Both hands    

i) Early SSS    
TMR 1 1.6444 0.1997 1063.7  1064.0 
Session 2 59.122 <0.0001* 1119.1  1064.0 
TMR x Session 2 0.9857 0.6109 1064.0 1067.0 
ii) Late SSS    
TMR 1 6.8745   0.0087* 1095.1  1090.2 
Session 2 47.658 <0.0001* 1133.8  1090.2 



Chapter 2  Long term effects of TMR 

 88 

TMR x Session 2 2.3855 0.3034 1090.2 1091.8 

B. Left hand     

i) Early SSS    
TMR 1 2.2429 0.1342 1078.3 1078.0 
Session 2 47.796 <0.0001* 1121.8 1078.0 
TMR x Session 2 0.2217 0.8951 1078.0  1081.8 
ii) Late SSS    
TMR 1 7.9449   0.0048* 1105.4  1099.5 
Session 2 42.655 <0.0001* 1138.1  1099.5 
TMR x Session 2 1.0439 0.5934 1099.5 1102.4 

C. Right hand    

i) Early SSS    
TMR 1 0.5754 0.4481 1102.6  1104.0 
Session 2 46.001 <0.0001* 1146.0  1104.0 
TMR x Session 2 1.5515 0.4604 1104.0  1106.4 
ii) Late SSS    
TMR 1 4.0784   0.0434* 1115.6  1113.5 
Session 2 40.065 <0.0001* 1149.6  1113.5 
TMR x Session 2 3.1900 0.2029 1113.5  1114.3 
D. Left and right hand 
combined 

     

i) Early SSS      
Hand 1 13.486 0.0002 2144.0  2132.5 
Hand x Session 2 0.6384 0.7267 2132.5  2135.8 
TMR x Hand 1 0.1552 0.6936 2132.5  2134.3 
ii) Late SSS      
Hand 1 23.772 <0.0001* 2181.5  2159.7 
Hand x Session 2 0.3491 0.8398 2159.7 2163.4 
TMR x Hand 1 0.1785 0.6727 2159.7 2161.6 

 
Table S4. Effect of session on SSS. 

Post-hoc pairwise comparisons between sessions for the early and late SSS, conducted on each dataset separately. 

P-values reported are Holm adjusted. SSS: Sequence Specific Skill; S2-4: Session 2-4; df: degrees of freedom. *p < 0.05. 

 
Mean S2 
(rSEM) 

[ms] 

Mean S3 
(rSEM) [ms] 

Mean S4 
(rSEM) [ms] 

Estimate 
(rSEM) 

df t ratio 
p-value 

(Holm adj) 
Effect 
size 

A. Both 
hands 

       

i) Early SSS        
S2-S3 76.3 (13.5) 

- 
110 (13.5) - -33.8 (6.37) 93.3 -5.302 <0.0001 -1.09 

S3-S4 110 (13.5) 134 (13.6) -24.0 (6.51) 93.5 -3.691 0.0004 -0.84 
ii) Late SSS       

S2-S3 123 (13.9) 155 (13.9) - -32.6 (7.30) 93.3 -4.473 <0.0001 -1.29 
S3-S4 - 155 (13.9) 181 (14.0) -25.3 (7.45) 93.5 -3.392 0.0010 -0.92 

B. Left hand       
i) Early SSS       

S2 ʹ S3 70.6 (14.4) 102.2 (14.4) - -31.7 (6.84) 93.3 -4.630 <0.0001 -1.124 
S3 ʹ S4 - 102.2 (14.4) 124.1 (14.5) -21.9 (6.98) 93.3 -3.138 0.0023 -0.778 

Ii) Late SSS       
S2 ʹ S3 113 (14.8) 142 (14.8) - -29.5 (7.65) 93.3 -3.856 0.0004 -0.936 
S3 ʹ S4 - 142 (14.8) 169 (14.9) -26.8 (7.82) 93.3 -3.433 0.0009 -0.851 

C. Right hand      
i) Early SSS       

S2 ʹ S3 82.8 (13.3) 118.1 (13.3) - -35.9 (8.04) 93.3 -4.466 <0.0001 -1.084 
S3 ʹ S4 - 118.1 (13.4) 144.2 (13.4)  -26.1 (8.21) 93.3 -3.174 0.0020 -0.787 

ii) Late SSS       
S2 ʹ S3 133 (13.5) 169 (13.5) - -35.8 (8.37) 93.3 -4.277 0.0001 -1.038 
S3 ʹ S4 - 169 (13.5) 192 (13.7) -23.7 (8.55) 93.3 -2.768 0.0068 -0.686 
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Table S5. Effect of TMR on late SSS during each session. 

Post-hoc pairwise comparisons of late SSS between the cued and uncued sequence on each session (S2-S4), 

conducted on each dataset separately. Both the uncorrected and Holm adjusted p-values are reported. S2-4: 

Session 2-4; SSS: Sequence Specific Skill; df: degrees of freedom. *p < 0.05. 

Cued vs 
Uncued 

Mean cued  
(r SEM) [ms] 

Mean uncued  
(r SEM) [ms] 

Estimate  
(r SEM) 

df t ratio p value 
p value 

(Holm adj) 
Effect 
size 

A. Both hands   
S2 132 (14.9)       114 (14.9) -17.70 (10.3) 93.3 -1.716   0.090 0.179 -0.589 
S3 168 (14.9) 143 (14.9) -25.61 (10.3) 93.3 -2.482 0.015*   0.045* -0.852 
S4 182 (15.0) 179 (15.0)   -3.39 (10.6) 93.3 -0.329   0.743 0.743 -0.116 

B. Left hand       
S2 122 (15.8) 104 (15.8) -18.47 (10.8) 93.3 -1.707  0.091 0.182 -0.586 
S3 155 (15.8) 130 (15.8) -24.88 (10.8) 93.3 -2.300 0.024* 0.071 -0.789 
S4 174 (15.9) 164 (15.9) -9.48 (11.1) 93.3 -0.852  0.397 0.397 -0.301 

C. Right hand 
S2 141 (14.8) 124 (14.8)  -16.93 (11.8) 93.3 -1.430  0.156 0.312 -0.491 
S3 182 (14.8) 155 (14.8) -26.63 (11.8) 93.3 -2.248 0.027* 0.081 -0.772 
S4 194 (15.0) 191 (15.0)    2.65 (12.2) 93.3 0.207  0.829 0.829  0.077 

 
Table S6. Effect of hand and session on the cueing benefit. 

Results of the likelihood ratio tests between the full, linear mixed effects model and reduced models, i.e., models 

without the fixed effect of interest, or with an interaction. The full model was used to test the effect of hand and 

session on the cueing benefit (calculated as the cued minus uncued late SSS). ʖϮ͗ chi-squared; AIC: Akaike 

Information Criterion. df: degrees of freedom. *p < 0.05. ^p < 0.07. 

 
df ʖϮ p-value 

AIC of a  
reduced model  

AIC of a  
full model 

A. Both hands    
Session 2 5.8926  0.0525^ 531.64  529.75 
B. Left hand    
Session 2 2.3147 0.3143 539.94 541.63 
C. Right hand    
Session 2 6.7724  0.0338* 553.35 550.58 
D. Left and right hand 
combined 

     

Hand 1 0.3647 0.5459 1082.80 1084.40 
Hand x Session 2 0.8668 0.6483 1084.40 1087.50 

 
Table S7. Effect of session on the cueing benefit. 

Post-hoc pairwise comparisons between post-stimulation sessions for the cueing benefit (calculated as the cued 

minus uncued late SSS), conducted on both hands and right hand datasets. Both the uncorrected and Holm 

adjusted p-values are reported. S2-4: Session 2-4; df: degrees of freedom. *p < 0.05. 

 
Mean S2 
(rSEM) 

[ms] 

Mean S3 
(rSEM) 

[ms] 

Mean S4 
(rSEM) 

[ms] 

Estimate 
(rSE) 

df t ratio 
p-value 

(Holm adj) 
Effect size 

A. Both 
hands 

       

S2-S3 
17.70 
(9.52) 

25.61 
(9.52) 

- 
-7.9 

(8.30) 
37.1 -0.952 0.347 -0.330 

S3-S4 - 
25.61 
(9.52) 

4.98 (9.67) 
-20.6 
(8.48) 

37.4 2.434 0.040* -0.850 

B. Right hand      

S2 ʹ S3 
16.93 
(11.9) 

26.63 
(11.9) 

- 
-9.69 
(9.91) 

37.1 -0.979 0.334 
-0.327 

S3 ʹ S4 
- 26.63 

(11.9) 
0.18 (12.1) 

-26.45 
(10.11) 

37.3 2.616 0.026* 
0.853 
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Table S8. Cueing benefit and the duration of N2 and N3. 

ZĞƐƵůƚƐ�ŽĨ�^ƉĞĂƌŵĂŶ͛Ɛ�ĐŽƌƌĞůĂƚŝŽŶƐ�ďĞƚǁĞĞŶ�ƚŚĞ�ĐƵĞŝŶŐ�ďĞŶĞĨŝƚ�;^^^�ĨŽƌ�ƚŚĞ�ƵŶĐƵĞĚ�ƐĞƋƵĞŶĐĞ�ƐƵďƚƌĂĐƚĞĚ�ĨƌŽŵ�ƚŚĞ�

cued sequence) and the percentage of time spent in N2 and N3. Both the uncorrected and FDR corrected p-values 

are reported. df: degrees of freedom; S2-4: Session 2-4; SSS: Sequence Specific Skill; N2-3: Stage 2-3 of NREM sleep. 

*p < 0.05. ^p < 0.07. 

 
 

Time spent in N2 [%] 
  

Time spent in N3 [%] 

 df 
^ƉĞĂƌŵĂŶ͛Ɛ�
correlation 

p-value  
p-value 

(FDR corr) 

 
df 

^ƉĞĂƌŵĂŶ͛Ɛ�
correlation 

p-value  
p-value  

(FDR corr) 

A. Both hands         

S2 14 0.509   0.046*   0.069^  14 0.509 0.891 0.891 
S3 14 0.306 0.249 0.249  14 0.238 0.373 0.559 
S4 12 0.648   0.015*   0.045*  12 0.437 0.120 0.360 

B. Right hand         
S2 14 0.665   0.006*   0.018*  14 -0.153 0.571 0.571 
S3 14 0.085 0.755 0.755  14 0.253 0.343 0.552 
S4 13 0.357 0.192 0.288  13 0.250 0.368 0.552 

C. Left hand         
S2 14 0.209 0.436 0.436  14 0.094 0.730 0.730 
S3 14 0.409 0.117 0.176  14 0.109 0.689 0.730 
S4 12 0.684   0.009*   0.027*  12 0.442 0.116 0.348 

 

Table S9. Cueing benefit and spindle density. 

ZĞƐƵůƚƐ�ŽĨ�^ƉĞĂƌŵĂŶ͛Ɛ�ĐŽƌƌĞůĂƚŝŽŶƐ�;ďŽƚŚ�&�Z�ĐŽƌƌĞĐƚĞĚ�ĂŶĚ�ŶŽƚͿ�ďĞƚǁĞĞŶ�ƚŚĞ�ĐƵĞŝŶŐ�ďĞŶĞĨŝƚ�ĨŽƌ��,�ĚĂƚĂƐĞƚ�ĚƵƌŝŶŐ�

each of the post-stimulation sessions (S2, S3, S4) and spindle density averaged over all motor channels during the 

cue (A) and no-cue (B) period. N2 (green) and N3 (blue) were analysed separately and together (N23, purple). df: 

degrees of freedom; S2-4: Session 2-4; N2-3: stage 2-3 of NREM sleep; BH: Both Hands. *p < 0.05. 

Dataset Session Sleep stage Correlation coefficient p-value df p-value (FDR corr) 

A. Cue period 

BH S2 N2 -0.329 0.232 13 0.456 

BH S3 N2 0.179 0.524 13 0.524 

BH S4 N2 0.292 0.310 12 0.465 

BH S2 N3 -0.335 0.174 16 0.522 

BH S3 N3 -0.086 0.736 16 0.736 

BH S4 N3 0.185 0.491 14 0.736 

BH S2 N23 -0.344 0.162 16 0.486 

BH S3 N23 -0.049 0.848 16 0.848 

BH S4 N23 0.212 0.431 14 0.646 

B. No-cue period 

BH S2 N2 -0.492   0.040* 16 0.120 

BH S3 N2 -0.199 0.427 16 0.640 

BH S4 N2 0.044 0.874 14 0.874 

BH S2 N3 -0.183 0.467 16 0.701 

BH S3 N3 0.018 0.948 16 0.948 

BH S4 N3 0.218 0.417 14 0.701 

BH S2 N23 -0.334 0.176 16 0.528 

BH S3 N23 -0.138 0.584 16 0.625 

BH S4 N23 0.132 0.625 14 0.625 
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Table S10. Cueing benefit and spindle laterality. 

ZĞƐƵůƚƐ�ŽĨ�WĞĂƌƐŽŶ͛Ɛ�ĐŽƌƌĞůĂƚŝŽŶƐ performed between cueing benefit for each dataset (BH, LH, RH) during each of 

the post-stimulation sessions (S2, S3, S4) and spindle laterality (left hemispheric density ʹ right hemispheric 

density) during cue (A) and no-cue (B) period. N2 (green), N3 (blue) and N2 and N3 combined (purple) were 

analysed separately. df: degrees of freedom; S2-S4: Session 2-4; N2-3: stage 2-3 of NREM sleep; BH: Both Hands; 

LH: Left Hand; RH: Right Hand. *p < 0.05. ^p < 0.07.  

Dataset Session Sleep stage Correlation coefficient p-value df p-value (FDR corr) 

A. Cue period 

BH S2 N2 -0.002 0.995  0.995 

BH S3 N2 -0.102 0.697  0.995 

BH S4 N2 0.169 0.546  0.995 

RH S2 N2 0.264 0.306  0.866 

RH S3 N2 -0.067 0.800  0.866 

RH S4 N2 -0.050 0.866  0.866 

LH S2 N2 -0.315 0.218  0.654 

LH S3 N2 -0.122 0.641  0.736 

LH S4 N2 0.095 0.736  0.736 

BH S2 N3 -0.210 0.419  0.668 

BH S3 N3 -0.112 0.668  0.668 

BH S4 N3 0.153 0.571  0.668 

RH S2 N3 -0.231 0.372  0.929 

RH S3 N3 -0.024 0.929  0.929 

RH S4 N3 -0.133 0.637  0.929 

LH S2 N3 -0.105 0.688  0.688 

LH S3 N3 -0.193 0.457  0.686 

LH S4 N3 0.235 0.381  0.686 

BH S2 N23 0.035 0.894  0.894 

BH S3 N23 0.179 0.492  0.738 

BH S4 N23 0.588 0.017*  0.051^ 

RH S2 N23 0.245 0.343  0.483 

RH S3 N23 0.183 0.483  0.483 

RH S4 N23 0.226 0.418  0.483 

LH S2 N23 -0.223 0.389  0.584 

LH S3 N23 0.142 0.586  0.586 

LH S4 N23 0.475 0.063^  0.189 

B. No-cue period 

BH S2 N2 -0.142 0.587  0.595 

BH S3 N2 -0.139 0.595  0.595 

BH S4 N2 0.250 0.351  0.595 

RH S2 N2 0.046 0.861  0.956 

RH S3 N2 -0.042 0.874  0.956 

RH S4 N2 -0.016 0.956  0.956 

LH S2 N2 -0.306 0.232  0.373 

LH S3 N2 -0.231 0.373  0.373 

LH S4 N2 0.285 0.284  0.373 

BH S2 N3 -0.279 0.278  0.438 
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BH S3 N3 -0.271 0.292  0.438 

BH S4 N3 -0.068 0.804  0.804 

RH S2 N3 -0.310 0.226  0.571 

RH S3 N3 -0.148 0.571  0.571 

RH S4 N3 -0.227 0.415  0.571 

LH S2 N3 -0.136 0.602  0.602 

LH S3 N3 -0.372 0.142                 0.426 

LH S4 N3 0.155 0.568  0.602 

BH S2 N23 -0.155 0.552  0.828 

BH S3 N23 0.030 0.910  0.910 

BH S4 N23 0.460 0.073  0.219 

RH S2 N23 0.049 0.853  0.853 

RH S3 N23 0.141 0.589  0.853 

RH S4 N23 0.089 0.754  0.853 

LH S2 N23 -0.331 0.194  0.291 

LH S3 N23 -0.116 0.656  0.656 

LH S4 N23 0.428 0.098  0.291 

 

Table S11. Cueing benefit and coupling strength averaged over motor regions. 

ZĞƐƵůƚƐ�ŽĨ�^ƉĞĂƌŵĂŶ͛Ɛ�ĐŽƌƌĞůĂƚŝŽŶƐ�;ďŽƚŚ�&�Z�ĐŽƌƌĞĐƚĞĚ�ĂŶĚ�ŶŽƚͿ�ďĞƚǁĞĞŶ�ƚŚĞ�ĐƵĞŝŶŐ�ďĞŶĞĨŝƚ�ĨŽƌ��,�ĚĂƚĂƐĞƚ�ĚƵƌŝŶŐ�

each of the post-stimulation sessions (S2, S3, S4) and coupling strength over all motor electrodes during the cue 

(A) and no-cue (B) period. N2 (green) and N3 (blue) were analysed separately and together (N23, purple). df: 

degrees of freedom; S2-4: Session 2-4; N2-3: stage 2-3 of NREM sleep; BH: Both Hands. *p < 0.05.  

Dataset Session Sleep stage Correlation coefficient p-value df p-value (FDR corr) 

A. Cue period 

BH S2 N2 -0.287 0.264 15 0.598 

BH S3 N2 0.185 0.477 15 0.598 

BH S4 N2 0.148 0.598 13 0.598 

BH S2 N3 -0.068 0.788 16 0.788 

BH S3 N3 0.295 0.234 16 0.483 

BH S4 N3 0.265 0.321 14 0.483 

BH S2 N23 -0.098 0.699 16 0.699 

BH S3 N23 0.191 0.448 16 0.672 

BH S4 N23 0.329 0.213 14 0.637 

B. No-cue period 

BH S2 N2 -0.585   0.012* 16   0.036* 

BH S3 N2 -0.434 0.073 16 0.109 

BH S4 N2 -0.209 0.436 14 0.436 

BH S2 N3 -0.286 0.249 16 0.747 

BH S3 N3 0.040 0.876 16 0.876 

BH S4 N3 0.100 0.713 14 0.876 

BH S2 N23 -0.389 0.111 16 0.333 

BH S3 N23 0.022 0.932 16 0.932 

BH S4 N23 0.256 0.339 14 0.509 
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Table S12. Cueing benefit and coupling phase averaged over motor regions.  

Correlation coefficient between the cueing benefit for BH dataset during each of the post-stimulation sessions (S2, 

S3, S4) (i.e., linear variable) and the coupling phase over all motor electrodes during the cue (A) and no-cue (B) 

period (i.e., circular variable). P-values (both FDR corrected and not) are presented as well. N2 (green) and N3 

(blue) were analysed separately and together (N23, purple). df: degrees of freedom; coupling phase; S2-4: Session 

2-4; N2-3: stage 2-3 of NREM sleep; BH: Both Hands. *p < 0.05. 

Dataset Session Sleep stage Correlation coefficient p-value df p-value (FDR corr) 

A. Cue period 

BH S2 N2 0.403 0.232 18 0.232 

BH S3 N2 0.630   0.029* 18 0.077 

BH S4 N2 0.592 0.051 17 0.077 

BH S2 N3 0.467 0.140 18 0.186 

BH S3 N3 0.432 0.186 18 0.186 

BH S4 N3 0.464 0.161 17 0.186 

BH S2 N23 0.429 0.192 18 0.192 

BH S3 N23 0.447 0.166 18 0.192 

BH S4 N23 0.625   0.029* 17 0.087 

B. No-cue period 

BH S2 N2 0.315 0.410 18 0.410 

BH S3 N2 0.383 0.267 18 0.401 

BH S4 N2 0.575 0.061 17 0.183 

BH S2 N3 0.537 0.075 18 0.225 

BH S3 N3 0.433 0.185 18 0.278 

BH S4 N3 0.189 0.739 17 0.739 

BH S2 N23 0.432 0.186 18 0.279 

BH S3 N23 0.153 0.820 18 0.820 

BH S4 N23 0.518 0.102 17 0.279 
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SUPPLEMENTARY FIGURES: 

 

 

Fig. S1. EEG electrodes layout. Orange: ground (GND) and reference (REF) electrodes; light grey (dashed circles): 

original position of the electrodes used to record EMG and EOG; green: EMG electrodes; blue: EOG electrodes. 

 
Fig. S2. Results of the explicit memory task. Explicit knowledge of both sequences was significantly above chance 

(significance denoted with *) ~6 weeks post-encoding, although no effect of TMR was evident. Geoms represent 

median r�IQR for the cued (blue) and uncued (red) sequence, whiskers represent largest and lowest values within 

1.5 IQR above and below the 75th and the 25th percentile, respectively. Grey dots represent performance of each 

subject. ns: non-significant. n = 17. 
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Fig. S3. Positive relationship between spindle laterality and cueing benefit at S4. WĞĂƌƐŽŶ͛Ɛ�ĐŽƌƌĞůĂƚŝŽŶ between 

the cueing benefit (cued ʹ uncued) for the BH dataset during S4 and spindles laterality (left ʹ right) during the cue 

period (N2 and N3 combined). Grey bands around the regression lines represent confidence intervals. Both an 

uncorrected p-value and a p-value adjusted for multiple comparisons are shown. S4: Session 4; N2-3: stage 2 - 

stage 3 of NREM sleep. n = 16. 

 

 
Fig. S4. Coupling phase for the cue and no-cue period. Circular histogram of the coupling angle (in degrees) during 

N2 and N3 of the cue (left) and no-cue (right) period with the peak of the SO set at 0° and 10° bin size. Motor 

channels were analysed only. Coloured lines represent the phase of the SO which the spindles best align to for 

individual subjects (blue, cue period; red, no-cue period). Red line indicates the average angle; black line indicates 

ƚŚĞ�ƌĞƐƵůƚĂŶƚ�ǀĞĐƚŽƌ�ůĞŶŐƚŚ͕�ǁŝƚŚ�ƚŚĞ�ůŝŶĞ͛Ɛ�ůĞŶŐƚŚ�ĞƋƵĂů�ƚŽ�ƚŚĞ�ƌĞƐƵůƚĂŶƚ�ǀĞĐƚŽƌ͛Ɛ�ǀĂůƵĞ�ĞǆƉƌĞƐƐĞĚ�ĂƐ�ƚŚĞ�ƉĞƌĐĞŶƚ�ŽĨ�

the average angle line length. At the group level, the coupling phase did not differ between the cue and no-cue 

period (p > 0.05). n = 18. 
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Fig. S5. Negative relationship between coupling strength and cueing benefit at S2. A negative, Spearman͛s 

correlation between coupling strength (averaged over all motor channels) during the no-cue period in N2 and 

cueing benefit for the BH dataset in S2. Grey bands around the regression line represent confidence intervals. Both 

an uncorrected p-value and a p-value adjusted for multiple comparisons are shown. N2: Stage 2 of NREM sleep. 

S2: Session 2. n = 17. 
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Abstract 
Memory reactivation during Non-Rapid Eye Movement (NREM) sleep is important for 

memory consolidation but it remains unclear exactly how such activity promotes the 

development of a stable memory representation. We used Targeted Memory Reactivation 

(TMR) in combination with longitudinal structural and functional MRI to track the evolution 

of a motor memory trace over 20 days. We show that repeated reactivation of motor 

memory during sleep leads to increased precuneus activation 24 h post-TMR. Interestingly, 

a decrease in precuneus activity over the next 10 days predicts longer-term cueing benefit. 

We also find both functional and structural changes in sensorimotor cortex in association 

with effects of TMR 20 days post-encoding. These findings demonstrate that TMR can engage 

precuneus in the short-term while also impacting on task-related structure and function over 

longer timescales. 

1 INTRODUCTION 

Memory consolidation is a process through which newly encoded memories become more 

stable and long-lasting. Consolidation is thought to involve repeated reinstatement, or 

reactivation of memory traces which allows their re-coding from short-term to long-term 

store (McClelland et al., 1995). Indeed, reactivation of learning-related brain activity patterns 

during sleep has been shown to predict subsequent memory performance (Deuker et al., 

2013; Peigneux et al., 2004) and thus to play a critical role in memory consolidation (Born & 

Wilhelm, 2012; Diekelmann & Born, 2010b). However, it is unclear exactly how such offline 

rehearsal promotes the development of a stable memory representation. Here, we set out 

to investigate the neural plasticity underlying memory reactivation during sleep using 

Targeted Memory Reactivation (TMR) and magnetic resonance imaging (MRI). 

 

TMR has recently emerged as a tool to study the mechanisms of memory reactivation. The 

technique involves re-presenting learning-associated cues during sleep (Rasch et al., 2007), 

thereby triggering reactivation of the associated memory representation and biasing their 

consolidation (Bendor & Wilson, 2012). In humans, this manipulation shows strong 

behavioural effects (e.g., procedural memories TMR: Chapter 2; Antony et al., 2012; Cousins 

et al., 2016; Schönauer et al., 2014), resulting in better recall of memories that were cued 

through TMR compared to those that were not cued. Functional activity associated with 

cueing has been investigated during and immediately after sleep (Cousins et al., 2016; Rasch 
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et al., 2007; Shanahan et al., 2018; van Dongen et al., 2012). However, little is known about 

precisely how the memory representations targeted by TMR evolve over longer time periods. 

We have previously reported behavioural effects of procedural memory cueing during sleep 

twenty days post-manipulation (Chapter 2). Yet, the functional plasticity underlying such 

benefits is unknown. It also remains to be established whether TMR can impact on brain 

structure and which regions support sleep-dependent memory consolidation in the long 

term. 

 

In this study, we used TMR to determine if repeated reactivation of a motor memory trace 

during sleep engenders learning-related changes in the brain. We tracked such impacts over 

several weeks using functional and structural brain imaging (Fig.1A) and hypothesised that 

memory cueing during sleep would lead to rapid plasticity within the precuneus, a structure 

ǁŚŝĐŚ�ŚŽƵƐĞƐ�ŶĞǁůǇ�ĨŽƌŵĞĚ�ŵĞŵŽƌǇ�ƌĞƉƌĞƐĞŶƚĂƚŝŽŶƐ�Žƌ�͚ĞŶŐƌĂŵƐ͛�(Brodt et al., 2018). This 

region was of special interest since it has been shown to respond to repeated learning-

retrieval epochs which help to strengthen a memory (Brodt et al., 2018) and can be thought 

of as a proxy for memory reactivation in sleep (Himmer et al., 2019). Although Brodt and 

colleagues (2018) used a declarative memory task to test precuneus function, the SRTT is 

thought to have a substantial declarative component (Albouy et al., 2008; Albouy et al., 

2013a; Albouy et al., 2013b; Albouy et al., 2015), increasing our confidence in the hypothesis 

tested. Nevertheless, we expected the long-term storage of the memory engram to prevail 

in the task-related areas. We chose to focus specifically on a procedural memory task 

because the importance of sleep in procedural memory consolidation is well established 

(Loganathan, 2014; Walker, 2005). Furthermore procedural memory task improvements 

(Walker et al., 2003) and the associated structural changes (Kodama et al., 2018) have been 

shown to persist over time, with the same being true for the TMR effects (Chapter 2). Our 

participants were trained on two motor sequences in a Serial Reaction Time Task (SRTT). Each 

of these was associated with a different set of auditory tones (Fig.1B) but only one was 

reactivated during subsequent NREM sleep (Fig.1C). During learning and two post-sleep re-

test sessions (24 h and 10 days post-TMR), participants were scanned with structural MRI 

(T1-weighted, T1w) and functional MRI (fMRI), the latter being acquired during SRTT 

performance. We were thus able to compare brain activity during the cued and uncued 

sequence performance, as well brain structure, both after one night and after 10 days. 

Twenty days post-TMR participants were again re-tested on the SRTT, now outside the 

scanner, allowing examination of the long-term impacts of TMR on behaviour. The resultant 
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dataset enabled us to investigate how the impact of cueing evolves across time, as well as 

study the relationships between structural, functional, and behavioural plasticity post-TMR. 
 

 
Fig. 1. Study design and methods. (a) A schematic representation of the experimental sessions. SRTT and one or 

more questionnaires were delivered in each session. During S1-S3, SRTT was split in half, with the first half 

completed in the 0T ͚ŵŽĐŬ͛ scanner (grey) and the second half in the 3T MRI scanner during fMRI acquisition (blue) 

(S1), or vice versa (S2-S3). T1w data was always acquired before fMRI. S1 also involved a stimulation night in the 

lab which the participants spent asleep and with the electroencephalography (EEG) cap on. During S4 SRTT data 

were acquired outside the MRI scanner and an explicit memory task was delivered at the very end of the study. 

(b) Two sequences of the SRTT. Only the first few trials are shown. Visual cues appeared at the same time as the 

auditory cues and the participants were instructed to push the key/button corresponding to the image location as 
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quickly and accurately as possible. (c) TMR protocol. Tones associated with one sequence were played during 

stable N3 and N2 (grey bars on the hypnogram). One repetition of the cued sequence (dark grey rectangles) was 

followed by a 20 s break during which no sounds were played (light grey rectangles). Each sequence repetition 

comprised 12 tones (depicted as coloured notes) with inter-trial interval jittered between 2500 and 3500 ms (light 

grey vertical bars). S1-S4: Session 1 ʹ Session 4; EHI: Edinburgh Handedness Inventory; PSQI: Pittsburgh Sleep 

Quality Index; SQ: Stanford Sleepiness Scale Questionnaire; SRTT: Serial Reaction Time Task; fMRI: functional 

Magnetic Resonance Imaging; T1w: T1-weighted scan. 

2 MATERIALS AND METHODS 

2.1 PARTICIPANTS 

A pre-study questionnaire was used to exclude subjects with a history of drug/alcohol abuse, 

psychological, neurological or sleep disorders, hearing impairments, recent stressful life 

event(s) or regular use of any medication or substance affecting sleep. Participants were 

required to be right-handed, non-smokers, have regular sleep pattern, normal or corrected-

to-normal vision, no prior knowledge of the tasks used in the study, and no more than three 

years of musical training in the past five years as musical training has previously been shown 

to affect procedural learning (Anaya et al., 2017; Romano Bergstrom et al., 2012). None of 

the participants reported napping regularly, working night shifts or travelling across more 

than two time-zones one month prior to the experiment. 33 volunteers fulfilled all inclusion 

criteria and provided an informed consent to participate in the study, which was approved 

by the Ethics Committee of the School of Psychology at Cardiff University and performed in 

accordance with the Declaration of Helsinki. All participants agreed to abstain from extreme 

physical exercise, napping, alcohol, caffeine, and other psychologically active food from 24 h 

prior to each experimental session. Finally, before their first session, participants were 

screened by a qualified radiographer from Cardiff University to assess their suitability for MRI 

and signed an MRI screening form prior to each scan. 

 

Three participants had to be excluded from all analyses due to: technical issues (n = 1), 

voluntary withdrawal (n = 1), and low score on the handedness questionnaire (indicating 

mixed use of both hands), combined with a positive slope of learning curve during the first 

session (indicating lack of sequence learning before sleep) (n = 1). Hence, the final dataset 

included 30 participants (16 females, age range: 18 ʹ 23 years, mean rSD: 20.38 r 1.41; 14 

males, age range: 19 ʹ 23 years, mean rSD: 20.43 r 1.16). However, due to the COVID-19 

outbreak, six participants were unable to complete the study, missing all data from either 
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one (n = 1) or two (n = 5) sessions. Hence, n = 25 for all data collected during S3 and n = 24 

for S4. The final dataset included one participant who could not physically attend S3. They 

performed the SRTT online, but their MRI data (fMRI and T1w) could not be collected and 

therefore the sample size for the MRI analyses of S3 had to be further decreased by one. Two 

additional participants were excluded from the fMRI analysis of S2 due to MRI gradient coil 

damage during fMRI acquisition (n = 1) and failure to save the fMRI data (n = 1). Hence, the 

final sample size for fMRI was n = 30 for S1, n = 28 for S2 and n = 24 for S3, whereas the final 

sample size for analysis of T1w data was n = 30 for S1, n = 30 for S2 and n = 24 for S3. Finally, 

one participant had to be excluded from all the analyses concerning EEG due to substantial 

loss of data caused by failure of the wireless amplifier during the night. However, the TMR 

procedure itself was unaffected and therefore this participant was included in the 

behavioural and MRI analyses. A flowchart of participants included and excluded from the 

different analyses is presented in Fig.S3. 

2.2 STUDY DESIGN 

The experiment consisted of four sessions (Fig.1A), all scheduled for ~8 pm. Upon arrival for 

the first session, participants completed Pittsburgh Sleep Quality Index (PSQI) (Buysse et al., 

1989) to examine their sleep quality over the past month and Stanford Sleepiness 

Questionnaire (SQ) (Hoddes et al., 1973) to assess their current level of alertness. A short 

version of the Edinburgh Handedness Inventory (EHI) (Veale, 2014) was also administered to 

confirm that all subjects were right-handed before the learning session took place. Due to 

time constraints at the MRI scanner the learning session had to be split into two parts. The 

first half of the SRTT blocks (24 sequence blocks) were performed in a 0T Siemens ͚ŵŽĐŬ͛ 

scanner (i.e., an environment that looked exactly like an MRI scanner, but with no magnetic 

field) which also helped to acclimate subjects to the scanner environment. The second half 

of the SRTT blocks (24 sequence blocks + 4 random blocks) was performed in a 3T Siemens 

MRI scanner during fMRI acquisition and used for functional data analysis. fMRI acquisition 

was preceded by a structural scan (T1w) and followed by a B0 fieldmap (see section 2.6 MRI 

data acquisition). Once outside the MRI scanner, participants were asked to prepare 

themselves for bed. They were fitted with an EEG cap, performed the imagery task (see 

Chapter 2 for more details) and were ready for bed at ~11 pm. During N2 and N3 sleep stages, 

tones associated with one of the SRTT sequences were replayed to the participants via 

speakers (Harman/Kardon HK206, Harman/Kardon, Woodbury, NY, USA) to trigger 
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reactivation of the SRTT memories associated with them. Participants were woken up after, 

on average, 8.81 r0.82 h in bed and had the EEG cap removed before leaving the lab. 

 

We asked participants to come back for the follow-up sessions 23-26 h (session 2, S2), 10-14 

days (session 3, S3) and 16-21 days (session 4, S4) after S1. During S2, participants were asked 

to indicate if they remember hearing any sounds during the night in the lab. S2 and S3 lasted 

~2 h each and both involved the SQ and an MRI scan, during which a structural scan was 

acquired. This was followed by the SRTT re-test, with the first half of the SRTT blocks (24 

sequence blocks + 4 random blocks) performed during the fMRI acquisition and the second 

half (24 sequence blocks + 4 random blocks) in the mock scanner. Note that the order of 

scanners (3T vs 0T) was flipped from S1 to S2 and S3 for the functional and structural 

assessment to occur as close to the TMR session as possible. S4 took place either in the lab 

or online, depending on the severity of COVID-19 restrictions at the time. During S4, SQ was 

delivered as before, together with the SRTT (one run, 48 sequence blocks + 4 random blocks) 

and an explicit memory task. Upon completion of each session, participants were informed 

about the upcoming SRTT re-tests as this has been shown to enhance post-learning sleep 

benefits (Wilhelm et al., 2011). 

 

For offline data collection, the SRTT (S1-S3) was back projected onto a projection screen 

situated at the end of the MRI/mock scanner and reflected into the ƉĂƌƚŝĐŝƉĂŶƚ͛Ɛ eyes via a 

mirror mounted on the head coil; the questionnaires and the SRTT (S4) were presented on a 

computer screen with resolution 1920 x 1080 pixels, and the explicit memory task was 

completed with pen and paper. SRTT was presented using MATLAB 2016b (The MathWorks 

Inc., Natick, MA, USA) and Cogent 2000 (developed by the Cogent 2000 team at the 

Functional Imaging Laboratory and the Institute for Cognitive Neuroscience, University 

College, London, UK; http://www.vislab.ucl.ac.uk/cogent.php); questionnaires were 

presented using MATLAB 2016b and Psychophysics Toolbox Version 3 (Brainard, 1997). 

 

For online data collection, SRTT (S4) was coded in Python using PsychoPy 3.2.2. (Peirce et al., 

2019) and administered through the Pavlovia online platform (https://pavlovia.org/); 

questionnaires were distributed via Qualtrics software (Qualtrics, 2005), and the explicit 

memory task was sent to the participants as a .pdf document which they were asked to edit 

according to the instructions provided. 
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2.3 EXPERIMENTAL TASKS  

2.3.1 MOTOR SEQUENCE LEARNING ʹ THE SERIAL REACTION TIME TASK (SRTT) 

The SRTT (Fig.1B) was used to induce and measure motor sequence learning. It was adapted 

from (Cousins et al., 2014a), as described in the previous chapter (Chapter 2). SRTT consists 

of two 12-item sequences of auditorily and visually cued key presses, learned by the 

participants in blocks. The task was to respond to the stimuli as quickly and accurately as 

possible, using index and middle fingers of both hands. The two sequences ʹ A (1ʹ2ʹ1ʹ4ʹ2ʹ

3ʹ4ʹ1ʹ3ʹ2ʹ4ʹ3) and B (2ʹ4ʹ3ʹ2ʹ3ʹ1ʹ4ʹ2ʹ3ʹ1ʹ4ʹ1) ʹ were matched for learning difficulty, 

they did not share strings of more than four items and contained items that were equally 

represented (three repetitions of each). Each sequence was paired with a set of 200 ms-long 

tones, either high (5th octave, A/B/C#/D) or low (4th octave, C/D/E/F) pitched, that were 

counterbalanced across sequences and participants. For each item/trial, the tone was played 

with simultaneous presentation of a visual cue in one of the four corners of the screen. Visual 

cues consisted of neutral faces and objects appearing in the same location regardless of the 

sequences (1 ʹ top left corner = male face, 2 ʹ bottom left corner = lamp, 3 ʹ top right corner 

= female face, 4 ʹ bottom right corner = water tap). Participants were told that the nature of 

the stimuli (faces/objects) was not relevant for the study. Their task was to press the key on 

the keyboard (while in the sleep lab or at home) or on an MRI-compatible button pad (2-

Hand system, NatA technologies, Coquitlam, Canada) (while in the MRI/mock scanner) that 

corresponded to the position of the picture as quickly and accurately as possible: 1 = left 

shift/left middle finger button; 2 = left Ctrl/left index finger button; 3 = up arrow/right middle 

finger button; 4 = down arrow/right index finger button. Participants were instructed to use 

both hands and always keep the same fingers on the appropriate response keys. The visual 

cue disappeared from the screen only after the correct key was pressed, followed by a 300 

ms interval before the next trial. 

 

There were 24 blocks of each sequence (a total of 48 sequence blocks per session). The block 

type was ŝŶĚŝĐĂƚĞĚ�ǁŝƚŚ�͚�͛�Žƌ�͚�͛�ĚŝƐƉůĂǇĞĚ�ŝŶ�ƚŚĞ�ĐĞŶƚƌĞ�ŽĨ�ƚŚĞ�ƐĐƌĞĞŶ͘��ĂĐŚ�ďůŽĐŬ�ĐŽŶƚĂŝŶĞĚ�

three sequence repetitions (36 items) and was followed by a 15 s pause/break, with reaction 

time and error rate feedback. Blocks were interleaved pseudo-randomly with no more than 

two blocks of the same sequence in a row. Participants were aware that there were two 

sequences but were not asked to learn them explicitly. Block order and sequence replayed 

were counterbalanced across participants. 
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During each run of the SRTT, sequence blocks A and B were followed by 4 random blocks 

except for the first half of S1 (to avoid interrupted learning). Random blocks were indicated 

ǁŝƚŚ�͚Z͛�ĂƉƉĞĂƌŝŶŐ�ŝŶ�ƚŚĞ�ĐĞŶƚƌĞ�ŽĨ�ƚŚĞ�ƐĐƌĞĞŶ�ĂŶĚ�ĐŽŶƚĂŝŶĞĚ�ƉƐĞƵĚŽ-randomised sequences. 

For these, visual stimuli were the same and tones matched sequence A tones for half of them 

(Rand_A) and sequence B tones for the other half (Rand_B). Blocks Rand_A and Rand_B were 

alternated, and each contained random sequences constrained by the following criteria: (1) 

cues within a string of 12 items were equally represented, (2) the same cue did not occur in 

consecutive trials, (3) the sequence did not share more than four cues in a row with either 

sequence A or B. 

2.3.2 EXPLICIT MEMORY TASK 

Explicit memory of the SRTT was assessed by a free recall test administered at the end of the 

study (S4). Participants were provided with printed screenshots of sequence A and sequence 

B trials, but the visual cues were removed. They were instructed to mark the order of each 

sequence by drawing an ͚y͛ to indicate cue location. 

2.4 EEG DATA ACQUISITION  

EEG data was acquired with actiCap slim active electrodes (Brain Products GmbH, Gilching, 

Germany). 62 scalp electrodes were embedded within an elastic cap (Easycap GmbH, 

Herrsching, Germany), with the reference electrode positioned at CPz and ground at AFz. 

Electromyogram (EMG) signals were recorded from two electrodes placed on the chin, 

whereas the electrooculogram (EOG) was collected from two electrodes placed below the 

left eye and above the right eye. EEG electrodes layout is presented in Fig.S4. Elefix EEG-

electrode paste (Nihon Kohden, Tokyo, Japan) was applied on each electrode for stable 

attachment and Super-Visc high viscosity electrolyte gel (Easycap GmbH) was used to keep 

impedance below 25 kOhm. Signals were amplified with either two BrainAmp MR plus EEG 

amplifiers or LiveAmp wireless amplifiers and recorded using BrainVision Recorder software 

(all from Brain Products GmbH). 
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2.5 TMR DURING NREM SLEEP 

The TMR protocol was administered as in Chapter 2, using MATLAB 2016b and Cogent 2000. 

Briefly, tones associated with either sequence A or B (counterbalanced across participants) 

were replayed to the participants during stable N2 and N3 (Fig.1C). Replay blocks contained 

one repetition of a sequence (i.e., 12 sounds) and were followed by 20 s of silence. The inter-

trial interval between individual sounds was jittered between 2500 and 3500 ms. Volume 

was adjusted for each participant to prevent arousal. However, upon leaving the relevant 

sleep stage, replay was paused and resumed only when stable N2 or N3 was observed. TMR 

was performed until ~1000 trials were delivered in N3. On average, 1385.20 ± 305.53 sounds 

were played.  

2.6 MRI DATA ACQUISITION 

Magnetic resonance imaging (MRI) was performed at Cardiff University Brain Imaging Centre 

(CUBRIC) with a 3T Siemens Connectom scanner (maximum gradient strength 300 mT/m). All 

scans were acquired with a 32-channel head-coil and lasted ~1 h in total each, with whole-

brain coverage including cerebellum. Apart from the T1w and fMRI scans, the MRI protocol 

also included multi-shell Diffusion-Weighted Imaging and mcDESPOT acquisitions, but these 

are not discussed here.  

2.6.1 T1-WEIGHTED IMAGING 

A high resolution T1w anatomical scan was acquired with a 3D magnetization-prepared rapid 

gradient echoes (MPRAGE) sequence (repetition time [TR] = 2300 ms; echo time [TE] = 2 ms; 

inversion time [TI] = 857 ms; flip angle [FA] = 9°; bandwidth 230 Hz/Pixel; 256 mm field-of-

view [FOV]; 256 x 256 voxel matrix size; 1 mm isotropic voxel size; 1 mm slice thickness; 192 

sagittal slices; parallel acquisition technique [PAT] with in-plane acceleration factor 2 

(GRAPPA); anterior-to-posterior phase-encoding direction; 5 min total acquisition time [AT]) 

at the beginning of each scanning session. 

2.6.2 FUNCTIONAL MRI  

Functional data were acquired with a T2*-weighted multi-band echo-planar imaging (EPI) 

sequence (TR = 2000 ms; TE = 35 ms; FA = 75°; bandwidth 1976 Hz/Pixel; 220 mm FOV; 220 

x 220 voxel matrix size; 2 mm isotropic voxel size; 2 mm slice thickness; 87 slices with a ~25° 
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axial-to-coronal tilt from the anterior ʹ posterior commissure (AC-PC) line and interleaved 

slice acquisition; PAT 2 (GRAPPA); multi-band acceleration factor [MB] 3; anterior-to-

posterior phase-encoding direction; maximum 24 min AT and 720 scans; because the task 

was self-paced the exact AT and the number of scans differed between participants). Each 

fMRI acquisition was preceded by dummy scans to allow for saturation of the MR signal 

before the start of the task. Due to the nature of the task, the fMRI paradigm followed a block 

design consisting of sequence and random blocks (self-paced), alternating with rest blocks 

(15 s) (see section 2.3.1 Motor sequence learning ʹ the serial reaction time task (SRTT)). 

Presentation of the first stimulus in a block was synchronised with the ƐĐĂŶŶĞƌ͛Ɛ trigger signal 

sent upon acquisition of every fMRI volume. Thus, the beginning of the task (i.e., the first 

stimulus of the first block) was triggered by the first fMRI volume acquisition and for that 

reason the initial volumes did not have to be discarded. No online motion correction was 

applied. 

2.6.3 B0 FIELDMAP 

B0-fieldmap was acquired to correct for distortions in the fMRI data caused by magnetic field 

(i.e., B0) inhomogeneities (TR = 465 ms; TE = 4.92 ms; FA = 60°; bandwidth 290 Hz/Pixel; 192 

mm FOV; 192 x 192 voxel matrix size; 3 mm isotropic voxel size; 3 mm slice thickness; 44 

slices with a ~25° axial-to-coronal tilt from the AC-PC line and interleaved slice acquisition; 1 

average; anterior-to-posterior phase-encoding direction; 1 min AT). 

2.7 DATA ANALYSIS 

2.7.1 BEHAVIOURAL DATA 

2.7.1.1 SRTT: REACTION TIME 

SRTT performance was measured using mean reaction time per block of each sequence (cued 

and uncued). Both hands (BH) dataset contained all SRTT trials within each block, except for 

those with reaction time exceeding 1000 ms. Trials with incorrect button presses prior to the 

correct ones were included in the analysis. BH dataset was divided into the right hand (RH) 

dataset and left hand (LH) dataset, where each contained only the trials performed with the 

dominant or non-dominant hand, respectively. For each sequence within a given dataset, the 

mean performance on the 4 target blocks (brown and grey vertical bars in Fig.2A) was 
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subtracted from the mean performance on the 2 random blocks. This allowed us to separate 

sequence learning from sensorimotor mapping and thus obtain a measure of ͚ƐĞƋƵĞŶĐĞ-

specific ƐŬŝůů͛ (SSS). The target blocks were the first 4 sequence blocks, used to calculate early 

SSS, and the last 4 sequence blocks, used to calculate late SSS, as illustrated below: 

 

1. Early SSS = mean (random blocks) ʹ mean (first 4 sequence blocks) 

2. Late SSS = mean (random blocks) ʹ mean (last 4 sequence blocks) 

 

Finally, to obtain a single measure reflecting the effect of TMR on the SRTT performance we 

calculated the difference between the SSS of the cued and uncued sequence and refer to it 

as the ͚ĐƵĞŝŶŐ ďĞŶĞĨŝƚ͛͘ 

2.7.1.2 QUESTIONNAIRES  

PSQI global scores were determined in accordance with the original scoring system (Buysse 

et al., 1989). Answers to the short version of the EHI were scored as in (Veale, 2014) and used 

to obtain laterality quotient for handedness. For results, see Supplementary Notes: 

Questionnaires. 

2.7.1.3 EXPLICIT MEMORY 

Responses on the explicit memory task were considered correct only if they were in the 

correct position within the sequence and next to at least one other correct item, hence 

reducing the probability of guessing (Cousins et al., 2014a). The number of items guessed by 

chance was determined for each participant by taking an average score of 10 randomly 

generated sequences. To test if the explicit memory was formed, the average chance level 

across all participants was compared with the average number of correct items for each 

sequence. For results, see Supplementary Notes: Explicit memory task and Fig.S5. 

2.7.2 EEG DATA ANALYSIS 

All EEG data were analysed in MATLAB 2018b using FieldTrip Toolbox (Oostenveld et al., 

2011). 

  



Chapter 3  Functional and structural plasticity post-TMR 

 112 

2.7.2.1 SLEEP SCORING 

EEG signal recorded throughout the night at eight scalp electrodes (F3, F4, C3, C4, P3, P4, O1, 

O2), two EOG and two EMG channels was pre-processed and re-referenced from CPz to the 

mastoids (TP9, TP10). For two participants, the right mastoid channel (TP10) was deemed 

noisy through visual inspection and had to be interpolated based on its triangulation-based 

neighbours (TP8, T8, P8), before it could be used as a new reference. The data was scored 

according to the AASM criteria (Berry et al., 2015) by two independent sleep scorers who 

were blind to the cue presentation periods. Sleep scoring was performed using a custom-

made interface (https://github.com/mnavarretem/psgScore). 

2.7.2.2 SPINDLES ANALYSIS 

The relationship between sleep spindles and behavioural measures was assessed using 8 

electrodes located over motor areas: FC3, C5, C3, C1, CP3, FC4, C6, C4, C2, CP4. However, for 

visualisation purposes (Fig.4A), the remaining electrodes in the International 10-20 EEG 

system were also analysed as described below. First, raw data from these channels were 

down-sampled to 250 Hz (for them to be comparable between the two EEG data acquisition 

systems) and filtered by Chebyshev Type II infinite impulse response (IIR) filter (passband: f 

= [0.3 ʹ 35] Hz; stopband: f < 0.1 Hz & f > 45 Hz). All channels were visually inspected, and 

the noisy ones were interpolated via triangulation of their nearest neighbours. As a final pre-

processing step, we re-referenced the data from CPz to the mastoids (TP9, TP10). A spindle-

detection algorithm (Navarrete et al., 2020) was then employed to automatically identify 

sleep spindles (11 ʹ 16 Hz). Briefly, the data were filtered in a sigma band by the IIR filter 

(passband: f = [11 ʹ 16] Hz; stopband: f < 9 Hz & f > 18 Hz) and the root mean squared (RMS) 

of the signal was computed using a 300 ms time window. Any event that surpassed the 86.64 

percentile (1.5 SD, Gaussian distribution) of the RMS signal was considered a candidate 

spindle. To fit the spindle detection criteria (Iber et al., 2007), only the events with unimodal 

maximum in the 11 ʹ 16 Hz frequency range in the power spectrum, duration between 0.5 

and 2.0 s and at least 5 oscillations were regarded as sleep spindles (Navarrete et al., 2020). 

 

Any identified spindles that fell (partly or wholly) within a period that had been previously 

marked as an arousal during sleep scoring were removed. The remaining spindles were 

separated into those that fell within the cue and no-cue periods. We define the cue period 

as the 3.5 s time interval after the onset of each tone. Since 3.5 s was the longest inter-trial 

interval allowed, the cue period essentially covered the time interval from the onset of the 
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first tone in a sequence to 3.5 s after the onset of the last one. In turn, the no-cue period 

covered the time interval between sequences, i.e., from 3.5 to 20.0 s after the onset of the 

last tone in a sequence. If a spindle fell between the cue and no-cue period, that spindle was 

removed from further analysis. Thus, only spindles that fell wholly within the cue or no-cue 

period were included in the analysis. 

 

Spindle density was calculated by dividing the number of spindles at each electrode and in 

each period of interest (cue period during target sleep stage, no-cue period during target 

sleep stage) by the duration (in minutes) of that period. 

2.7.3 MRI DATA ANALYSIS 

MRI data were pre-processed using Statistical Parametric Mapping 12 (SPM12; Wellcome 

Trust Centre for Neuroimaging, London, UK), running under MATLAB 2018b. 

2.7.3.1 FMRI 

PRE-PROCESSING 

Functional data pre-processing consisted of (1) B0-fieldmap correction using ^WD͛Ɛ fieldmap 

toolbox (Jezzard & Balaban, 1995); (2) realignment to the mean of the images using a least-

squares approach and 6 parameter rigid body spatial transformation to correct for 

movement artifact (Friston et al., 1995); (3) co-registration with the ƉĂƌƚŝĐŝƉĂŶƚƐ͛ individual 

structural image using rigid body model (Collignon et al., 1995); (4) spatial normalisation to 

Montreal Neurological Institute brain (MNI space) via the segmentation routine and 

resampling to 2 mm voxels with a 4th degree B-spline interpolation (Ashburner & Friston, 

2005); (5) smoothing with 8 mm full-width half maximum (FWHM) Gaussian kernel in line 

with the literature (Cousins et al., 2016). All steps were performed as implemented in SPM12. 

B0-fieldmap correction step was omitted for one participant (n = 1) due to technical issues 

during B0-fieldmap acquisition. No scans had to be excluded due to excessive movement 

(average translations < 3.3 mm, average rotations < 0.03°). 

SINGLE SUBJECT LEVEL ANALYSIS 

Subject-level analysis of the fMRI data was performed using a general linear model (GLM) 

(Friston et al., 1994), constructed separately for each participant and session. Each block type 

(cued sequence, uncued sequence, cued random, uncued random) as well as the breaks 
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between the blocks were modelled as five separate, boxcar regressors; button presses were 

modelled as single events with zero duration. All of these were temporally convolved with a 

canonical hemodynamic response function (HRF) model embedded in SPM, with no 

derivatives. To control for movement artifacts, the design matrix also included six head 

motion parameters, generated during realignment, as non-convolved nuisance regressors. A 

high-pass filter with a cut-off period of 128 s was implemented in the matrix design to remove 

low-frequency signal drifts. Finally, serial correlations in the fMRI signal were corrected for 

using a first-order autoregressive model during restricted maximum likelihood (REML) 

parameter estimation. Contrast images were obtained for each block type of interest ([cued 

sequence] and [uncued sequence]), as well as for the difference between the two ([cued > 

uncued]). The resulting parameter images, generated per participant and per session using a 

fixed-effects model, were then used as inputs for the group-level (i.e., random effects) 

analysis. Contrast images for the difference between sequence and random blocks were not 

generated due to the unequal number of each block type performed in the scanner (2 

random blocks vs 24 sequence blocks, per session). This, however, was in accordance with 

the literature (Cousins et al., 2016). 

2.7.3.2 VBM 

PRE-PROCESSING 

Pre-processing of T1w images was performed in keeping with (Ashburner, 2010) 

recommendations. Images were first segmented into three tissue probability maps (grey 

matter, GM; white matter, WM; cerebrospinal fluid, CSF), with two Gaussians used to model 

each tissue class, very light bias regularisation (0.0001), 60 mm bias FWHM cut-off and 

default warping parameters (Ashburner & Friston, 2005). Spatial normalisation was 

performed with DARTEL (Ashburner, 2007), where the GM and WM segments were used to 

create customised tissue-class templates and to calculate flow fields. These were 

subsequently applied to the native GM and WM images of each subject to generate spatially 

normalised and Jacobian scaled (i.e., modulated) images in the MNI space, resampled at 1.5 

mm isotropic voxels. The modulated images were smoothed with an 8 mm FWHM Gaussian 

kernel, in line with the fMRI analysis. To account for any confounding effects of brain size we 

estimated the total intracranial volume (ICV) for each participant at each time point by 

summing up the volumes of the GM, WM, and CSF probability maps, obtained through 

segmentation of the original images. The GM and WM images were then proportionally 
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scaled to the ICV values by means of dividing intensities in each image by the ŝŵĂŐĞ͛Ɛ global 

(i.e., ICV) value before statistical comparisons. 

2.7.4 STATISTICAL ANALYSIS 

All tests conducted were two-tailed, with the significance threshold set at 0.05. For 

behavioural and EEG data analyses, normality assumption was checked using Shapiro-Wilk 

test. To compare two related samples, we used paired-samples t-test or Wilcoxon signed-

rank test, depending on the Shapiro-Wilk test result. Results are presented as mean 

± standard error of the mean (SEM), unless otherwise stated. 

2.7.4.1 BEHAVIOURAL DATA 

Statistical analysis of the behavioural data was performed in R (R Core Team, 2012) or SPSS 

Statistics 25 (IBM Corp., Armonk, NY, USA) as before (Chapter 2). Each dataset (LH, RH, BH) 

was analysed separately. 

To assess the relationship between TMR, SSS and Session we used linear mixed effects 

analysis performed on S2-S4, using lme4 package (Bates et al., 2015) in R. We chose linear 

mixed effects analysis to avoid listwise deletion due to missing data at S3 and S4 and to 

account for the non-independence of multiple responses collected over time. TMR and 

Session were entered into the model as categorical (factor) fixed effects without interaction 

and random intercept was specified for each subject. The final models fitted to the BH, LH 

and RH datasets were as follows: 

> model = lmer(early SSS ~ Session + TMR + (1|Participant), data=dataset) 

> model = lmer(late SSS ~ Session + TMR + (1|Participant), data=dataset) 

To test for the effect of hand, LH and RH datasets were combined and ͚ŚĂŶĚ͛ (factor) was 

added as an additional fixed effect: 

> model = lmer(early SSS ~ Session + TMR + Hand + (1|Participant), data=dataset) 

> model = lmer(late SSS ~ Session + TMR + Hand + (1|Participant), data=dataset) 

 

Finally, to explore how the TMR effect evolves from S2 to S4, we entered cueing benefit 

(calculated using the late SSS data given no TMR effect on the early SSS) as the dependent 

variable and the number of days post-TMR ;͚ƚŝŵĞ͕͛ integer) as a fixed effect in the following 

model: 
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> model = lmer(CueingBenefit ~ Time + (1|Participant), data=dataset) 

To test for the effect of hand, LH and RH datasets were combined as before: 

> model = lmer(CueingBenefit ~ Time + Hand + (1|Participant), data=dataset) 

 

Likelihood ratio tests comparing the full model against the model without the effect of 

interest were performed using the ANOVA function in R to obtain p-values. Post-hoc pairwise 

comparisons were conducted using the emmeans package (Lenth et al., 2019) in R and 

corrected for multiple comparisons with ,Žůŵ͛Ɛ method. Effect sizes were calculated with 

the emmeans package as well.  

2.7.4.2 EEG DATA 

Statistical analysis of the EEG data was performed in R (R Core Team, 2012) or SPSS Statistics 

25 (IBM Corp., Armonk, NY, USA). Each stimulation period (cue vs no-cue) and sleep stage 

(N2, N3, N2 and N3 combined) was analysed separately.  

Correlations between our behavioural measures and EEG results were assessed with 

WĞĂƌƐŽŶ͛Ɛ�ĐŽƌƌĞůĂƚŝŽŶ�Žƌ�^ƉĞĂƌŵĂŶ͛Ɛ�ZŚŽ�;ĚĞƉĞŶĚŝŶŐ�ŽŶ�ƚŚĞ�^ŚĂƉŝƌŽ-Wilk test result), using 

cor.test function in the R environment. Any datapoint that was both (1) more than 1.5 IQRs 

below the first quartile or 1.5 IQRs above the third quartile, and (2) deemed an outlier 

through visual inspection, was removed from the dataset prior to correlational analysis. False 

discovery rate (FDR) correction was used to correct for multiple correlations (q < 0.05) 

(Benjamini & Hochberg, 1995). FDR corrections were based on 3 correlations, given the 3 

experimental sessions of interest (S2, S3, S4).  

2.7.4.3 MRI DATA 

Group level analysis of the MRI data was performed either in a Multivariate and Repeated 

Measures (MRM) toolbox (https://github.com/martynmcfarquhar/MRM) or in SPM12, both 

running under MATLAB 2018b. All tests conducted were two-tailed, testing for both positive 

and negative effects. Results were voxel-level corrected for multiple comparisons by family 

wise error (FWE) correction for the whole brain and for the pre-defined anatomical regions 

of interest (ROI), with the significance threshold set at pFWE < 0.05. For the analysis performed 

in MRM, p-values were derived from 1,000 permutations, with tŝůŬ͛Ɛ� ůĂŵďĚĂ�ƐƉĞĐŝĨŝĞĚ�ĂƐ�

the test statistic. Pre-defined ROI included (1) bilateral precuneus, (2) bilateral hippocampus 

and parahippocampus, (3) bilateral dorsal striatum (putamen and caudate), (4) bilateral 
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cerebellum, (5) bilateral sensorimotor cortex (precentral and postcentral gyri). All ROI were 

selected based on their known involvement in sleep-dependent procedural memory 

consolidation (Albouy et al., 2013b; Debas et al., 2010; Fischer, 2005; Walker et al., 2005) and 

memory reactivation (Brodt et al., 2018; Cousins et al., 2016; Maquet et al., 2000; Rasch et 

al., 2007; van Dongen et al., 2012). A mask for each ROI was created using an Automated 

Anatomical Labeling (AAL) atlas in the Wake Forest University (WFU) PickAtlas toolbox 

(Maldjian et al., 2003). Anatomical localisation of the significant clusters was determined 

with the automatic labelling of MRIcroGL (https://www.nitrc.org/projects/mricrogl/) based 

on the AAL atlas. All significant clusters are reported in tables, but only those with an extent 

equal to or above 5 voxels are discussed in text and presented in figures. 

FMRI DATA 

To test the effect of TMR on the post-stimulation sessions (S2-S3), one-dimensional contrast 

images for the [cued] and [uncued] blocks of each session were entered into a repeated-

measures TMR-by-Session ANOVA performed in the MRM toolbox. 

To compare functional brain activity during the cued and uncued sequence we carried out 

one-way t-tests on the [cued > uncued] contrast for S2 (n = 28) and S3 (n = 24) in SPM12. To 

determine the relationship between the TMR-related functional activity and other factors, 

we included the behavioural cueing benefit for the BH dataset at different time points (S2, 

S3, S4) as covariates in separate comparisons. Finally, to investigate fMRI changes over time, 

images from consecutive sessions were subtracted from one another, resulting in three 

subtraction images per subject (S1-S2, n = 28; S2-S3, n = 22; S1-S3, n = 24). We then 

performed the one-way t-tests as before (either with or without a covariate of interest). 

VBM DATA 

Group-level analysis of the structural images was performed separately for GM and WM. 

First, the pre-processed and proportionally scaled images from consecutive sessions were 

subtracted from one another as for fMRI (S1-S2, n = 30; S2-S3, n = 24; S1-S3, n = 24). To 

determine the relationship between the longitudinal brain changes and other factors, one-

sample t-tests were computed in SPM12, with covariates of interest added one at a time. 

The covariates of interest were the behavioural cueing benefit for the BH dataset at a chosen 

time point (S2, S3, S4). Sex was always specified as a covariate of no interest (nuisance 

covariate) to control for differences between males and females. Finally, the SPM12 tissue 
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probability maps of GM and WM were thresholded at 50% probability and the resulting 

binary masks were used in the analyses of the relevant tissue (Ceccarelli et al., 2012). 

2.7.4.4 MEDIATION ANALYSIS 

To determine the relationship between VBM, fMRI and behavioural measures, we conducted 

mediation effect parametric mapping based on a standard 3-variable path model (Baron & 

Kenny, 1986) with a bootstrap test (5,000 bootstrapped samples) for the statistical 

significance of the indirect effect (Tibshirani & Efron, 1993). The mediation analysis was 

performed using PROCESS macro for SPSS (Hayes, 2014). Cueing benefit at S4 was entered as 

the dependent variable, the average GM volume within the significant cluster from the 

[[ο�GM volume from S1 to S3 * cueing benefit at S4] contrast (i.e., precentral gyrus, pFWE < 

0.05, ROI corrected) was entered as the independent variable and the functional activity 

within the significant cluster from the [(cued > uncued) * cueing benefit at S4] contrast (i.e., 

postcentral gyrus, pFWE < 0.05, ROI corrected) was entered as the mediator. All variables were 

standardised prior to entering in the mediation analysis. The percentage mediation denotes 

the ratio between the indirect effect and the total effect. Finally, a Sobel test (Sobel, 1982) 

was conducted to further demonstrate the significance using an interactive calculator tool 

for a mediation test (Preacher & Leonardelli, 2001; Preacher & Kelley, 2011). 

2.8 RESULTS PRESENTATION 

Plots displaying behavioural results, pairwise comparisons and relationships between two 

variables were generated using ggplot2 (version 3.3.0) (Wickham, 2009) in R. Fig.4A was 

generated using ft_topoplotER function in FieldTrip Toolbox (Oostenveld et al., 2011). Fig.1, 

Fig.7, Fig.S3 and Fig.S4 were created in Microsoft PowerPoint v16.53. MRI results are 

presented using MRIcroGL, displayed on the MNI152 standard brain (University of South 

Carolina, Columbia, SC), except Fig.S1 and Fig.S2 which were generated by SPM12 (Wellcome 

Trust Centre for Neuroimaging, London, UK). 

2.9 DATA AND CODE AVAILABILITY 

All data collected during the study, scripts that delivered experimental tasks and codes used 

to conduct the analyses are publicly available at: 

https://osf.io/y43sb/?view_only=8b18dd7984e94c629274bbf427fb90be. 
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3 RESULTS 

3.1 SRTT 

3.1.1 REACTION TIME AND SEQUENCE SPECIFIC SKILL 

Analysis of baseline SRTT performance indicated that participants learned both sequences 

before sleep and confirmed that any post-sleep differences between the sequences can be 

regarded as the effect of TMR (see Supplementary Notes: Baseline SRTT performance and 

Table S1). Fig.2A shows the mean reaction time (± SEM) for both hands (BH) trials of each 

SRTT block over the whole length of the study. 

 

 
Fig. 2. A single night of TMR benefits procedural memories up to 20 days later. (a) Mean reaction time for both 

hands trials of the cued sequence (blue), uncued sequence (red) and random blocks (green and orange) of the SRTT 

performed before sleep (S1), 24 h post-TMR (S2), 10 days post-TMR (S3) and 20 days post-TMR (S4). Error bars 

depict SEM. Vertical bars mark the first (brown) and last (grey) four sequence blocks used to determine early and 

late sequence specific skill (SSS), respectively. Blue dashed rectangle frames mark the SRTT blocks performed 

during fMRI acquisition. (b-d) Mean late SSS for the cued (blue dots) and uncued (red dots) sequence plotted 

against experimental sessions (S1-S4). Both hand trials (b), left-hand trials (c) and right-hand trials (d) are shown 
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separately. Error bars depict SEM. Grey lines represent individual participants. For (a-d): n = 30 for S1-S2, n = 25 

for S3, n = 24 for S4. S1-4: Session 1-4; RT: reaction time; SSS: Sequence Specific Skill. **p < 0.001; *p < 0.05; ns±: 

non-significant trend (p = 0.060); ns: non-significant; p-values uncorrected; when adjusted for multiple 

compĂƌŝƐŽŶƐ�ƵƐŝŶŐ�,Žůŵ͛Ɛ�ĐŽƌƌĞĐƚŝŽŶ�ƚŚĞ�ĞĨĨĞĐƚ�ŽĨ�dDZ�Ăƚ�^ϰ�ƌĞŵĂŝŶĞĚ�ƐŝŐŶŝĨŝĐĂŶƚ�ŽŶůǇ�ĨŽƌ�;�Ϳ�ĂŶĚ�;�Ϳ�;ďůĂĐŬ�ΎͿ�ďƵƚ�

not for (C) (grey *). 

 

Post-sleep SRTT re-test sessions occurred 24.67 h (SD: 0.70) (S2), 10.48 days (SD: 0.92) (S3), 

and 20.08 days (SD: 0.97) (S4) after session 1 (S1). SRTT performance was measured by 

subtracting the mean reaction time on the last or first four blocks of each sequence from that 

of the random blocks, thereby providing a measure of both late and early sequence specific 

skill (SSS). To test the effect of cueing on the SSS (either early or late) over time we fitted a 

linear mixed effects model to each dataset (both hands, BH; left hand, LH; right hand, RH) 

separately, with TMR and session entered as fixed effects, and participant entered as a 

random effect. Results of all the likelihood ratio tests comparing the full model against the 

model without the fixed effect of interest are shown in Table S2A-C. 

 

The linear mixed effect analysis revealed a main effect of session on both early (X2(2) = 

175.77, p < 0.001; Table S2Ai) and late SSS (X2(2) = 93.04, p < 0.001; Table S2Aii) for the BH 

dataset, with similar results for the LH (Table S2B) and RH datasets (Table S3C). Post-hoc 

comparisons showed a difference between subsequent sessions (S2 vs S3, S3 vs S4) (padj < 

0.002; Table S3), suggesting continuous learning over time. All padj values are Holm-corrected. 

 

Inclusion of TMR as a fixed effect in the BH dataset improved model fit across all sessions 

(S2-S4) for late SSS (X2(1) = 11.01, p = 0.001; Table S2Aii), but not early SSS (X2(1) = 1.55, p = 

0.214; Table S2Ai). Similar results were revealed for LH (Table S2B) and RH datasets (Table 

S3C). Thus, the linear mixed effects analysis points to a main effect of TMR on the late SSS 

across all post-stimulation sessions. Given our previous findings on this task (Chapter 2), we 

expected better performance on the cued sequence at S3 (10 days post-stimulation) but 

wanted to determine if this TMR benefit (i.e., the difference between the SSS of the two 

sequences) persists until S4 (20 days post-stimulation). Likewise, we also aimed to probe if 

the TMR benefit emerges at S2 (24 h post-stimulation) as other studies would suggest 

(Cousins et al., 2016), or whether it is non-significant at that time point (as in Chapter 2). 

Hence, we performed post-hoc comparisons to reveal the session(s) during which late SSS 

differed between the two sequences. Contrary to our expectations, we found a significant 

difference between the cued and uncued sequence performance at S4 (padj = 0.004) but not 

at S2 (padj = 0.282) or S3 (padj = 0.282) for the BH dataset (Table S4A, Fig.2B). Similar results 
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were found for the RH dataset (S2: padj = 0.163; S3: padj = 0.119; S4: padj = 0.001; Table S4C, 

Fig.2D). However, for the LH dataset, the TMR benefit at S4 (puncorr = 0.040) did not survive 

Holm correction (S4: padj = 0.121; S2: padj = 0.421; S3: padj = 0.890) (Table S4B, Fig.2C). 

Together, these findings point to a main effect of TMR across all post-stimulation sessions, 

with the difference between the cued and uncued sequence being the strongest 20 days 

post-TMR, particularly for the dominant hand. Nevertheless, it is worth noting that although 

we do report a main effect of hand on the SSS (better performance for the dominant hand; 

p < 0.001), there was no interaction between hand and TMR (p > 0.05). 

3.1.2 CUEING BENEFIT ACROSS TIME 

To explore how the TMR effect evolves over time, we calculated the difference between late 

SSS of the cued and uncued sequence for each session, which we refer to as the (late) cueing 

benefit. Next, we used a linear mixed effects analysis to determine if the cueing benefit 

changes with post-stimulation time. Inclusion of the number of days post-TMR as the fixed 

ĞĨĨĞĐƚ� ŝŵƉƌŽǀĞĚ�ŵŽĚĞů� Ĩŝƚ�ŽŶ�ƚŚĞ�ĞǆƚĞŶƚ�ŽĨ�ĐƵĞŝŶŐ�ďĞŶĞĨŝƚ� ĨŽƌ��,� ;ʖϮ;ϮͿ�с�ϯ͘ϵϳ͕�Ɖ�с�Ϭ͘Ϭϰϲ͖�

Fig.3A) and RH datasĞƚ�;ʖϮ;ϮͿ�с�ϲ͘ϱϴ͕�Ɖ�с�Ϭ͘ϬϭϬ͖�&ŝŐ͘ϯ�Ϳ͕�ďƵƚ�ŶŽƚ�ĨŽƌ�>,�ĚĂƚĂƐĞƚ�;ʖϮ;ϮͿ�с�Ϭ͘ϳϰ͕�

p = 0.391; Fig.3B) (Table S5). Interestingly, there was neither a main effect of hand nor an 

interaction between hand and session (p > 0.05; Table S5D). These results suggest that the 

effects of TMR develop in a gradual time-dependent manner. 

 

 
Fig. 3. Cueing benefit over time. Mean late SSS of the uncued sequence subtracted from the cued sequence for 

both hands (a), left hand (b) and right hand (c), plotted over time (number of days post-TMR). The effect of time 

was significant for both-hands dataset and right-hand dataset. Blue dots represent mean ± SEM calculated for S2, 

S3 and S4. Grey lines represent cueing benefit for each subject. N = 30 for S2, n = 25 for S3; n = 24 for S4. S2-S4: 

Session 2-4. 
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3.2 CORRELATIONS WITH SLEEP STAGES 

To determine the relationship between sleep parameters derived from sleep stage scoring 

(Table S6) and the behavioural effect of our manipulation, we correlated the percentage of 

time spent in stage 2 (N2) and stage 3 (N3) of NREM sleep (the two target stages for our 

stimulation) with the cueing benefit at each session (S2, S3, S4) and for each dataset (BH, LH, 

RH) separately. Results are presented in Table S7, with no correlation surviving FDR 

correction (padj > 0.05). 

3.3 SLEEP SPINDLES 

Given the well-known involvement of sleep spindles in motor sequence memory 

consolidation (Boutin & Doyon, 2020), we set out to describe electrophysiological changes 

within the spindle frequency in relation to the cueing procedure. The average spindle density 

over the task related regions was higher in N2 than in N3 during both the cue period (0-3.5 s 

after cue onset; t(28) = 4.48, p < 0.001) and the no-cue period (3.5-20 s after the onset of the 

last cue in the sequence; t(28) = 4.23, p < 0.0001) (paired-samples t-test). Next, we compared 

spindle density over left and right motor areas during N2 and N3 combined. The analysis 

revealed higher spindle density over the left versus right motor areas for the cue period (t(28) 

= 2.59, p = 0.015) but not for the no-cue period (t(28) = 1.98, p = 0.057) (paired-samples t-

test). As in the previous chapter (Chapter 2), we also found that the average spindle density 

during the cue period was higher than during the no-cue period (t(28) = 4.37, p < 0.001; 

paired-samples t-test, Fig.4A-B), suggesting that cueing may elicit sleep spindles. Spindle 

density and the number of spindle events during each period and sleep stage are summarised 

in Table S8. 

 

 
Fig. 4. Spindle density increases immediately upon cue onset. (a) Topographic distribution of spindle density 

(spindles per min) in the cue (left) and no-cue (right) period of NREM sleep (N2 and N3 combined). Motor channels 
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in white. (b) Spindle density averaged over motor channels during the cue period was higher than during the no-

cue period. Blue dots represent mean ± SEM. Grey lines represent individual subjects. *** p = 0.001. N2-N3: stage 

2 ʹ stage 3 of NREM sleep. n = 29. 

 

Spindle-related changes over brain regions involved in learning (Cox et al., 2014) often 

predict behavioural performance (Barakat et al., 2013). However, we found no correlation 

between spindle density averaged over bilateral motor regions and cueing benefit for the BH 

dataset (padj > 0.05, Table S9). 

3.4 TMR-RELATED CHANGES IN FMRI RESPONSE 

We next examined BOLD responses to the cued and uncued sequence over time. To test our 

hypothesis that procedural memory cueing during sleep would engender learning-related 

changes within precuneus, we performed a TMR-by-Session ANOVA of the fMRI data 

acquired during sequence performance at S2 and S3. In line with our hypothesis, the analysis 

revealed increased activity in the precuneus (right precuneus, 8, -72, 58) for the main effect 

TMR (cued vs uncued sequence across S2 and S3) (peak F = 22.67, p = 0.032; Table S10A). We 

have previously shown cueing-related functional activity the morning after TMR (Cousins et 

al., 2016). Similarly, microstructural plasticity and functional engagement of posterior 

parietal cortex (PPC) has been detected relatively quickly after learning (Brodt et al., 2018). 

Thus, we expected functional activity changes at S2. Indeed, one-way t-tests on the [cued > 

uncued] contrast revealed increased activity in the dorsal-anterior subregion of left 

precuneus (-9, -62, 66) 24 h post-TMR (peak T = 4.79, p = 0.020; Fig.5A-B, Table S10B, Fig.S1A). 

Given our behavioural findings at S4, we also sought to determine if a TMR effect could be 

detected in fMRI data at S3, but no difference between cued and uncued activity was found 

at this time point (p > 0.05). These results show that TMR alters functional activity in 

precuneus, with the TMR-related increase in functional response apparent relatively quickly 

(i.e., 24 h) post-stimulation. 

 

Next, we looked for a relationship between post-sleep performance improvements and brain 

activity changes, as shown previously (Albouy et al., 2013b; Debas et al., 2010; Shanahan et 

al., 2018). Thus, we analysed the same [cued > uncued] contrast again, both for each session 

and for changes between sessions (S1 < S2, S2 < S3, S1 < S3). This time we included three 

regressors in separate models: behavioural cueing benefit at S2, S3 and S4 for the BH dataset. 

All clusters significant at pFWE < 0.05 are reported in Table S10 D-F. As expected, when 



Chapter 3  Functional and structural plasticity post-TMR 

 124 

examining the cueing benefit at S2 as a regressor [(cued > uncued) * cueing benefit at S2] we 

found a TMR-related functional increase at S2 in left dorsal-posterior precuneus (-4, -78, 46; 

peak T = 5.18, p = 0.009; Fig.5C-D, Table S10Di, Fig.S1B). Interestingly, a ventral subregion of 

left precuneus (-2, -54, 10) showed a decreased response to TMR from S2 to S3 when 

considering behavioural cueing benefit at S4 as a regressor in the [ο(cued > uncued) from S2 

to S3] contrast (peak T = 6.66, p = 0.002; Fig.5E-F, Table S10Ei, Fig.S1C). Taken together, these 

results suggest that activity in dorsal precuneus 24 h post-encoding predicts behavioural 

effects of cueing in the short-term. However, longer-term benefits of cueing appear to be 

associated with an eventual decrease in response of the ventral precuneus. 
 

 
Fig. 5. TMR-related functional activity in precuneus. (a-b) TMR-dependent increase in left precuneus activity 24 h 

post-stimulation. (c-d) Activity for the [cued > uncued] contrast in the left precuneus at S2 is positively associated 

with behavioural cueing benefit at the same time point. (e-f) Change in activity from S2 to S3 for the [cued > 

uncued] contrast in the left precuneus is negatively associated with behavioural cueing benefit at S4. (a, c, e) 

Group level analysis. In red/green, colour-coded t-values for each contrast thresholded at a significance level of 

pFWE < 0.05, corrected for multiple voxel-wise comparisons within a pre-defined ROI for bilateral precuneus. 

Increased activity shown in red; decreased activity shown in green. In gold, colour-coded t-values for each contrast 
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thresholded at a significance level of p < 0.001, uncorrected and without masking. Results are overlaid on a 

Montreal Neurological Institute (MNI) brain. Note that although the significant clusters in (a), (c) and (e) all fall 

within the Automated Anatomical Labeling (AAL) definition of precuneus, the peak coordinates are different (see 

Table S10, Bi, Di, Ei). (b, d, f) Mean functional activity extracted from clusters significant at pFWE < 0.05 shown in 

(a, c, e). The scatterplots are presented for visualisation purposes only and should not be used for statistical 

inference. (b) Red dots represent group mean ± SEM. Grey lines represent individual subjects. (d, f) Each data point 

represents a single participant. arb. u.: arbitrary units; S2-4: Session 2-4; n = 28 for (a-d), n = 21 for (e-f). 

 

In addition to precuneus, the cueing benefit at S4 regressor showed a positive relationship 

with TMR-related functional activity [(cued > uncued) * cueing benefit at S4] in the right 

postcentral gyrus at S3 (58, -18, 38; peak T = 5.50, p = 0.022; Fig.6A-B, Table S10Fi, Fig.S1D). 

This suggests that the way TMR impacts on activation of primary somatosensory cortex 

10 days post-encoding may underpin the long-term behavioural effects of this cueing. 

 

 
Fig. 6. Functional activity and structural brain changes are associated with long-term cueing benefit. (a-b) 

Activity for the [cued > uncued] contrast in the right postcentral gyrus at S3 is positively associated with 

behavioural cueing benefit at S4. (c-d) Grey matter volume in the right precentral gyrus at S3 relative to S1 is 

positively associated with behavioural cueing benefit at S4. (a, c) Group level analysis. In red, colour-coded t-values 

for increased fMRI activity (a) and grey matter volume (c), both thresholded at a significance level of pFWE < 0.05, 
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corrected for multiple voxel-wise comparisons within a pre-defined ROI for bilateral sensorimotor cortex. In gold, 

colour-coded t-values for increased fMRI activity (a) and grey matter volume (c), both thresholded at a significance 

level of p < 0.001, uncorrected and without masking. Results are overlaid on a Montreal Neurological Institute 

(MNI) brain. Colour bars indicate t-values. (b, d) Mean functional activity (b) and grey matter volume (d) extracted 

from clusters significant at pFWE < 0.05 shown in (a, c). The scatterplots are presented for visualisation purposes 

only and should not be used for statistical inference. Each data point represents a single participant. arb. u.: 

arbitrary units; GM: grey matter; S1-4: Session 1-4; n = 23. 

3.5 TMR-RELATED STRUCTURAL PLASTICITY 

To determine whether the behavioural effects of TMR were associated with volumetric 

changes, we performed voxel-based morphometry (VBM) analysis of the T1w scans. We thus 

carried out one-way t-tests on the subtraction images obtained for different time periods (S1 

< S2, S2 < S3, S1 < S3), with behavioural regressors added as before. All clusters significant at 

pFWE < 0.05 are reported in Table S11. When considering cueing benefit at S4 as a regressor 

we found a positive correlation with grey matter (GM) volume change from S1 to S3 [ο�GM 

volume from S1 to S3 * cueing benefit at S4] in the right precentral gyrus (42, -2, 45; peak T 

= 6.21, p = 0.020; Fig.6C-D, Table S11A, Fig.S2A). No correlations with volumetric changes 

were revealed in white matter. This is consistent with our fMRI finding (Fig.6A-B) and 

suggests that the time-dependent change in GM volume within a sensorimotor structure 

predicts long-term behavioural effects of cueing. 

3.6 MEDIATION ANALYSIS 

Having found that cueing benefit at S4 is associated with both TMR-related fMRI increase in 

right postcentral gyrus at S3 (Fig.6A-B) and GM volume increase from S1 to S3 in right 

precentral gyrus (Fig.6C-D), we set out to test for a mediation effect of the fMRI result on the 

relationship between the VBM result and behavioural cueing benefit. We reasoned that the 

early structural changes we observed may be shaping later functional changes in task-

relevant areas, which in turn may be a direct driver of long-term cueing benefit. In line with 

our hypothesis, we found evidence for a significant mediation effect (Fig.7, 1-step mediation, 

ɴ = 0.336, 95% CI = [0.146 ʹ 0.604], indirect effect explaining 56% of total effect; Sobel test, 

Z = 2.32, p = 0.020). Furthermore, given that the direct effect was not significant (ɴ = 0.597, 

p = 0.088; 95% CI: [-0.043 ʹ 0.564]), we argue that the mediation is indirect-only (Zhao et al., 

2010). Thus, our results suggest that GM change within the primary motor cortex drives the 

functional activity within the primary somatosensory cortex and thereby leads to the 

behavioural effects. 
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Fig. 7. Results of mediation analysis. The diagram depicts standardised regression coefficients (ɴ) for the 

relationship between the VBM result ([ο�GM volume from S1 to S3 * cueing benefit at S4] contrast) and cueing 

benefit at S4, mediated by the fMRI finding ([cued > uncued * cueing benefit at S4]). The associated standard error 

estimates (SE) are in parenthesis. Parameter estimates for the indirect effect were computed for 5000 

bootstrapped samples. Total effect explained 36% of the variance in behavioural cueing benefit and was significant 

(p = 0.003; 95% CI: [0.233- 0.961]). Mediated model explained 68% of the variance. GM: grey matter; S4: Session 

4. *p < 0.05. n = 23. 

4 DISCUSSION 

In this study we aimed to determine if repeated reactivation of a motor memory trace during 

sleep engenders learning-related changes within the PPC and sensorimotor areas. To this 

end, we tested the temporal dynamics of the TMR-related changes across structural, 

functional, electrophysiological, and behavioural measures. Firstly, we showed a main effect 

of TMR on the SRTT performance across all post-stimulation sessions, with the biggest 

difference between the cued and uncued sequence emerging 20 days post-stimulation. 

In line with our hypothesis, dorsal precuneus showed a functional response that was both 

related to the manipulation and predicted its behavioural effects the next day. However, over 

time, both functional disengagement in the ventral subregion of precuneus and an increase 

in functional activity and volumetric grey matter in somatosensory and motor regions 

predicted the long-term behavioural benefit of our manipulation.  
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4.1 TMR BENEFITS PROCEDURAL MEMORIES UP TO 20 DAYS POST-
MANIPULATION 

The strongest behavioural difference between the cued and uncued sequence occurred 20 

days post-manipulation, suggesting that the benefits of cueing may last longer than 

previously believed. This is especially true given that neither object-location (Shanahan et al., 

2018) nor emotional (Groch et al., 2017a) memory seems to benefit from the manipulation 

even a week later. One-week-later effects of TMR have been reported for implicit biases (Hu 

et al., 2015), but this failed to replicate (Humiston & Wamsley, 2019). Our prior work showed 

behavioural effects of TMR 10 days post-manipulation but not 6 weeks later (Chapter 2). 

Hence, the long-term effect of procedural memory cueing that we observe here appears to 

be the longest reported in the literature so far. Our findings also suggest that TMR starts a 

process which then unfolds over several weeks, gradually leading to the emergence of 

behavioural benefits over time. 

4.2 CUEING ENGAGES PRECUNEUS FUNCTIONALLY 

Precuneus showed a TMR-dependent (cued > uncued) BOLD increase 24 h post-stimulation. 

Interestingly, this functional response predicted the behavioural cueing benefit at the same 

time point. These results combine to suggest that repeated reactivation of memory traces 

during sleep engages parts of the PPC in a behaviourally relevant manner. PPC has been 

identified as a hippocampus-independent memory store, whereby both hippocampal activity 

and hippocampal connectivity with PPC decreases after encoding, but (conversely) PPC 

activity increases over 24 h, as an independent memory representation builds up (Brodt et 

al., 2016). We believe that sleep plays a crucial role in this process and that the reactivation-

mediated reorganisation of memories between the hippocampal-dependent short-term 

store and neocortex-dependent long-term store (Born et al., 2006; Diekelmann & Born, 

2010b) fosters engram development in the precuneus. We speculate that memory 

reactivation could be taking place in precuneus (Himmer et al., 2021), such that procedural 

memories are stored and processed in the same location. Indeed, PPC has repeatedly been 

implicated in memory formation, retrieval, and storage (Gilmore et al., 2015; Myskiw & 

Izquierdo, 2012; Wagner et al., 2005) and is traditionally associated with the motor system 

(Cohen & Andersen, 2002; Shadmehr & Holcomb, 1997). Our results suggest that precuneus 

may be particularly involved in early consolidation of memories that are reactivated during 

sleep. 
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Although we showed that TMR-related functional activity in precuneus is associated with 

behavioural cueing benefit 24 h post-manipulation, it is important to note that we find no 

group level evidence for behavioural cueing benefit at that time point. This could be due to 

the jittering of our TMR cues during sleep (see Chapter 2, section 4.1. TMR effect evolves over 

time). By randomising the inter-trial-interval between the TMR sounds we disrupted the 

temporal dynamics of sequence replay, decreasing the predictability of sequence elements. 

This may have delayed the impact of this manipulation on behaviour, such that behavioural 

impacts of TMR were not significant until 20 days post-manipulation. Even so, the absence 

of a TMR-related behavioural plasticity 10 days after cueing was unexpected given that 

cueing benefit was apparent at this time point in the previous chapter which used the same 

jittered TMR (Chapter 2). One possibility is that doing the task while lying down in the MRI 

scanner, and with somewhat clunky MR-safe button boxes, impacted on the behavioural 

effects of TMR which would otherwise have been apparent. Indeed, the only session during 

which we observed a significant cueing benefit was the one which was performed online and 

ŝŶ�ƉĂƌƚŝĐŝƉĂŶƚƐ͛�ŽǁŶ�ŚŽŵĞƐ�ƵƐŝŶŐ�Ă�ĐŽŵƉƵƚĞƌ�ŬĞǇďŽard. However, comparison between the 

SRTT reaction times at S3 and S4 revealed that the participants were, in fact, faster in the 

MRI environment (S3) than while performing the task on a PC (S4), with equal variance in the 

two sessions (Fig.S6). The MRI environment could have still influenced our behavioural 

results, but there is no reason to expect that it would impact differentially on the two 

sequences and thus the difference between them (i.e., cueing benefit). 

 

Despite comparable performance on cued and uncued sequences 24 h post-TMR, 

participants exhibited distinct fMRI activation patterns for these two sequences at this time 

point. Indeed, we demonstrate that the dorsal subregion of precuneus is more functionally 

involved during production of the cued sequence 24 h post-TMR. Given that dorsal precuneus 

is specialised for somato-motor and visual-spatial processing (Zhang & Li, 2012), this finding 

raises the possibility that visuomotor integration of the reactivated memories may underpin 

short-term cueing benefits, even if it is not enough to drive the behavioural plasticity. In turn, 

we show that the functional disengagement of ventral precuneus over time facilitates cueing 

benefits 20 days post-TMR. In contrast to the dorsal precuneus, its ventral subregion has 

been mostly implicated in episodic memory retrieval (Zhang & Li, 2012). Hence, as ventral 

precuneus disengages, it perhaps allows other regions to take over, thus indirectly 

supporting long-term consolidation and behavioural performance. 
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4.3 PLASTICITY IN MOTOR REGIONS PREDICTS LONG-TERM CUEING BENEFITS 

Our results suggest that a slowly evolving reorganisation of sensorimotor representations 

may underpin motor learning over a 20-day timescale. Specifically, we show that TMR-

related functional activity in the right postcentral gyrus 10 days post-stimulation predicts 

behavioural benefits 20 days post-stimulation. Similarly, an increase in grey matter volume 

in the right precentral gyrus over the first 10 days post-stimulation predicts the behavioural 

benefits observed 20 days post-stimulation. In other words, both the functional activation 

and the volumetric grey matter increase in the sensorimotor cortex at 10 days post-TMR 

predict long-term cueing benefits.  

 

Our mediation results further suggest that the functional activation of primary 

somatosensory cortex may be mediating a relationship between volumetric grey matter 

change in primary motor cortex and behavioural benefit from TMR. Indeed, these structures 

are known to be strongly linked (White & DeAmicis, 1977). In line with our findings, recent 

studies also demonstrate information flow from primary motor to primary sensory cortex, 

and vice versa (see Borich et al., 2015 for review). Importantly, slowly evolving reorganisation 

of primary motor cortex after learning has been linked to long-term retention of motor skills 

(Kami et al., 1995; Kleim, 2004; Matsuzaka et al., 2007) and even referred to as the long-term 

motor engram (Ganguly & Carmena, 2009; Gao et al., 2018). Our findings suggest that 

memory reactivation during sleep may be crucial in the formation of this type of 

representation, reinforcing the long-suggested involvement of motor regions in sleep-

dependent procedural memory consolidation (Fischer, 2005; Walker et al., 2005). 

Furthermore, we expand the existing literature by showing that task-related structural and 

functional plasticity can emerge weeks after a single night of cueing during sleep. Our data 

show that just one night of TMR can impact on brain plasticity in the long run, perhaps 

facilitating the development of a stable memory trace over subsequent nights of un-

manipulated sleep.  

 

Interestingly, both SRTT training and post-training REM sleep are linked to increased 

premotor activity, suggesting that REM sleep may be involved in the reactivation of motor 

memories (Maquet et al., 2000). Furthermore, an association has been observed between 

increased sensorimotor responses to the cued SRTT sequence and REM sleep (Cousins et al., 

2016). Although the increased involvement of sensorimotor regions reported here was not 

related to the amount of time spent in REM sleep during the stimulation night, it was 
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observed 10 days after encoding. In line with the suggestion that the delayed benefits of 

sleep may be due to processing in REM (Pereira & Lewis, 2020) we propose that REM 

reactivation during post-TMR nights, rather than immediately after cueing, may contribute 

to the long-term effects of TMR. However, it is unknown whether sensorimotor reactivation 

is taking place in post-TMR REM sleep and whether it contributes to the behavioural and 

neural benefits of the manipulation in the long run. 

4.4 THE ROLE OF N2 AND SLEEP SPINDLES 

Finally, we recognise a fundamental similarity between the reactivation of memory traces via 

TMR and repeated encoding-retrieval episodes during wake, which have also been shown to 

engender rapid memory engram formation within precuneus (Brodt et al., 2018). Indeed, 

repeated retrieval is a powerful way to consolidate memories and shares a lot of parallels 

with offline reactivation (Antony et al., 2017). However, in line with other studies (Himmer 

et al., 2019), we argue that the role of sleep goes beyond simply allowing opportunity for 

more rehearsal. Both N2 (Laventure et al., 2016; Nishida & Walker, 2007) and sleep spindles 

(Boutin & Doyon, 2020) have been consistently implicated in motor sequence memory 

consolidation. Although we found no relationship between behavioural cueing benefit and 

either the time spent in N2 or spindle density, we did find a surge in spindle density during 

the cue period relative to the no-cue period. This is in line with our prior report (Chapter 2) 

and indicates that auditory cueing may elicit sleep spindles and thereby engender an 

immediate processing of memory traces (Antony et al., 2018; Cairney et al., 2018). Thus, our 

current results further support the relationship between spindles and procedural memory 

cueing. 

4.5 THE SEARCH FOR AN ENGRAM 

A neuronal ensemble that holds a representation of a stable memory is known as an engram 

(Tonegawa et al., 2018)͘�dŚĞ�ƚĞƌŵ�͚ĞŶŐƌĂŵ͛�ĂůƐŽ�ƌĞĨĞƌƐ�ƚŽ�ƚŚĞ�ƉŚǇƐŝĐĂů�ďƌĂŝŶ�ĐŚĂŶŐĞƐ�ƚŚĂƚ�ĂƌĞ�

induced by learning and that enable memory recall (Josselyn et al., 2015). Due to their widely 

distributed and dynamic nature, engrams have long remained elusive. However, recent 

technological advances allow us to study memory engrams in humans (Brodt & Gais, 2021; 

Josselyn et al., 2015). PPC, for instance, has received increasing attention in memory research 

(Gilmore et al., 2015). Precuneus is a subregion of PPC and has been shown to undergo 

learning-dependent plasticity, fulfilling all criteria for a memory engram (Brodt et al., 2018). 

These defining criteria require an engram to (1) emerge as a result of encoding and reflect 
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the content of the encoded information, (2) engender a persistent, physical change in the 

underlying substrate that (3) enables memory retrieval, and (4) exists in a dormant or inactive 

state, i.e., between encoding and retrieval processes (Josselyn et al., 2015). Evidence for a 

relationship between engram formation and memory reactivation during sleep has so far 

been lacking. While previous literature suggests that changes in the precuneus alone fulfil all 

proposed criteria for an engram (Brodt et al., 2018), our data show no TMR-related structural 

changes in this region, and thus fail to fulfil criterion 2. This could be due to our use of 

different MRI modalities (i.e., structural rather than microstructural MRI as in Brodt et al., 

(2018)). Nevertheless, if our results are considered collectively across regions, we can argue 

that they do fulfil the criteria for an engram. Specifically, we find that memory 

representations stored in precuneus and postcentral gyrus reflect the encoded information 

(criterion 1), and enable memory recall (criterion 3), whereas the precentral gyrus undergoes 

structural changes (criterion 2) over a relatively long period of time (criterion 4). Thus, our 

results suggest that memory reactivation during sleep could support the development and 

evolution of an engram that encompasses several cortical areas. 

5 CONCLUSION 

We show that the behavioural benefits of procedural memory cueing in NREM sleep develop 

over time and emerge 20 days post-encoding. Increased TMR-related engagement of dorsal 

precuneus underpins the short-term effects of stimulation (over 24 hours), whereas 

sensorimotor regions support the long-term effects (over 20 days). These results advance 

our understanding of the neural changes underpinning long-term offline skill consolidation. 

They also shed new light on the TMR-induced processes that unfold over several nights after 

auditory cueing. 
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6 SUPPLEMENTARY MATERIAL  

SUPPLEMENTARY NOTES: BASELINE SRTT PERFORMANCE 

Before sleep, no difference was found between the average reaction time of the cued and uncued 

sequence for either both hands (BH, t29 = -0.25, p = 0.801), left hand (LH, t29 = 0.27, p = 0.786) or right 

hand (RH, t29 = -0.50, p = 0.621) (paired-samples t-tests) dataset. Similar results were obtained where 

comparing random sequences before sleep for all datasets (BH: z = -0.57, p = 0.572; LH: z = -0.63, p = 

0.530; Wilcoxon signed-rank tests; RH: t29 = -0.16, p = 0.872; paired-samples t-test). Thus, any post-

sleep difference between the sequences can be regarded as the effect of TMR. Furthermore, average 

reaction times before sleep were significantly shorter for the last 4 sequence blocks than for the 

random blocks, confirming that the participants learned both sequences during S1 (BH cued: z = -4.74, 

BH uncued: z = -4.49; LH cued: z = -4.78, LH uncued: z = -4.33; p < 0.001 for all comparisons, Wilcoxon 

signed-rank test; RH cued: t29 = 7.21, RH uncued: 6.49; p < 0.001 for all comparisons, paired-samples 

t-test). Summary statistics for each sequence and dataset during S1 are presented in Table S1. 

SUPPLEMENTARY NOTES: EXPLICIT MEMORY TASK 

Given that TMR was shown to promote the emergence of explicit knowledge the next morning 

(Cousins et al., 2014), we also set out to test whether this is true after a longer period. However, we 

found no difference between the free recall of the cued and uncued sequence (z = -0.568, p = 0.570, 

Wilcoxon signed-rank test), suggesting no TMR effect on the explicit knowledge of the sequence 

20 days post-encoding (Fig.S1). Nevertheless, performance on both sequences differed from chance 

(cued: z = -4.14, p < 0.001; uncued: z = -4.29, p < 0.001; Wilcoxon signed-rank test), indicating that the 

participants learned both sequences explicitly over the course of the experiment.  

SUPPLEMENTARY NOTES: QUESTIONNAIRES 

The EHI confirmed that all participants were right-handed, as the laterality quotient score (ranging 

between -100 and +100, where the negative values indicate left-handers and positive right-handers) 

was +100% for all but one subject who scored +75%. PSQI global scores (on a 21-points scale) ranged 

between 1 and 7 points, with a mean of 3.67 (േ0.28Ϳ͕�ŝŶĚŝĐĂƚŝŶŐ͕�ŽŶ�ĂǀĞƌĂŐĞ͕�Ă�͚ŐŽŽĚ�ƋƵĂůŝƚǇ͛�ŽĨ�ƐůĞĞƉ 

(Buysse et al., 1989). The median answer to the SQ (with 1 and 9 indicating the highest and lowest 

level of alertness, respectively) was 2 (IQR: 1) for all sessions, suggesting similar levels of alertness 

throughout the study.  

 

Participants did report hearing experimental sounds during the night: On a 3-points scale, the median 

answer was 2 (IQR: 2), with 33% of the participants not hearing any sounds (answer 1), 20% of the 
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participants being unsure (answer 2), and 47% of the participants hearing them clearly (answer 3). 

However, when asked about the number of sounds they had heard, the maximum number selected 

was 4 (reported by 13% of the participants), with the median answer of 2 (IQR: 2) sounds. 

SUPPLEMENTARY TABLES: 

Table S1. SRTT summary statistics. 

Mean reaction times (± SEM) (in ms) for the BH, LH and RH trials of the cued and uncued sequence blocks (24 blocks 

per sequence) as well as random blocks (2 blocks with tones matching the cued sequence and 2 blocks with tones 

matching the uncued sequence) during Session 1. Average reaction times (± SEM) for the last 4 blocks of each 

sequence are shown as well. BH: both hands; LH: left hand; RH: right hand. n = 30. 
 

Dataset Cued 
sequence 

Uncued 
sequence 

Cued  
random 

Uncued 
random 

Cued 
sequence (last 

4 blocks) 

Uncued 
sequence (last 

4 blocks) 

BH 321.82 r�6.46 322.89 r�7.83 357.81 r�6.63 360.10 r�6.69 286.05 r�8.09 292.64 r�9.99 

LH 335.98 r�7.18 334.90 r�7.82 376.86 r�7.45 371.60 r�6.60 297.44 r�9.19 303.92 r�10.55 

RH 307.67 r�6.28 310.92 r�8.44 347.77 r�6.95 348.60 r�7.76 274.62 r�7.81 281.40 r�10.20 

 

Table S2. Effect of and interaction between TMR, hand and session. 

Results of the likelihood ratio tests between the full, linear mixed effects model and reduced models, i.e., models 

without the fixed effect of interest, or with an interaction. The full model was used to test the effect of TMR, hand 

and session on the early and late SSS. df: degrees of freedom; ʖϮ͗ chi-squared; AIC: Akaike Information Criterion; 

SSS: Sequence Specific Skill. *p < 0.05. 

 
df ʖϮ p-value 

AIC of a 
reduced model  

AIC of a 
full model 

A. Both hands    

i) Early SSS    
TMR 1 1.5450 0.2138 1632.4 1632.9 
Session 2 175.77 <0.0001* 1804.6 1632.9 
TMR x Session 2 0.0740 0.9637 1636.3 1632.9 
ii) Late SSS    
TMR 1 11.009 0.0009* 1621.3 1612.3 
Session 2 93.041 <0.0001* 1701.3  1612.3 
TMR x Session 2 3.0133 0.2216 1613.3 1612.3 

B. Left hand     

i) Early SSS    
TMR 1 0.1878 0.6648 1666.5 1668.3 
Session 2 132.02 <0.0001* 1796.3 1668.3 
TMR x Session 2 0.1044 0.9492 1672.2 1668.3 
ii) Late SSS    
TMR 1 4.015   0.0451* 1646.3  1644.2 
Session 2 64.529 <0.0001* 1704.8  1644.2 
TMR x Session 2 1.9750 0.3725 1646.3 1644.2 

C. Right hand    

i) Early SSS    
TMR 1 3.2309 0.0723 1651.0 1659.8 
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Session 2 181.60 <0.0001* 1827.4 1649.8 
TMR x Session 2 0.3741 0.8294 1653.4 1649.8 
ii) Late SSS    
TMR 1 15.458 <0.0001* 1636.8 1650.3 
Session 2 96.024 <0.0001* 1728.9 1636.2 
TMR x Session 2 3.9605 0.1380 1636.9 1636.8 

D. Left and right hand combined 

i) Early SSS      
Hand 1 22.423          <0.0001* 3286.3  3265.9 
Hand x Session 2 9.1678 0.0102* 3260.7 3265.9 
TMR x Hand 1 0.8955 0.3440 3267.0 3265.9 
ii) Late SSS      
Hand 1 25.927 <0.0001* 3261.5  3237.5 
Hand x Session 2 6.4262 0.0402* 3237.5  3235.9 
TMR x Hand 1 2.1656 0.1411 3237.4 3237.5 

 

Table S3. Effect of session on SSS. 

Post-hoc pairwise comparisons between sessions for the early and late SSS, conducted on each dataset separately. 

P-values reported are Holm adjusted. SSS: Sequence Specific Skill; S2-4: Session 2-4; df: degrees of freedom. *p < 0.05. 

 
Mean S2 

(rSE) [ms] 
Mean S3 

(rSE) [ms] 
Mean S4 

(rSE) [ms] 
Estimate 

(rSE) 
df t ratio 

p-value 
(Holm adj) 

Effect size 

A. Both hands 
i) Early SSS        

S2-S3 39.2 (9.88) 81.7 (10.20) - -42.5 (6.49) 135 -6.553 <0.0001* -1.320 

S3-S4 - 81.7 (10.20) 
163.1 

(10.27) 
-81.3 (6.63) 131 -12.270 <0.0001* -2.520 

ii) Late SSS       

S2-S3 
129.0 
(8.92) 

154.0 (9.24) - -24.7 (6.14) 135 -4.018   0.0001* -0.807 

S3-S4 - 154.0 (9.24) 200 (9.30) -46.2 (6.27) 131 -7.367 <0.0001* -1.513 
B. Left hand       
i) Early SSS       

S2 ʹ S3 
35.3 

(11.10) 
73.3 (11.40) - -37.9 (7.34) 135 -5.227 <0.0001* -1.050 

S3 ʹ S4 - 73.3 (11.40) 
144.1 
(11.5) 

-70.8 (7.50) 131 -9.553 <0.0001* -1.960 

ii) Late SSS       

S2 ʹ S3 
121.0 

(10.20) 
149.0 (10.50) - -27.4 (6.74) 135 -4.064 0.0001* -0.817 

S3 ʹ S4 - 149.0 (10.50) 183 (10.6) -34.4 (6.89) 131 -4.996 <0.0001* -1.026 
C. Right hand      
i) Early SSS       

S2 ʹ S3 43.0 (9.13) 90.0 (9.53) - -46.9 (7.13) 136 -6.627 <0.0001* -1.330 
S3 ʹ S4 - 90.0 (9.53) 182 (9.61) -91.9 (7.30) 132 -12.670 <0.0001* -2.600 

ii) Late SSS       

S2 ʹ S3 
137.0 
(8.27) 

159.0 (8.69) - -21.9 (6.90) 137 -3.167 0.0019* -0.634 

S3 ʹ S4 - 159.0 (8.69) 217 (8.77) -58.1 (7.08) 132 -8.207 <0.0001* -1.685 
 

Table S4. Effect of TMR on late SSS during each session. 

Post-hoc pairwise comparisons of late SSS between the cued and uncued sequence on each session (S2-S4), 

conducted on each dataset separately. Both the uncorrected and Holm adjusted p-values are reported. S2-4: 

Session 2-4; SSS: Sequence Specific Skill; df: degrees of freedom. *p < 0.05. ^p < 0.07. 

Cued vs 
Uncued 

Mean cued  
(r SE) [ms] 

Mean uncued  
(r SE) [ms] 

Estimate  
(r SE) 

df t ratio p value 
p value 

(Holm adj) 
Effect 
size 

A. Both hands   
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S2 135 (9.94) 123 (9.94) -11.78 (7.95) 133 -1.482 0.1408 0.2815 -0.390 
S3 157 (8.70) 147 (8.70) -9.98 (8.71 133 -1.146 0.2537 0.2815 -0.331 
S4 215 (11.60) 185 (11.60) -29.13 (8.89) 133 -3.277 0.0013* 0.0040* -0.965 

B. Left hand       
S2 127 (11.20) 116 (11.20) -11.02 (8.76) 133 -1.258 0.2106 0.4212 -0.3212 
S3 146 (10.30) 145 (10.30) -1.33 (9.60) 133 -0.139 0.8897 0.8897 -0.0401 
S4 193 (13.10) 172 (13.10) -20.29 (9.79) 133 -2.072 0.0401* 0.1206 -0.6101 

C. Right hand 
S2 143 (9.73) 130 (9.73) -12.50 (8.94) 133 -1.401 0.1634 0.1634 -0.369 
S3 167 (8.37) 149 (8.37) -18.60 (9.79) 133 -1.899 0.0597^ 0.1193 -0.548 
S4 237 (11.00) 198 (11.00) -38.20 (9.99) 133 -3.822 0.0002* 0.0006* -1.125 

 
Table S5. Effect of time and hand on the cueing benefit. 

Results of the likelihood ratio tests between the full, linear mixed effects model and reduced models, i.e., models 

without the fixed effect of interest, or with an interaction. The full model was used to test the effect of hand and 

number of days post-TMR ;͚dŝŵĞ͛Ϳ on the cueing benefit (SSS for the uncued sequence subtracted from the cued 

sequence). ʖϮ͗ chi-squared; AIC: Akaike Information Criterion. df: degrees of freedom. *p < 0.05.  ^p < 0.07. 

 
df ʖϮ p-value 

AIC of a  
reduced model  

AIC of a  
full model 

A. Both hands    
Time 2 3.965   0.046* 809.14 807.18 
B. Left hand    
Time 2 0.736 0.391 825.46 826.73 
C. Right hand    
Time 2 6.581   0.010* 834.01 829.43 
D. Left and right hand combined 
Hand 1 3.760  0.052^ 1641.70 1639.90 
Hand x Time 2 1.424 0.233 1639.9 1640.8 

 

Table S6. Sleep parameters. 

Total recording duration, total sleep time, time spent in each sleep stage and time scored as movement presented 

as average (minutes ± SEM) and as percentage of the total recording duration. Total sleep time was calculated by 

subtracting the time spent awake from the total recording duration. N1-N3: stage 1 ʹ stage 3 of NREM sleep. 

REM: Rapid Eye Movement sleep. n = 29. 

 Percentage of total  
recording duration [%] 

Mean duration 
± SEM [min] 

Total recording duration 100% 524.19 ± 10.29 

Total sleep time 88.38% 463.29 ± 12.89 

Wake 11.50% 60.90 ± 10.37 

N1 4.52% 23.33 ± 1.73 

N2 46.35% 242.45 ± 8.41 

N3 19.91% 104.22 ± 4.05 

REM 15.86% 83.43 ± 4.30 

Movement 1.61% 8.43 ± 1.32 
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Table S7. Cueing benefit and the duration of N2 and N3. 

ZĞƐƵůƚƐ�ŽĨ�WĞĂƌƐŽŶ͛Ɛ�ĐŽƌƌĞůĂƚŝŽŶƐ�ďĞƚǁĞĞŶ�ĐƵĞŝŶŐ�ďĞŶĞĨŝƚ�ĂŶĚ�ƚŚĞ�ƉĞƌĐĞŶƚĂŐĞ�ŽĨ�ƚŝŵĞ�ƐƉĞŶƚ�ŝŶ�EϮ�ĂŶĚ�Eϯ͘�Both the 

uncorrected and FDR corrected p-values are reported. df: degrees of freedom; S2-4: Session 2-4; SSS: Sequence 

Specific Skill; N2-3: Stage 2-3 of NREM sleep. *p < 0.05.  

 
 

Time spent in N2 [%] 
  

Time spent in N3 [%] 

 df 
WĞĂƌƐŽŶ͛Ɛ�

correlation 
p-value  

p-value 
(FDR corr) 

 
df 

WĞĂƌƐŽŶ͛Ɛ�
correlation 

p-value  
p-value  

(FDR corr) 

A. Both hands         
S2 25 0.197 0.324 0.324  27 -0.015 0.939 0.939 
S3 20 0.378 0.082 0.144  21 -0.031 0.887 0.939 
S4 19 0.372 0.096 0.144  21 0.089 0.697 0.939 

B. Left hand         
S2 23 0.101 0.632 0.632  25 0.036 0.857 0.974 
S3 19 0.432   0.045* 0.135  21 0.070 0.746 0.974 
S4 19 0.324 0.152 0.228  21 0.007 0.974 0.974 

C. Right hand         
S2 24 -0.030 0.884 0.884  26 -0.053 0.788 0.788 
S3 19 0.177 0.431 0.657  21 -0.125 0.562 0.788 
S4 19 0.377 0.092 0.276  21 0.144 0.511 0.788 

 

Table S8. Summary statistics for sleep spindles. 

Average number and density (number/min) of spindles (± SEM). Results are presented for N2 and N3 of the cue (A) 

and no-cue (B) period. N2-3: stage 2-3 of NREM sleep. 

 Density Number 
 

Average Left Right Average Left Right 

A. Cue       

N2 5.28 ±0.27 5.43 ±0.29 5.13 ±0.19 124.02 ±11.31 127.68 ±11.70 120.35 ±11.23 

N3 4.24 ±0.16 4.31 ±0.16 4.17 ±0.16 191.58 ±13.14 195.39 ±13.88 187.77 ±12.74 

N2 & N3 4.20 ±0.22 4.43 ±0.25 3.96 ±0.24 286.91 ±18.50 301.06 ±19.81 272.76 ±18.70 

B. No-Cue       

N2 4.85 ±0.27 5.02 ±0.29 4.68 ±0.28 51.71 ±5.07 53.17 ±5.22 50.24 ±5.08 

N3 3.86 ±0.16 3.94 ±0.17 3.78 ±0.17 79.48 ±5.68 81.30 ±5.79 77.66 ±5.69 

N2 & N3 3.80 ±0.20 4.01 ±0.23 3.59 ±0.21 117.74 ±7.69  123.59 ±8.12 111.89 ±7.79 

 

Table S9. Cueing benefit and spindle density. 

ZĞƐƵůƚƐ�ŽĨ�WĞĂƌƐŽŶ͛Ɛ�;�Ϳ�ĂŶĚ�^ƉĞĂƌŵĂŶ͛Ɛ�;�Ϳ�ĐŽƌƌĞůĂƚŝŽŶƐ�;ďŽƚŚ�&�Z�ĐŽƌƌĞĐƚĞĚ�ĂŶĚ�ŶŽƚͿ�ďĞƚǁĞĞŶ�ƚŚĞ�ĐƵĞŝŶŐ�ďĞŶĞĨŝƚ�

for BH dataset during each of the post-stimulation sessions (S2, S3, S4) and spindle density averaged over all motor 

channels during the cue (A) and no-cue (B) period. N2 (green) and N3 (blue) were analysed separately and together 

(N23, purple). df: degrees of freedom; S2-4: Session 2-4; N2-N3: stage 2 - stage 3 of NREM sleep; BH: Both Hands. 

Dataset Session Sleep stage Correlation coefficient p-value df p-value (FDR corr) 

A. Cue period 

BH S2 N2 0.237 0.224 26 0.288 

BH S3 N2 -0.254 0.231 22 0.288 

BH S4 N2 -0.231 0.288 21 0.288 

BH S2 N3 -0.04 0.840 25 0.840 

BH S3 N3 -0.337 0.126 20 0.192 



Chapter 3  Functional and structural plasticity post-TMR 

 138 

BH S4 N3 -0.343 0.128 19 0.192 

BH S2 N23 0.196 0.309 27 0.322 

BH S3 N23 -0.277 0.191 22 0.322 

BH S4 N23 -0.216 0.322 21 0.322 

B. No-cue period 

BH S2 N2 0.135 0.485 27 0.485 

BH S3 N2 -0.317 0.132 22 0.396 

BH S4 N2 -0.227 0.296 21 0.444 

BH S2 N3 0.227 0.235 27 0.546 

BH S3 N3 -0.171 0.422 22 0.546 

BH S4 N3 -0.132 0.546 21 0.546 

BH S2 N23 0.189 0.326 27 0.639 

BH S3 N23 -0.172 0.419 22 0.629 

BH S4 N23 -0.042 0.851 21 0.851 

 

Table S10. Functional TMR-related activity.  

Clusters showing increased (inc) and decreased (dec) activity for the cued relative to uncued sequence alone (A - 

S2 and S3, B - S2) or when considering covariates of cueing benefit during S2 (C) and cueing benefit during S4 (E). 

(D) Decrease in activity from S2 to S3 for the [cued > uncued] contrast when considering behavioural cueing benefit 

at S4 as a covariate. No significant clusters were found when considering cueing benefit during S3 as a covariate. 

Region MNI x, y, z (mm) Number of voxels F/T peak PFWE peak 

A. Main effect of TMR for S2 and S3 

i. Right Precuneus (inc) 8, -72, 58 9 22.67 0.032 

B. [Cued > Uncued at S2] 

i. Left Precuneus (inc) -9 -62, 66 9 4.79 0.020 

C. [Cued > Uncued at S2 * cueing benefit at S2]    

i. Left Precuneus (inc) -4, -78, 46 40 5.18 0.009 
ii. Left Precuneus (inc) -18, -68, 36 1 4.44 0.046 

iii. Right Cerebellum (inc) 28, -58, -30 1 4.94 0.044 
iv. Left Putamen (inc) -24, 4, 6 3 4.41 0.034 

D. [ο�Cued > Uncued from S2 to S3 * cueing benefit at S4]    

i. Left Precuneus (dec) -2, -54, 10 18 6.66 0.002 

E. [Cued > Uncued at S3 * cueing benefit at S4]    

i. Right Postcentral gyrus (inc) 58, -18, 38 7 5.50 0.022 
ii. Left Parahippocampus (dec) -22, -26, -16 1 4.52 0.047 

Regions listed were significant at peak voxel threshold of pFWE < 0.05, after correction for multiple voxel-wise comparisons within 

pre-defined bilateral ROI for precuneus (A.i, B.i, C.i, C.ii, D.i), hippocampus and parahippocampus (E.ii), cerebellum (C.iii), dorsal 

striatum (C.iv), sensorimotor cortex (E.i). Peak voxel MNI coordinates and peak F (A) and T (B-E) values are given. n = 22 for (A), 

n = 28 for (B) and (C), n = 23 for (E), n = 21 for (D). 
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Table S11. Structural brain changes over time. 

Clusters showing increased (inc) and decreased (dec) changes in grey matter volume over time and when 

considering covariates of cueing benefit during S3 and S4. No significant clusters were found when considering 

cueing benefit during S2 as a covariate. No significant clusters were found in white matter either. 

Region MNI x, y, z (mm) Number of voxels T peak PFWE peak 

A. [ο�GM volume from S1 to S3 * cueing benefit at S4]    

Right Precentral gyrus (inc) 42, -2, 45 5 6.21 0.018 

B. [ο GM volume from S1 to S3 * cueing benefit at S3]    

Left Fusiform (dec) -28, - 26, -24 5 5.51 0.025 
Regions listed were significant at peak voxel threshold of pFWE < 0.05, after correction for multiple voxel-wise comparisons within 

pre-defined bilateral ROI for sensorimotor cortex (A) and hippocampus and parahippocampus (B). Since fusiform gyrus was not 

our ROI, the result in (B) has likely arisen due to the imperfection of the method and is thus not discussed any further. Peak voxel 

MNI coordinates and peak T values are given. n = 24 for (A), n = 29 for (B). 
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SUPPLEMENTARY FIGURES: 

 
Fig. S1. Glass brain fMRI results. SPM fMRI results in glass brain projection displayed at p < 0.001, uncorrected, 

for the same contrasts as in Fig.5 and Fig.6A-B. (a) TMR-dependent increase in brain activity 24 h post-stimulation. 

(b) Brain activity for the [cued > uncued] contrast at S2 was positively associated with behavioural cueing benefit 

at the same time point. (c) A change in brain activity from S2 to S3 for the [cued > uncued] contrast was negatively 

associated with behavioural cueing benefit at S4. (d) Brain activity for the [cued > uncued] contrast at S3 was 

positively associated with behavioural cueing benefit at S4. S2-4: Session 2-4; n = 28 for (a-b), n = 21 for (c), n = 23 

for (d). 
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Fig. S2. Glass brain VBM results. SPM VBM results in glass brain projection displayed at p < 0.001, uncorrected, 

for the same contrasts as in Fig.6C-D (a) and Table S11 (a, b). (a) An increase in grey matter volume at S3 relative 

to S1 was associated with an increase in behavioural cueing benefit at S4. (b) Reduction in grey matter volume at 

S3 relative to S1 associated with cueing benefit at S3. S1-4: Session 1-4. n = 24 for (a), n = 29 for (b). 

 

 
Fig. S3. A flowchart illustrating participants included in and excluded from the analysis. On the left, the number 

of participants included in the study at different time points, with the final sample size shown at the bottom. On 

the right, the number of participants excluded (in red) together with a reason for the exclusion.  
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Fig. S4. EEG electrodes layout. Orange: ground (GND) and reference (REF) electrodes; light grey (dashed circles): 

original position of the electrodes used to record EMG and EOG; green: EMG electrodes; blue: EOG electrodes. 

 

 
Fig. S5. Cueing memory reactivation during sleep does not affect explicit memory of the sequence. Explicit 

knowledge of both sequences was significantly above chance (significance denoted with *) 20 days post-encoding, 

although no effect of TMR was evident. Geoms represent median ± IQR for the cued (blue) and uncued (red) 

sequence, whiskers represent largest and lowest values within 1.5 IQR above and below the 75th and the 25th 

percentile, respectively. Grey dots represent performance of each subject. ns: non-significant. n = 24. 
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Fig. S6. MRI environment does not limit performance on the SRTT. Difference between the average reaction time 

on the last 4 blocks of S3 (performed in the MRI environment) compared to S4 (performed in home environment). 

Participants were significantly faster by the end of S3 than S4 (paired t-test: t48 = -2.10, p = 0.041), suggesting that 

the MRI environment does not limit performance on the SRTT. No difference in variance between the two sessions 

was found (F test: F24 = 1.42, p = 0.200). * p < 0.05, n = 25.
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CHAPTER 4 

Distributed and gradual 
microstructure changes track the 
emergence of behavioural 
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Abstract  

Memory traces are thought to develop gradually and link to neural plasticity. Memory 

reactivation during sleep is crucial for consolidation, but its impact on plasticity and 

contribution to long-term memory storage remains unclear. We used multimodal diffusion 

weighted imaging to track the location and timescale of microstructural changes following 

Targeted Memory Reactivation (TMR) of a motor task, previously shown to benefit memories 

20 days post-manipulation. We found changes suggestive of continuous plasticity in the 

microstructure of precuneus across 10 days post-TMR. These changes parallel the gradual 

development of behavioural benefit. Both early (0 ʹ 24 h post-TMR) and late (24 h ʹ 10 days 

post-TMR) microstructural changes in striatum and sensorimotor cortex were associated 

with the emergence of TMR behavioural effect at day 20. Our analysis also revealed a 

relationship between baseline microstructural architecture of sensorimotor cortex and TMR 

ƐƵƐĐĞƉƚŝďŝůŝƚǇ͕� ŝŶĚĞƉĞŶĚĞŶƚ� ŽĨ� ƉĂƌƚŝĐŝƉĂŶƚƐ͛� ĚĞŵŽŐƌĂƉŚŝĐƐ͕� ƐůĞĞƉ� ƉĂƚƚĞƌŶƐ͕� ĂŶĚ� ďĂƐĞůŝŶĞ�

performance on the task. These findings demonstrate that repeated reactivation of memory 

traces during sleep engenders microstructural plasticity across memory and task-related 

areas which continues days after the stimulation night and is associated with the emergence 

of memory benefits at the behavioural level.  

1 INTRODUCTION 

The ability to change and adapt in response to internal or external stimuli by reorganising 

neural connections, structure, and function is a fundamental property of the brain (Mateos-

Aparicio & Rodríguez-Moreno, 2019). The remarkably plastic nature of the nervous system 

forms the basis of learning and memory (Zatorre et al., 2012; Voss et al., 2017; Barco et al., 

2006). Learning-associated neural processes occurring during sleep have been receiving 

increasing attention in recent times. The active systems consolidation model suggests that 

newly encoded memories are reactivated during non-rapid eye movement (NREM) sleep, 

and that this enables their re-coding from a temporary store to a more permanent location 

(Born & Wilhelm, 2012; Born et al., 2006; Rasch & Born, 2013). However, while the process 

of memory consolidation is gradual and occurs over long timescales (Frankland & Bontempi, 

2005), it is unclear whether reactivation of memories during sleep leads to plasticity in the 

neural substrate over time. Moreover, there is increasing evidence for distributed long-term 

cortical storage of memories (Josselyn & Tonegawa, 2020; Dudai, 2004; Josselyn et al., 2015), 

but it is unclear whether replay-driven consolidation of memories is associated with plasticity 
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at different cortical sites. Likewise, how such plasticity could lead to long-term memory 

storage in humans has not been studied sufficiently (Stee & Peigneux, 2021). 

 

Here we set out to track the location and timescale of microstructural changes underlying 

long-term effects of memory reactivation during sleep using Targeted Memory Reactivation 

(TMR). TMR involves associating learning items with sensory cues during wake and then 

covertly re-presenting them during sleep (e.g., Rasch et al., 2007; Rudoy et al., 2009). This is 

thought to trigger reactivation of the cue-associated memory representation which leads to 

a better recall of the cued items compared to those that were not cued during the night (i.e., 

uncued) (Chapter 2; Antony et al., 2012; Schönauer et al., 2014; Cousins et al., 2014a; Cousins 

et al., 2016). In recent years, TMR has become a valuable tool to study the mechanisms of 

sleep-dependent memory processes. It has allowed us to establish a causal link between 

memory reactivation and consolidation (Schreiner et al., 2018; Belal et al., 2018), and to 

identify brain regions that are functionally involved in such relationship (Chapter 3; Rasch et 

al., 2007; van Dongen et al., 2012; Shanahan et al., 2018; Cousins et al., 2016). Previous 

chapters of this thesis further demonstrated that the behavioural effects of TMR develop 

over time and can last up to three weeks (Chapter 2 and Chapter 3). However, the physical 

brain changes driving the long-term functional and behavioural benefits of TMR remain 

poorly understood. In Chapter 3 we have shown that TMR can impact on grey matter volume 

within the task-related regions, thus shaping their functional response and the behavioural 

benefit of cueing in the long run. Yet, it is still unclear whether repeated reactivation of a 

memory trace can also modify tissue microstructure and what the time scale of such changes 

might be. 

 

We used diffusion-weighted MRI (DW-MRI) to examine short- and long-term microstructural 

plasticity after TMR of a procedural memory task. DW-MRI is sensitive to the random motion 

of water molecules within tissue, thus providing indirect information about microstructure 

(Mori & Zhang, 2006). It is a task-independent measure which, in contrast to functional MRI, 

allows probing of the microstructural substrate without being affected by task specific-

activity. Importantly, the technique is also known to be sensitive to experience-driven 

plasticity within memory-related areas (Sagi et al., 2012; Hofstetter et al., 2013, Tavor et al., 

2020, Tavor et al., 2013) and has been used to track the development of a neocortical 

engram, with the microstructural changes driving gains in behavioural performance (Brodt 

et al., 2018). This makes DW-MRI an excellent technique for studying the gradual structural 

plasticity which is associated with memory formation over long timescales. The simplest 
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approach to measure diffusion is diffusion tensor (DT) MRI, which assumes a Gaussian 

behaviour of water molecules within a single water compartment and allows the 

quantification of parameters such as mean diffusivity (MD) and fractional anisotropy (FA) 

(Afzali et al., 2021). More complex models have been developed to account for the different 

behaviour of intra- and extra-cellular water, such as the Composite Hindered And Restricted 

Model of Diffusion (CHARMED, Assaf et al., 2004). The relative sizes of the restricted (Fr, 

intracellular) and hindered compartments can then be estimated. 

 

Our participants learned two motor sequences of a Serial Reaction Time Task (SRTT), each 

associated with a different set of auditory tones. Tones associated with one of the sequences 

were replayed to the participants during subsequent NREM sleep, successfully improving 

cued vs uncued sequence performance post-TMR (see Chapter 3 for behavioural effects). 

During both learning and the two re-test sessions (24 h and 10 days post-TMR), participants 

were placed in the scanner to acquire structural (T1-weighted, T1w) and DW-MRI data, with 

the final re-test session taking place online, 20 days after TMR. MD has recently been shown 

to decrease in precuneus in response to a series of repeated learning-retrieval epochs during 

wake (Brodt et al., 2018), which could be regarded of as a proxy of memory reactivation 

during sleep (Himmer et al., 2019). We thus hypothesised that TMR during sleep would also 

lead to rapid MD-driven plasticity within precuneus, thereby supporting the functional 

activation of this structure in association with TMR that we observed in the previous chapter 

(Chapter 3). However, we expected the motor-related regions to undergo long-term 

microstructural changes, thereby reflecting their slowly evolving reorganisation (Kami et al., 

1995; Kleim et al., 2004; Matsuzaka et al., 2007; Gao et al., 2018; Ganguly & Carmena, 2009), 

as well as long-term functional engagement and volumetric increase in response to TMR 

(Chapter 3). In the current study, we also used Restricted Water Fraction (Fr), as modelled by 

the CHARMED framework (Assaf et al., 2004). Fr is thought to be more sensitive to 

microstructural changes than MD, especially in long-term assessment (Tavor et al., 2013). 

We thus combined MD with Fr in a multimodal analysis protocol to uncover common 

microstructural patterns across the two MRI markers and their relationship with TMR 

benefits across time. Finally, despite the importance of tissue microstructure for memory 

formation (Brodt et al., 2018), it is unclear whether baseline tissue (micro)structure is 

predictive of memory encoding capacity. To clarify this, we tested whether baseline brain 

characteristics (both in terms of brain microstructure and volume) can determine TMR 

susceptibility, thus adding to our current understanding of the factors that influence the 

effectiveness of TMR (Hu et al., 2020).  
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2 MATERIALS AND METHODS 

2.1 PARTICIPANTS 

The same sample of 33 healthy volunteers that was reported in Chapter 3 signed a written 

informed consent to take part in the study, which had been approved by the Ethics 

Committee of the School of Psychology at Cardiff University. All participants reported being 

right-handed, sleeping approximately 8 h per night, having normal or corrected to normal 

vision, no hearing impairment, and no prior knowledge of the experimental tasks before 

commencing the study. Regular nappers, smokers, subjects who had travelled across more 

than two time-zones or engaged in any regular night work during one month prior to the 

experiment were not recruited. Further criteria for exclusion included recent stressful life 

event(s), regular use of any medication or substance affecting sleep, prior history of 

drug/alcohol abuse, and neurological, psychological, or sleep disorders. Additionally, 

participants were asked to abstain from napping, extreme physical exercise, caffeine, 

alcohol, and other psychologically active food from 24 h prior to each experimental session. 

We also excluded participants with more than three years of musical training in the past five 

years due to a probable link between musical abilities and procedural learning (Romano 

Bergstrom et al., 2012; Anaya et al., 2017). Participants were screened by a qualified 

radiographer from Cardiff University to assess their suitability for MRI and signed an MRI 

screening form prior to each scan. 

 

Four participants had to be excluded from all analyses due to: technical issues (n = 1), 

voluntary withdrawal (n = 1), interrupted EEG recording during the night (n = 1), and low 

score on the handedness questionnaire (indicating mixed use of both hands), combined with 

positive slope of learning curve during the first session (indicating lack of sequence learning 

before sleep) (n = 1). Due to COVID-19 outbreak, four participants were unable to complete 

the study, missing either one (n = 1) or two (n = 5) sessions. One additional participant could 

not physically attend S3; they performed the SRTT online, but their MRI data could not be 

collected and therefore the sample size for the MRI analyses of S3 had to be decreased by 

one. Hence, 29 participants remained in the MRI dataset (15 females, age range: 18 - 23 

years, mean rSD: 20.33 r 1.45; 14 males, age range: 19 - 23 years, mean rSD: 20.43 r 1.16), 

but data from only 23 of them was acquired during S3. This final dataset was used for T1w 

data analysis, but six additional participants had to be removed from the DW-MRI analyses 

due to posterior (n = 2) or anterior (n = 4) part of the radiofrequency coil failure. Finally, Fr 



Chapter 4  Microstructural plasticity post-TMR 
 

 151 

maps collected from three additional participants failed a visual quality check after pre-

processing and were thus excluded from the Fr analysis (n = 3). Hence, the final sample size 

for MD analysis was n = 23 for S1, n = 23 for S2 and n = 19 for S3, and the sample size for Fr 

analysis was n = 20 for S1, n = 20 for S2 and n = 16 for S3. A flowchart of participants included 

and excluded from the different analyses is presented in Fig.S1. 

2.2 STUDY DESIGN 

The study consisted of four sessions (Fig.1a), all scheduled for the same time in the evening 

(~8 pm). Upon arrival for the first session (S1), participants completed Pittsburgh Sleep 

Quality Index (PSQI) (Buysse et al., 1989) to examine their sleep quality over the past month. 

S1 consisted of a motor sequence learning task (the SRTT), MRI data acquisition and 

overnight stay in the lab. The SRTT learning session was split in half, such that the first half of 

the SRTT blocks (24 sequence blocks) was performed in a 0T Siemens ͚ŵŽĐŬ͛ scanner (i.e., an 

environment that looked exactly like an MRI scanner, but with no magnetic field) and the 

other half (24 sequence blocks + 4 random blocks) in a 3T Siemens MRI scanner, immediately 

after T1w structural data acquisition. This was followed by DW-MRI (see section 2.6 MRI data 

acquisition). Participants were then asked to prepare themselves for bed and were fitted with 

an electroencephalography (EEG) cap. While in stable stage 2 (N2) or 3 (N3) of NREM sleep, 

the TMR protocol was initiated (see section 2.5 TMR during NREM sleep). Briefly, to trigger 

reactivation of the associated SRTT memories, tones associated with one of the SRTT 

sequences were replayed to the participants through speakers (Harman/Kardon HK206, 

Harman/Kardon, Woodbury, NY, USA). After, on average, 8.81 r�0.82 hours in bed 

participants were woken up and had the EEG cap removed before leaving the lab.  

 

Session 2 (S2), session 3 (S3) and session 4 (S4) took place 23-26 h, 10-14 days, and 16-21 

days after S1, respectively. During S2 and S3 T1w and DW-MRI data were acquired as before, 

followed by an SRTT re-test. Here, the first half of the SRTT blocks (24 sequence blocks + 4 

random blocks) was performed in the 3T scanner and the second half (24 sequence blocks + 

4 random blocks) in the 0T scanner. Note that the order of scans (3T vs 0T) was flipped from 

S1 to S2 and S3 for the microstructural assessment to occur as close to TMR as possible. S4 

was performed either in the lab or online, depending on the severity of COVID-19 restrictions 

at the time. During S4, SRTT was delivered in one run (48 sequence blocks + 4 random blocks). 
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For offline data collection, the SRTT (S1-S3) was back projected onto a projection screen 

situated at the end of the MRI/mock scanner and reflected into the ƉĂƌƚŝĐŝƉĂŶƚ͛Ɛ eyes via a 

mirror mounted on the head coil; during S4 SRTT was presented on a computer screen with 

resolution 1920 x 1080 pixels and executed using MATLAB 2016b (The MathWorks Inc., 

Natick, MA, USA) and Cogent 2000 (developed by the Cogent 2000 team at the Functional 

Imaging Laboratory and the Institute for Cognitive Neuroscience, University College, London, 

UK; http://www.vislab.ucl.ac.uk/cogent.php). For online data collection (S4), SRTT was 

programmed in Python using PsychoPy 3.2.2. (Peirce et al., 2019) and administered through 

Pavlovia online platform (https://pavlovia.org/).  

 

 
Fig. 1. Experimental methods. (a) Study design. The study consisted of four sessions, each requiring participants 

to complete the SRTT. During S1, SRTT was followed by DW-MRI acquisition. During S2 (24 h post-TMR) and S3 (10 

days post-TMR), the order was flipped, with the SRTT following MRI data collection. Structural T1w data was 

acquired at the beginning of each scan (S1-S3). S1 also involved EEG recording during the stimulation night. While 

asleep, tones associated with one of the sequences were replayed to the participants during stable N2 and N3. 

During S4 (20 days post-TMR) SRTT was delivered outside the scanner. (b) MRI data analysis. Voxel-based 

morphometry (VBM) analysis was performed on the T1w scans to study volumetric grey matter structure. MD and 

Fr maps were extracted from the DW-MRI data and combined in a multimodal approach to uncover common 

trends related to microstructural plasticity of grey matter. Multimodal analysis was followed by unimodal post-

hoc tests to determine the contribution of each modality to the multimodal results (not shown). SRTT: Serial 

Reaction Time Task; T1w, T1-weighted data; DW-MRI: Diffusion Weighted MRI; MD: Mean Diffusivity; Fr: 

Restricted Water Fraction. 
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2.3 EXPERIMENTAL TASKS ʹ THE SERIAL REACTION TIME TASK (SRTT) 

The SRTT was used to induce and measure motor sequence learning. It was adapted from 

Cousins et al. (2014a) and implemented exactly as described in Chapter 3. Briefly, 

participants learned two 12-item sequences of auditorily and visually cued key presses. The 

task was to respond to the stimuli as quickly and accurately as possible, using index and 

middle fingers of both hands. The two sequences ʹ A (1-2-1-4-2-3-4-1-3-2-4-3) and B (2-4-3-

2-3-1-4-2-3-1-4-1) ʹ were matched for learning difficulty, did not share strings of more than 

four items and contained items that were equally represented (three repetitions of each). 

Each sequence was paired with a set of 200 ms-long tones, either high (5th octave, A/B/C#/D) 

or low (4th octave, C/D/E/F) pitched, that were counterbalanced across sequences and 

participants. For each item/trial, the tone was played with simultaneous presentation of a 

visual cue in one of the four corners of the screen. Visual cues consisted of neutral faces and 

objects, appearing in the same location regardless of the sequences (1 ʹ top left corner = 

male face, 2 ʹ bottom left corner = lamp, 3 ʹ top right corner = female face, 4 ʹ bottom right 

corner = water tap). Participants were told that the nature of the stimuli (faces/objects) was 

not relevant for the study. Their task was to press the key on the keyboard (while in the sleep 

lab or at home) or on an MRI-compatible button pad (2-Hand system, NAtA technologies, 

Coquitlam, Canada) (while in the MRI/mock scanner) that corresponded to the position of 

the picture as quickly and accurately as possible: 1 = left shift/left middle finger button; 2 = 

left Ctrl/left index finger button; 3 = up arrow/right middle finger button; 4 = down 

arrow/right index finger button. Participants were instructed to use both hands and always 

keep the same fingers on the appropriate response keys. The visual cue disappeared from 

the screen only after the correct key was pressed, followed by a 300 ms interval before the 

next trial.  

 

There were 24 blocks of each sequence (a total of 48 sequence blocks per session), where 

ďůŽĐŬ� ƚǇƉĞ�ǁĂƐ� ŝŶĚŝĐĂƚĞĚ�ǁŝƚŚ� ͚�͛�Žƌ� ͚�͛�ĚŝƐƉůĂǇĞĚ� ŝŶ� ƚŚĞ� ĐĞŶƚƌĞ�ŽĨ� ƚŚĞ� ƐĐƌĞĞŶ͘��ĂĐŚ�ďůŽĐŬ�

contained three sequence repetitions (36 items) and was followed by a 15 s pause/break, 

with reaction time (RT) and error rate feedback. Blocks were interleaved pseudo-randomly 

with no more than two blocks of the same sequence in a row. Participants were aware that 

there were two sequences but were not asked to learn them explicitly. Block order and 

sequence replayed were counterbalanced across participants. 
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During each run of the SRTT, sequence blocks A and B were followed by 4 random blocks, 

except for the first half of S1 (to avoid interrupted learning). Random blocks were indicated 

ǁŝƚŚ�͚Z͛�ĂƉƉĞĂƌŝŶŐ�ĐĞŶƚƌĂůůǇ�Žn the screen and contained pseudo-randomised sequences, the 

same visual stimuli, and tones matching sequence A for half of them (Rand_A) and sequence 

B for the other half (Rand_B). Blocks Rand_A and Rand_B were interleaved, and the random 

sequences contained within them followed three constraints: (1) each cue was represented 

equally within a string of 12 items, (2) two consecutive trials could not contain the same cue, 

(3) random sequence did not share a string of more than four items with either sequence A 

or B.  

2.4 EEG DATA ACQUISITION  

EEG was recorded using 64 actiCap slim active electrodes (Brain Products GmbH, Gilching, 

Germany), with 62 electrodes embedded within an elastic cap (Easycap GmbH, Herrsching, 

Germany). This included the reference positioned at CPz and ground at AFz. The remaining 

electrodes were the left and right electrooculography (EOG) electrodes (placed below and 

above each eye, respectively), and left and right electromyography (EMG) electrodes (placed 

on the chin). Fig.S2 shows the EEG electrodes layout. Elefix EEG-electrode paste (Nihon 

Kohden, Tokyo, Japan) was used for stable electrode attachment and Super-Visc high 

viscosity electrolyte gel (Easycap GmbH) was inserted into each electrode to reduce 

impedance below 25 kOhm. To amplify the signal, we used either two BrainAmp MR plus EEG 

amplifiers or a LiveAmp wireless amplifier (all from Brain Products GmbH). Signals were 

recorded using BrainVision Recorder software (Brain Products GmbH). 

2.5 TMR DURING NREM SLEEP 

Tones associated with one of the learned sequences (A or B, counterbalanced across 

participants) were replayed to the participants during N2 and N3, as assessed with standard 

AASM criteria (Berry et al., 2015). Volume was adjusted for each participant to make sure 

that the sounds did not wake them up. One repetition of a sequence was followed by a 20 s 

break, with the inter-trial interval jittered between 2500 and 3500 ms. Upon arousal or 

leaving the relevant sleep stage, replay was paused immediately and resumed only when 

stable N2/N3 was apparent. The TMR protocol was delivered using MATLAB 2016b and 

Cogent 2000 and performed for as long as a minimum threshold of ~1000 trials in N3 was 

reached. On average, 1552.91 ± 215.00 sounds were delivered. 
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2.6 MRI DATA ACQUISITION 

Magnetic resonance imaging (MRI) was performed at Cardiff University Brain Imaging Centre 

(CUBRIC) with a 3T Siemens Connectom scanner (maximum gradient strength 300 mT/m). 

All scans were acquired with a 32-channel head-coil and lasted ~1 h in total each, with whole-

brain coverage including cerebellum. This chapter is concerned with the analysis of the multi-

shell DW-MRI and T1w scans, but the MRI protocol also included functional MRI (fMRI) and 

mcDESPOT acquisitions (for fMRI analysis see Chapter 3). 

2.6.1 T1-WEIGHTED IMAGING 

A high resolution T1-weighted anatomical scan was acquired with a 3D magnetization-

prepared rapid gradient echoes (MPRAGE) sequence (repetition time [TR] = 2300 ms; echo 

time [TE] = 2 ms; inversion time [TI] = 857 ms; flip angle [FA] = 9°; bandwidth 230 Hz/Pixel; 

256 mm field-of-view [FOV], 256 x 256 voxel matrix size, 1 mm isotropic voxel size; 1 mm 

slice thickness; 192 sagittal slices; parallel acquisition technique [PAT] with in-plane 

acceleration factor 2 (GRAPPA); anterior-to-posterior phase-encoding direction; 5 min total 

acquisition time [AT]) at the beginning of each scanning session. 

2.6.2 MULTI-SHELL DIFFUSION-WEIGHTED IMAGING 

Diffusion-Weighted MRI data was acquired with a monopolar sequence (TR = 3000 ms; TE = 

59 ms; FA = 90°; 266 gradient directions distributed over 6 shells (b = 200, 500, 1200, 2400, 

4000, 6000 s/mm2); 13 interspersed b = 0 images; bandwidth 2272 Hz/Pixel; 220 mm FOV; 

220 x 200 voxel matrix size; 2 mm isotropic voxel size; 2 mm slice thickness; 66 axial-to-

coronal slices obtained parallel to the ACʹPC line with interleaved slice acquisition; PAT 2 

(GRAPPA); multi-band acceleration factor = 2; AT = 14 min) in an anterior-to-posterior phase-

encoding direction, with one additional b = 0 posterior-to-anterior volume. 

2.7 DATA ANALYSIS 

2.7.1 BEHAVIOURAL DATA 

PSQI global scores were determined in accordance with the original scoring system (Buysse 

et al., 1989) and the SRTT analysis was performed as in Chapter 3. Briefly, the SRTT 

performance was measured using mean reaction time per block of each sequence (cued and 
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uncued). All trials within each block were considered (i.e., trials performed by both hands), 

except for those with reaction time exceeding 1000 ms. For each sequence during each 

session, the mean performance on the last 4 blocks was subtracted from the mean 

performance on the 2 random blocks, thus yielding a measure of late ͚ƐĞƋƵĞŶĐĞ-specific ƐŬŝůů͛ 

(SSS). We chose to focus on late SSS rather than early SSS given our prior results showing a 

main effect of TMR on the former only (see Chapter 2 and Chapter 3).  

 

To obtain a single measure reflecting the effect of TMR on SRTT performance at each session 

we calculated the difference between the late SSS of the cued and uncued sequence and 

refer to it as the ͚ĐƵĞŝŶŐ ďĞŶĞĨŝƚ͛͘ Cueing benefit at S2, S3, and S4 were entered as the main 

regressors in the analysis testing the relationship between microstructural plasticity and 

cueing benefit at different sessions (see section 2.7.4.2 DW-MRI: multimodal analysis of 

TMR-related plasticity). 

 

Finally, to obtain a single measure reflecting an overall susceptibility to the manipulation, we 

performed Principal Component Analysis (PCA) on the cueing benefit at S2, S3 and S4 (i.e., 

the three post-TMR sessions). This yielded a PCA-transformed cueing benefit, derived from 

ƚŚĞ�ĨŝƌƐƚ�W���ĐŽŵƉŽŶĞŶƚ�ĂŶĚ�ƌĞĨĞƌƌĞĚ�ƚŽ�ĂƐ�ƚŚĞ�͚dDZ�ƐƵƐĐĞƉƚŝďŝůŝƚǇ͛͘�TMR susceptibility was 

entered as the main regressor in the analysis testing the relationship between inter-

individual variability in brain (micro)structure and susceptibility to the manipulation (see 

section 2.7.4.4 DW-MRI and VBM: Individual differences in baseline (micro)structure). 

2.7.2 SLEEP SCORING 

EEG data collected during the night were pre-processed and sleep scored as described in 

Chapter 3. In short, the pre-processing and re-referencing steps were carried out in MATLAB 

2018b, using FieldTrip Toolbox (Oostenveld et al., 2011). Sleep scoring was conducted on 

eight scalp electrodes (F3, F4, C3, C4, P3, P4, O1, O2), two EOG and two EMG channels. Each 

recording was scored based on the AASM criteria (Berry et al., 2015) and using a custom-

made interface (https://github.com/mnavarretem/psgScore). The amount of time spent in 

each sleep stage were used as the main regressors in the analyses testing the relationship 

between overnight brain plasticity and different sleep stages (see section 2.7.4.3 DW-MRI 

and VBM: Sleep-related changes). 
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2.7.3 MRI DATA 

2.7.3.1     DW-MRI DATA PRE-PROCESSING 

DW-MRI data pre-processing was performed as described in previous publications (Tax et al., 

2021; Genc et al., 2020). The pre-processing steps included (1) Slicewise OutLIer Detection 

(SOLID) (Sairanen et al., 2018); (2) full Fourier Gibbs ringing correction (Kellner et al., 2016) 

using Mrtrix mrdegibbs software (Tournier et al., 2012); and (3) a combined topup, eddy and 

DISCO step (Rudrapatna et al., 2018) to (i) estimate susceptibility-induced off-resonance field 

and correct for the resulting distortions using images with reversed phase-encoding 

directions, (ii) correct for eddy current distortions and (iii) correct for gradient nonlinearity. 

To generate Mean Diffusivity (MD) maps, the diffusion tensor model was fitted to the data 

using the DTIFIT command in FSL for shells with b < 1500 s/mm2. To estimate Restricted 

Water Fraction (Fr) metric, the composite hindered and restricted model of diffusion 

(CHARMED) was fitted to the data using an in-house non-linear least square fitting algorithm 

(De Santis et al., 2014) coded in MATLAB 2015a. The two indices (MD, Fr) were chosen based 

on the existing human literature on the microstructural changes following learning (MD: 

Brodt et al., 2018; Hofstetter et al., 2013; Sagi et al., 2012; Tavor et al., 2019; Fr: Tavor et al., 

2013). MD describes the average mobility of water molecules and has shown sensitivity to 

changes in grey matter (Brodt et al., 2018; Sagi et al., 2012; Tavor et al., 2019). It is thought 

to reflect the underlying, learning-dependent remodelling of neurons and glia, i.e., 

synaptogenesis, astrocytes activation and brain-derived neurotrophic factor (BDNF) 

expression, as confirmed by histological findings (Sagi et al., 2012), which were of particular 

interest in this study. As opposed to DTI, the CHARMED model separates the contribution of 

water diffusion from the extra-axonal (hindered) and intra-axonal (restricted) space (Assaf et 

al., 2004), thereby providing a more sensitive method to look at the microstructural changes 

than DTI (Tavor et al., 2013). Fr is one of the outputs from the CHARMED framework. In grey 

matter, Fr changes are thought to reflect remodelling of dendrites and glia, and were 

observed both short-term (2 h) and long-term (1 week) following a spatial navigation task 

(Tavor et al., 2013). 

 

Co-registration, spatial normalisation and smoothing of the MD and Fr maps were performed 

in SPM12, running under MATLAB 2015a. First, we co-registered the pre-processed diffusion 

images with ƉĂƌƚŝĐŝƉĂŶƚƐ͛ structural images using a rigid body model. The co-registration 

output was then spatially normalised to MNI space. This step involved resampling to 2 mm 
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voxel with B-spline interpolation and utilised T1 deformation fields generated during fMRI 

analysis of the same participants (Chapter 3). That way, the resulting diffusion images were 

in the same space as the fMRI and T1w data. Finally, the normalised data was smoothed with 

an 8 mm FWHM Gaussian kernel. 

2.7.3.2     T1W DATA PRE-PROCESSING 

Pre-processing of T1w images was performed as in Chapter 3, using Statistical Parametric 

Mapping 12 (SPM12; Wellcome Trust Centre for Neuroimaging, London, UK), running under 

MATLAB 2018b. All pre-processing steps were carried out in keeping with previous 

recommendations (Ashburner, 2010). Briefly, the images were segmented into three tissue 

probability maps (grey matter, GM; white matter, WM; cerebrospinal fluid, CSF). We used 

two Gaussians to model each tissue class, 60 mm bias full-width half maximum (FWHM) cut-

off, very light bias regularisation (0.0001), and default warping parameters (Ashburner & 

Friston, 2005). Spatial normalisation of GM tissue was performed using DARTEL (Ashburner, 

2007) to generate spatially normalised and Jacobian scaled images in the Montreal 

Neurological Institute (MNI) space, resampled at 1.5 mm isotropic voxels. An 8 mm FWHM 

Gaussian kernel was used to smooth the resultant images, in line with the DW-MRI data. 

Finally, to account for any confounding effects of brain size, each image was proportionally 

scaled to the total intracranial volume (ICV) value, calculated by summing up the volumes of 

the three tissue probability maps obtained earlier (GM, WM, CSF). 

2.7.4 STATISTICAL ANALYSIS 

All behavioural tests conducted were two-tailed, and both positive and negative contrasts 

were performed for the MRI analyses. MRI results were voxel-level corrected for multiple 

comparisons by family wise error (FWE) correction for the whole-brain GM and for the pre-

defined anatomical regions of interest (ROI, see section 2.7.4.6 Regions of Interest), with the 

significance threshold set at pFWE < 0.05. To obtain a whole-brain GM mask, the SPM12 tissue 

probability map of GM was thresholded at 50% probability (Ceccarelli et al., 2012). 

2.7.4.1    BEHAVIOURAL DATA 

Statistical analyses of behavioural data were conducted in the previous chapter (Chapter 3). 

We used lme4 package (Bates et al., 2015) in R to fit two linear mixed effects models to our 

data. The first model (model 1) was used to test the effect of TMR (cued vs uncued) and 
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Session (S2, S3, S4) on the late SSS. The second model (model 2) was used to test the effect 

of Time (i.e., number of days post-TMR) on cueing benefit. To account for the repeated 

measures design, participant code was always entered as a random intercept. 

> model 1 = lmer(late SSS ~ Session + TMR + (1|Participant), data=dataset) 

> model 2 = lmer(CueingBenefit ~ Time + (1|Participant), data=dataset) 

 

An ANOVA function in R was used to run likelihood ratio tests between the full model and 

the model without the effect of interest. This allowed us to obtain a p-value for each effect 

tested. Emmeans package (Lenth et al., 2019) was used to conduct Holm-adjusted post-hoc 

pairwise comparisons. The results of both the likelihood ratio tests and post-hoc comparisons 

are cited in this chapter and discussed in relation to the underlying tissue (micro)structure. 

2.7.4.2    DW-MRI: MULTIMODAL ANALYSIS OF TMR-RELATED PLASTICITY 

Group level analyses of DW-MRI data was performed in FSL (FMRIB's Software Library, 

http://www.fmrib.ox.ac.uk/fsl) (Smith et al., 2004b). To examine the relationship between 

brain characteristics and our variables of interest we performed non-parametric combination 

(NPC) for joint interference analysis (Fig.1b), as described before (Lazari et al., 2021; 

Sampaio-Baptista et al., 2020). Specifically, NPC was performed over MD and Fr maps to 

uncover common trends related to non-myelin GM microstructure (Tavor et al., 2013; Sagi 

et al., 2012).  

The analysis was performed through Permutation Analysis of Linear Models (PALM) in FSL 

(Winkler et al., 2016), using voxel-wise Fisher test with the following equation: 

-2 σ ��ሺሻ
ୀଵ  

where k denotes the total number of modalities being combined, and pk denotes the p-value 

for a given modality (Winkler et al., 2016). 

 

NPC &ŝƐŚĞƌ͛Ɛ combining function tests for effects with concordant directions across 

modalities of choice. Thus, to test for positive effects across our modalities, imaging data 

with mismatching directions (here MD) were multiplied by (-1). The significance of the 

resulting, single joint statistic was assessed through 5000 permutations of each of the 

separate tests and a cluster-forming threshold of t > 1.75 (equivalent to p < 0.05, based on 
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the degrees of freedom for the smallest sample) at 5% FWE rate. Correction for multiple 

comparisons was carried out both for the whole brain GM and for the pre-defined ROIs. 

 

Having previously established that TMR can impact on GM volume (Chapter 3), here we 

investigated the relationship between early (S1 vs S2) and late (S2 vs S3) microstructural 

plasticity and cueing benefit at different time points. To this end, the images used to assess 

the longitudinal effects of time were generated by subtracting the pre-processed MD and Fr 

parameter maps from consecutive sessions. The resultant images were entered into a one-

sample t-test with cueing benefit at S2, S3, and S4 added as regressors. We run separate 

contrasts for each session, whereby the session of interest was specified as the main 

regressor whereas the remaining sessions were treated as the covariates of no interest 

(nuisance covariates). This ensured that the results were specific to the session analysed. 

Additionally, the nuisance covariates also included sex and age to control for the differences 

between males and females, as well as the effect of age. Baseline reaction time (i.e., average 

reaction time on the random blocks performed during S1) and baseline learning capabilities 

(i.e., difference between the average of the last 4 blocks and the first 4 blocks performed 

during S1) were also specified as the variables of no interest to ensure that the results were 

independent of baseline SRTT performance.  

2.7.4.3   DW-MRI AND VBM: SLEEP-RELATED CHANGES 

Next, we tested the relationship between overnight (S1 vs S2) (micro)structural plasticity and 

sleep. To this end, we performed both the multimodal analysis of the DW-MRI data (see 

previous section 2.7.4.2) and voxel-based morphometry (VBM) of the T1w data (performed 

in SPM12 as in Chapter 3). The MD, Fr and GM maps from S1 and S2 were subtracted from 

each other, and the resultant images were entered into one-sample t-tests with the 

percentage of time spent in N2, N3, and REM sleep added as regressors. We ran separate 

contrasts for each sleep stage, whereby the sleep stage of interest was specified as the main 

regressor whereas the remaining sessions were treated as nuisance covariates to ensure that 

the results were specific only to the sleep stage tested. Nuisance covariates also included sex 

and age. 
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2.7.4.4   DW-MRI AND VBM: INDIVIDUAL DIFFERENCES IN BASELINE         
         (MICRO)STRUCTURE  

To determine whether individual differences in baseline brain characteristics can predict 

susceptibility to the manipulation we tested the relationship between baseline (S1) GM 

(micro)structure and the variance shared between cueing benefit at the post-TMR sessions. 

Thus, the PCA-transformed cueing benefit͕�ŚĞƌĞ�ƌĞĨĞƌƌĞĚ�ƚŽ�ĂƐ�ƚŚĞ�͚dDZ�ƐƵƐĐĞƉƚŝďŝůŝƚǇ͛ was 

entered as a covariate of interest in a one-sample t-test, either in the multimodal (MD and 

Fr maps) or VBM (T1w images) framework. The nuisance covariates for this analysis included: 

sex, age, PSQI, baseline reaction time, baseline learning capabilities, and percentage of time 

spent in N2 (given the results described in section 3.2 Sleep-related changes). This approach 

ensured that the results were independent of demographics, general sleep patterns and 

baseline SRTT performance, all of which could be related to baseline characteristics of the 

brain.  

2.7.4.5    DW-MRI: UNIMODAL ANALYSIS 

To determine individual contribution of each microstructural modality to the multimodal 

results, we performed unimodal analyses of individual modalities, in FSL and through non-

parametric, permutation-based voxel-wise comparisons using randomise function (Winkler 

et al., 2014). Results were derived from 5000 permutations. Correction for multiple 

comparisons was carried out by FWE correction both for the whole brain GM and for the pre-

defined ROIs, as for the multimodal analysis. Multiple modalities correction was performed 

based on the number of modalities entered in the multimodal analysis (here two: MD and Fr).  

2.7.4.6    REGIONS OF INTEREST 

All MRI results were voxel-level corrected for multiple comparisons within the whole-brain 

GM and the pre-defined anatomical ROIs. We used the same pre-defined ROIs as in Chapter 

3. These included (1) bilateral precuneus, (2) bilateral hippocampus and parahippocampus, 

(3) bilateral dorsal striatum (putamen and caudate), (4) bilateral cerebellum, (5) bilateral 

sensorimotor cortex (precentral and postcentral gyri). All ROIs were selected based on their 

known involvement in sleep-dependent procedural memory consolidation (Fischer et al., 

2005; Walker et al., 2005; Albouy et al., 2008; Debas et al., 2010) and memory reactivation 

(Maquet et al., 2000; Maquet et al., 2003b; Rasch et al., 2007; van Dongen et al., 2012; Brodt 

et al., 2018; Cousins et al., 2016). A mask for each ROI was created using an Automated 
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Anatomical Labeling (AAL) atlas in the Wake Forest University (WFU) PickAtlas toolbox 

(Maldjian et al., 2003).  

2.8   RESULTS PRESENTATION 

Anatomical localisation of the significant clusters from both unimodal and multimodal 

analyses was determined with the automatic labelling of MRIcroGL 

(https://www.nitrc.org/projects/mricrogl/) based on the AAL atlas. Results in Fig.3-6 and 

Fig.S3-S4 are presented using MRIcroGL, displayed on the MNI152 standard brain (University 

of South Carolina, Columbia, SC). All significant clusters are reported in supplementary tables, 

but only those with an extent equal to or above 5 voxels are discussed in text and presented 

in figures. Fig.1, Fig.S1 and Fig.S2 were created in Microsoft PowerPoint v16.53, Fig.2a was 

generated using ggplot2 (version 3.3.0) (Wickham, 2009) in R, Fig.2b was generated using 

Prism 9 (GraphPad Software, San Diego, CA, USA), and Fig.2c was generated using corrplot 

command in MATLAB. 

3 RESULTS 

Post-sleep SRTT re-test sessions took place 24.67 hours (SD: 0.70) (S2), 10.48 days (SD: 0.92) 

(S3), and 20.08 days (SD: 0.97) (S4) after S1. As we have reported previously (Chapter 3), 

analysis of behavioural data showed a main effect of TMR on the late sequence specific skill 

of the SRTT (p = 0.001), with the difference between the cued and uncued sequence 

strongest at S4, i.e., 20 days post-TMR (padj = 0.004, Fig.2a). Furthermore, there was a main 

effect of the amount of time post-TMR on cueing benefit (p = 0.046, Fig.2a), suggesting that 

the effects of our manipulation develop over time before they emerge at S4 (Chapter 3).  

 

 
Fig. 2. Behavioural effects of TMR. (a) Difference between the late sequence specific skill of the cued and uncued 

sequence (i.e., the cueing benefit) plotted against the number of days post-TMR. Green dots represent mean ± SEM 

calculated for S2 (1 day post-TMR), S3 (10ʹ14 days post-TMR) and S4 (16ʹ21 days post-TMR). Grey lines represent 

cueing benefit for each subject. A linear mixed effects analysis showed a main effect of time on cueing benefit, 
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which itself was significant at S4. * p < 0.05; ** padj = 0.004. (b) ,ĞĂƚŵĂƉ�ŽĨ�WĞĂƌƐŽŶ͛Ɛ�correlation coefficient matrix 

showing the relationships between cueing benefit (CB) at different sessions. (c) Scatterplots showing the same 

correlations as in (b). CBS2, CBS3, CBS4: cueing benefit at S2, S3, S4; S1-4: Session 1-4; For (a): n = 30 for S2, n = 25 

for S3; n = 24 for S4. For (b-c): n = 23. 

3.1   TMR-RELATED PLASTICITY  

We sought to examine whether repeated reactivation of a motor memory trace could 

engender microstructural plasticity in the brain. We tested whether cueing benefit at 

different sessions is associated with changes in brain microstructure within predefined ROIs 

over different periods of time. Thus, individual modality maps collected at different sessions 

were subtracted from each other, yielding measures of early (S1-S2) and late (S2-S3) 

microstructural plasticity. The resultant difference maps were used as inputs in the 

multimodal analysis, set out to uncover common trends in MD and Fr change measures. 

Cueing benefit at S2, S3 and S4 were entered as regressors and separate contrasts were run 

for cueing benefit at each session. Given the correlations between cueing benefits at 

different sessions (Fig.2b-c), sessions of no interest in any given contrast were covaried out 

to test if the effects are specific to the cueing benefit tested. We hypothesised that TMR 

during sleep would lead to rapid plasticity within precuneus. Consistent with this, the analysis 

revealed a positive relationship between early plasticity in left precuneus (-6, -60, 18) and 

cueing benefit at S3 when controlling for the behavioural effects at S2 and S4 (p = 0.041; 

Fig.3a-c, Table S1A, Fig.S3a), such that greater cueing benefit was associated with greater 

reductions in MD and greater increases in Fr. In addition, late plasticity in bilateral precuneus 

(4, -58, 16) was associated with cueing benefit at S4 when controlling for the behavioural 

effects at S2 and S3 (p = 0.027; Fig.3d-f, Table S1B, Fig.S3b), again reflecting greater cueing 

benefit being associated with greater reductions in MD and greater increases in Fr. These 

results demonstrate that TMR can impact on precuneus microstructure both early and late 

in the consolidation process, thus supporting the development of behavioural effects of TMR 

over time.  
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Fig. 3. Multimodal plasticity in precuneus is associated with long-term cueing benefits. (a) Early (from S1 to S2) 

microstructural plasticity in left precuneus is associated with cueing benefit at S3. (d) Late (from S2 to S3) 

microstructural plasticity in bilateral precuneus is associated with cueing benefit at S4. Purple-yellow colour bars 

indicate p-values for the results thresholded at a significance level of pFWE < 0.05, corrected for multiple voxel-wise 

comparisons within pre-defined ROI for bilateral precuneus. Results are overlaid on a Montreal Neurological 

Institute (MNI) brain. (b, c, e, f) Mean MD (b, e) and Fr (c, f) change values extracted from multimodal clusters 

significant at pFWE < 0.05 shown in (a) and (d). Scatterplots are presented for visualisation purposes only and should 

not be used for statistical inference. Each data point represents a single participant, axes represent residual values 

after correcting for age, sex, PSQI score, baseline reaction time, baseline learning capabilities on the SRTT, cueing 

benefit at S2 and either cueing benefit at S4 (b-c) or at S3 (e-f). MD: Mean Diffusivity; Fr: Restricted Water Fraction; 

S1-4: Session 1-4; n = 16 for (a-c), n = 15 for (d-f).  

 

We further hypothesised that task-related sensorimotor regions would undergo longer-term 

microstructural changes. Our multimodal voxel-wise ROI analyses revealed that both early 

plasticity in right putamen (34, -6, -8) and late plasticity in left sensorimotor cortex (-60, -18, 

14) were associated with cueing benefit at S4 when controlling for the behavioural effects at 

S2 and S3 (putamen: p = 0.016; Fig.4a-c, Table S1C, Fig.S3c; sensorimotor cortex: p = 0.018; 

Fig.4d-f, Table S1D, Fig.S3d). To confirm that the results were specific to S4, we also tested 

the relationship between microstructural plasticity and cueing benefit at S2 and S3. In line 

with our expectations, we find no relationship between motor network plasticity and cueing 

benefit at S2 or S3 (p > 0.05).  

 

Together, we provide evidence for gradual plasticity in the microstructure of precuneus, 

striatum and sensorimotor cortex that underpins long-term behavioural effects of TMR. 

Interestingly, both the early and late plasticity results for motor ROIs seem to be specifically 

related to S4, the time point at which the behavioural impact of TMR emerged. 
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Fig. 4. Multimodal plasticity within task-related structures is associated with long-term cueing benefits. 

(a) Early (from S1 to S2) microstructural plasticity in right putamen correlates with cueing benefit at S4. (d) Late 

(from S2 to S3) microstructural plasticity in left sensorimotor cortex correlates with cueing benefit at S4. Purple-

yellow colour bars indicate p-values for the results thresholded at a significance level of pFWE < 0.05, corrected for 

multiple voxel-wise comparisons within pre-defined bilateral ROI for putamen (a) and sensorimotor cortex (d). 

Results are overlaid on a Montreal Neurological Institute (MNI) brain. (b, c, e, f) Mean MD (b, e) and Fr (c, f) change 

extracted from multimodal clusters significant at pFWE < 0.05 shown in (a) and (d). Scatterplots are presented for 

visualisation purposes only and should not be used for statistical inference. Each data point represents a single 

participant, axes represent residual values after correcting for age, sex, PSQI score, baseline reaction time, 

baseline learning capabilities on the SRTT, and cueing benefit at S2 and S3. MD: Mean Diffusivity; Fr: Restricted 

Water Fraction; S1-4: Session 1-4; n = 16 for (a-c), n = 15 for (d-f). 

3.2   SLEEP-RELATED CHANGES 

Prior work has shown that the time spent in different sleep stages is associated with distinct 

TMR-related changes in task-related functional activity (Cousins et al., 2016). Here we were 

interested in determining whether the time spent in N2, N3 or REM could also be associated 

with overnight changes in GM (micro)structure. First, we performed voxel-based 

morphometry (VBM) of the T1w scans, as described in Chapter 3. Then, we carried out one-

way t-tests on the subtraction images between pre-sleep (S1) and post-sleep (S2) data, with 

the percentage of time spent in N2, N3, and REM added as regressors in separate 

comparisons. Our analysis showed that the time spent in N2 correlates negatively with an 

overnight change in left parahippocampal (-16, -33, -14) GM volume ([ο�GM volume from S1 

to S2 * N2]; peak T = 5.70, p = 0.018; Fig.5a-b, Table S2A). This finding is specific to N2, and 

we report no significant clusters associated with any of the other sleep regressors (p > 0.05).  
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Fig. 5. Relative amount of N2 is negatively associated with an overnight change in (para)hippocampal grey 

matter volume and mean diffusivity. (a) Results of VBM. Green colour bar indicates t-values for the results 

thresholded at a significance level of pFWE < 0.05, ROI corrected for bilateral hippocampus and parahippocampus. 

(c) Results of a unimodal, group level analysis conducted on the DW-MRI data. Orange-yellow colour bar indicates 

p-values for the results thresholded at a significance level of pFWE < 0.05, ROI corrected for bilateral hippocampus 

and parahippocampus. Results shown in (a) and (c) are overlaid on a Montreal Neurological Institute (MNI) brain. 

(b, d) Mean GM volume (b) and MD (d) change extracted from the clusters significant at pFWE < 0.05 shown in (a) 

and (c). Scatterplots are presented for visualisation purposes only and should not be used for statistical inference. 

Each data point represents a single participant, axes represent residual values after correcting for age, sex, 

percentage N3, and percentage REM. GM: grey matter; MD: Mean Diffusivity; VBM: voxel-based morphometry; 

S1-2: Session 1-2; N2: percentage of time spent in stage 2 of NREM sleep. n = 29 for (a-b), n = 16 for (c-d).  

 

Next, we looked at the relationship between sleep parameters and overnight change in brain 

microstructure. MD and Fr maps estimated at S1 and S2 were subtracted from each other, 

and the resultant maps were used as inputs in separate multimodal analyses as before 

(section 3.1 TMR-related plasticity), but with sleep parameters entered as main regressors. 

The analysis revealed no significant findings (Table S2Ci, p > 0.05), suggesting that the 

amount of time spent in any of these three sleep stages is not associated with microstructural 

plasticity, as measured by our combined measure of MD and Fr. Changes in both MD and Fr 

are thought to reflect learning-dependent remodelling of synaptic and glial processes (Tavor 
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et al., 2013; Sagi et al., 2012) which were of particular interest in this study. However, MD 

describes the average mobility of water molecules within a given voxel (Maffei et al., 2015), 

whereas Fr reflects the volume fraction occupied by intra-axonal (restricted) water only 

(Assaf et al., 2004). Hence, we aimed to probe whether the relationship between sleep and 

microstructure could be uniquely associated with only one of the markers, rather than their 

combination. Thus, we performed unimodal analyses testing the same contrasts and 

covariates as before, but for MD and Fr separately. This showed a negative relationship 

between the percentage of time spent in N2 and an overnight change in right hippocampal 

and parahippocampal (36, -8, -26) microstructure measured by MD (peak T = 5.28, p = 0.045; 

Fig.5c-d, Table S2Cii) when controlling for the effect of other sleep stages. There were no 

significant clusters associated with Fr (Table S2Ciii), nor do we find any microstructural 

changes associated with the time spent in N3 or REM (p > 0.05).  

 

Together, our results suggest that both an overnight change in GM volume and an overnight 

change in MD of (para)hippocampus are associated with the percentage of time spent in N2. 

Given these findings, we sought to determine if N2 could have contributed to our TMR-

related results. Thus, we re-run the multimodal analyses as in section 3.1 but with the 

percentage of time spent in N2 covaried out. The analyses revealed similar findings as before 

(Table S3). Specifically, we report a relationship between early microstructural plasticity in 

left precuneus (-8, -58, 18) and cueing benefit at S3 (p = 0.030; Table S3A). Cueing benefit at 

S4 was associated with late plasticity in bilateral precuneus (6, -54, 14; p = 0.034; Table S3B), 

right putamen (34, -8, -6; p = 0.021; Table S3C), and left sensorimotor cortex (-62, -16, 14; p 

= 0.026; Table S3D). These results suggest that the TMR-related plasticity that we report in 

section 3.1 is independent of the relative amount of time spent in N2. 

3.3   INDIVIDUAL DIFFERENCES IN BASELINE MICROSTRUCTURE  

A wide variety of factors aƌĞ�ŬŶŽǁŶ�ƚŽ�ŝŶĨůƵĞŶĐĞ�dDZ͛Ɛ�ƐƵĐĐĞƐƐ�;,Ƶ�Ğƚ�Ăů͕͘�ϮϬϮϬͿ͘�,ĞƌĞ�ǁĞ�

aimed to determine if inter-individual variability in brain (micro)structure could confer 

susceptibility to the manipulation. To this end, we were not interested in the TMR effect at 

any particular session, but rather in the common variance of the cueing benefit shared across 

the post-stimulation sessions (Fig.2b-c). Thus, we performed a PCA on the cueing benefit at 

S2, S3 and S4 in order to obtain a single measure which we will call ͚TMR susceptibility͛. Our 

VBM analysis of the T1w scans collected at S1 showed no relationship between TMR 

susceptibility and baseline GM volume (p > 0.05).  
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Next, we carried out analysis of baseline microstructure and TMR susceptibility using our 

multimodal measure. We used baseline (S1) maps of MD and Fr as inputs, with TMR 

susceptibility entered as the main regressor. This showed a relationship between baseline 

microstructure in right precentral and postcentral gyrus (58, -6, 20) and TMR susceptibility 

(p = 0.041; Fig.6a-c, Table S4; Fig.S4), such that individuals with greater response to TMR had 

less MD and more Fr at baseline. This finding suggests that the individual variation in 

sensorimotor microstructure could predict susceptibility to TMR of procedural memory. 

Importantly, this finding is independent of ƉĂƌƚŝĐŝƉĂŶƚƐ͛ demographics (sex, age), general 

sleep patterns (as measured by the PSQI score), time spent in N2, baseline reaction time and 

learning capabilities on the SRTT, all of which were controlled for in the analysis. 

 

 
Fig. 6. TMR susceptibility is associated with baseline sensorimotor microstructure. (a) Results of the multimodal 

analysis testing the relationship between TMR susceptibility and baseline microstructure. Colour bars indicate p-

values for the results thresholded at a significance level of pFWE < 0.05 (red), corrected for multiple voxel-wise 

comparisons within pre-defined ROI for bilateral sensorimotor cortex. Results are overlaid on a Montreal 

Neurological Institute (MNI) brain. (b-c) Mean baseline MD (b) and Fr (c) extracted from the clusters significant at 

pFWE < 0.05 shown in (a). Scatterplots are presented for visualisation purposes only and should not be used for 

statistical inference. Each data point represents a single participant, axes represent residual values after correcting 
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for age, sex, PSQI score, percentage of time spent in N2, baseline reaction time and baseline learning capabilities 

on the SRTT. MD: Mean Diffusivity; Fr: Restricted Water Fraction; S1-4: Session 1-4; n = 16. 

4 DISCUSSION  

We set out to investigate the relationship between plasticity in tissue microstructure and 

beneficial effects of memory reactivation during sleep. To this end, we combined TMR with 

DW-MRI and structural data to test whether baseline micro-architecture of the brain can be 

ƵƐĞĚ� ƚŽ� ĚĞƚĞƌŵŝŶĞ� ŽŶĞ͛Ɛ� ƐƵƐĐĞƉƚŝďŝůŝƚǇ� ƚŽ� dDZ͕� ĂŶd whether TMR can impact on brain 

microstructure, thus giving rise to the behavioural effects observed. First, we find that long-

term cueing benefit is associated with gradual microstructural plasticity within memory and 

task-related regions. Specifically, our data suggests that precuneus undergoes 

microstructural plasticity throughout the consolidation process, supporting TMR-related 

benefits 10 and 20 days after the manipulation, respectively. In addition to precuneus, early 

microstructural changes in striatum and late microstructural changes in sensorimotor cortex 

also relate to the beneficial effects of cueing 20 days post-TMR. Second, we show that the 

time spent in N2 sleep is related to overnight change in grey matter (micro)structure but 

does not impact on the TMR-related plasticity. Finally, we demonstrate that individual 

differences in baseline sensorimotor microstructure predict behavioural TMR susceptibility, 

i.e., the variance shared between cueing benefit at the post-TMR sessions.  

4.1   TMR-INDUCED PLASTICITY IN PRECUNEUS 

We show a relationship between both early (0 ʹ 24 h post-TMR) and late (24 h ʹ 10 days 

post-TMR) precuneus plasticity and cueing benefit 10 days and 20 days post-TMR, 

respectively. These results suggest that repeated reactivation of a memory trace could 

engender gradual microstructural changes within precuneus that are associated with the 

gradual emergence of behavioural benefits from the manipulation. In Chapter 3 we have 

shown that TMR of a procedural memory also engages precuneus functionally, but this 

occurs relatively early in the consolidation process. Given the well-described role of 

precuneus in memory retrieval (Wagner et al., 2005; Treder et al., 2021), our previous results 

could reflect the difference in recall strength of cued and uncued sequences during their 

execution. Indeed, TMR and memory reactivation per se share a lot of parallels with memory 

retrieval. However, the long-term time scale of our current results as well as the 

microstructural changes that we report suggest that the role of precuneus may extend 

ďĞǇŽŶĚ�ƌĞƚƌŝĞǀĂů�ŽŶůǇ͘�tĞ�ďĞůŝĞǀĞ�ƚŚĂƚ�ƉƌĞĐƵŶĞƵƐ�ĐŽƵůĚ�ĂĐƚ�ĂƐ�ĂŶ�͚ĞƉŝƐŽĚŝĐ�ďƵĨĨĞƌ͛�;sŝůďĞƌŐ�Ğƚ�
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al., 2008), building up representations of the retrieved information before they are 

transferred to a more permanent store. Indeed, precuneus has already been shown to 

undergo rapid, learning-dependent microstructural plasticity, indicative of memory engram 

development within this region (Brodt et al., 2018). The structure is known to harbour 

behaviourally relevant memory representations (Brodt et al., 2016; Jeong & Xu, 2016) and its 

function is traditionally associated with motor learning (Cohen & Anderson, 2002; Shadmehr 

& Holcomb, 1997). Our current results expand the existing literature by demonstrating that 

memory reactivation during sleep mediates microstructural plasticity which continues days 

after a single night of cueing within precuneus, perhaps facilitating the development of a 

stable and long-lasting memory trace in this structure. This, in turn, gives rise to the 

emergence of behavioural benefits of reactivation, reflected in the difference between the 

cued and uncued sequence that we observe 20 days post-TMR. Thus, we argue that 

(targeted) memory reactivation during sleep has a powerful impact on both memory 

processing and brain plasticity, and that its effects extend beyond the initial night of sleep. 

4.2   NEUROPLASTICITY AND MICROSTRUCTURE OF THE MOTOR SYSTEM 

Our findings support the suggestion that the long-term cueing benefit of TMR is mediated by 

early plasticity in putamen and late plasticity in precentral and postcentral gyri. We show 

that changes within these structures are specifically related to the behavioural effects 20 

days post-TMR, suggesting that such microstructural plasticity in the motor system may give 

rise to the emergence of behavioural TMR effects. Both striatum and sensorimotor structures 

are thought to be critical for long-term storage of motor sequences (Doyon et al., 2003). We 

build on this literature by arguing that memory reactivation during sleep may engender 

microplasticity within these regions, and thus stabilise memory traces harboured by the 

cortico-striatal system, shaping the sleep-dependent procedural benefits. Memory 

reactivation has been observed in ventral striatum immediately after learning (Pennartz et 

al., 2014) and this could drive the early microstructural plasticity in the adjacent regions, 

including putamen. In turn, the late microstructural plasticity that we observe in primary 

motor and somatosensory cortices likely reflects their slowly evolving reorganisation (Kami 

et al., 1995; Kleim et al., 2004; Matsuzaka et al., 2007; Gao et al., 2018; Ganguly & Carmena, 

2009). This late plasticity could also underpin the TMR-related functional engagement and 

grey matter volume increase of the sensorimotor cortex which we observed in Chapter 3. 

Interestingly, a recent rodent study found that cortico-striatal functional coupling increases 

during offline periods of rest and is required for long-term skill learning (Lemke et al., 2021). 
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Furthermore, this coupling seems to be mediated by NREM sleep spindles (Lemke et al., 

2021), which are known to be involved in motor learning (Boutin & Doyon, 2020). One 

intriguing possibility is that neuronal ensembles within sensorimotor cortex and striatum 

undergo simultaneous replay during post-learning sleep and this leads to their functional 

coupling. Simultaneous activity in primary motor cortex and dorsal striatum has already been 

recorded during motor learning (Costa et al., 2004). Our results raise the hypothesis that 

memory reactivation could also co-occur in these regions during sleep and thereby drive the 

synaptic plasticity within the underlying substrate. If this is correct, it might suggest that such 

co-replay could underpin the microstructural changes and the subsequent behavioural 

benefits observed in our dataset. 

 

We further show that individual differences in the microstructural architecture of 

sensorimotor cortex measured at baseline are associated with TMR susceptibility. Thus, our 

results combine to suggest that the microstructure of the sensorimotor cortex can both 

change in response to cueing motor memory reactivation and confer susceptibility to the 

stimulation. The success of TMR may therefore depend on the inter-individual variation in 

the microstructure of precentral and postcentral gyri. That is, the intrinsic micro-architecture 

of these task-related regions may either control memory encoding capacity, impact on the 

response to the manipulation or determine the effectiveness of the reactivation process 

ŝƚƐĞůĨ͘�dŚŝƐ�ĨŝŶĚŝŶŐ�ĂĚĚƐ�ƚŽ�ƚŚĞ�ĞǆŝƐƚŝŶŐ�ůŝƚĞƌĂƚƵƌĞ�ŽŶ�ƚŚĞ�ĨĂĐƚŽƌƐ�ŵŽĚƵůĂƚŝŶŐ�dDZ͛Ɛ�ƐƵĐĐĞƐƐ�;,Ƶ�

et al., 2020; Creery et al., 2015; Schechtman et al., 2021; Cairney et al., 2016), perhaps 

explaining some of the discrepancies in the TMR literature. 

4.3   BIOLOGICAL INTERPRETATION OF THE DW-MRI FINDINGS 

The results of the current study demonstrate that DW-MRI can provide a valuable tool to 

investigate behaviourally relevant changes in brain microstructure. Furthermore, the 

multimodal approach that we adopted here revealed a common pattern across two diffusion 

markers: MD and Fr. This not only makes our findings more robust but also provides insights 

into the biological changes that could underpin sleep-dependent memory consolidation. 

Biological interpretation of diffusion measures is not straightforward (Zatorre et al., 2012), 

but combining multiple modalities increases the chances of picking up features that are 

shared by the two markers. In case of MD and Fr, water diffusion within the restricted 

(intracellular) volume fraction seems to be a common feature that both markers are sensitive 

to. Thus, the microstructural changes associated with memory reactivation could involve 
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remodelling of the cylindrical tissue compartments, such as neural and glial processes (Tavor 

et al., 2013). Indeed, rapid structural modifications after learning have been reported in 

astrocytic processes (Theodosis et al., 2008; Blumenfeld-Katzir et al., 2011) and dendritic 

spines (Xu et al 2009). In fact, both NREM (Yang et al., 2014) and REM sleep (Li et al., 2017) 

have been implicated in dendritic spine plasticity within hours after learning, while disrupting 

memory reactivation during sleep impaired post-training spine formation (Yang et al., 2014). 

By the same token, repeated reactivation through TMR during sleep could have boosted 

similar forms of plasticity in the cylindrical compartments of precuneus, striatum and 

sensorimotor cortex in our dataset, thus giving rise to the observed changes in the DW-MRI 

metrics. However, swelling of cells (particularly astrocytes, Macvicar et al., 2002), and thus a 

shift in the ratio of extra- to intra-cellular space (Le Bihan, 2012; Theodosis et al., 2008; 

Johansen-Berg et al., 2012) could also alter the diffusion properties of the tissue and, 

consequently, the MD and Fr values. Indeed, synaptogenesis (Kleim et al., 2004) and 

astrocytic hypertrophy (Kleim et al., 2007) are detectable only after 7-10 days of training, 

thus matching the time scale of our late microstructural plasticity. Nevertheless, the cellular 

processes driving MD and Fr changes are generally difficult to identify and histological 

approaches would be needed to confirm the biological interpretation of our results.  

 

In a broader context, DW-MRI allowed us to study the dynamic and distributed nature of the 

TMR-related changes. Our results demonstrate that cued memory reactivation can modify 

tissue microstructure. Notably, we show the resulting plasticity encompasses several cortical 

areas, continues days after the stimulation nights and supports long-term consolidation of 

memories that are reactivated during sleep. Thus, we extend the existing literature by 

providing direct evidence for reactivation-mediated redistribution of memory traces across 

the brain (Born et al., 2006; Diekelmann & Born, 2010b). Given the long-term character of 

the detected changes, we speculate that cueing memory reactivation must have either 

primed the relevant synapses for later processing (Diekelmann & Born, 2010b) or biased 

plasticity-related protein capture towards the targeted memory traces (Seibt & Frank, 2019). 

The consequential bias in synaptic plasticity would explain why a single night of cueing was 

capable of modifying tissue microstructure up to 10 days later. We further identify precuneus 

and motor structures as important neocortical memory hubs for long-term retention of 

procedural memories. The microstructural changes in precuneus, striatum and sensorimotor 

cortex were specifically related to the behavioural effects 20 days post-TMR, which was the 

only time point where we find group level evidence for the difference between the cued and 

uncued sequence (Chapter 3). This suggests that the microstructural plasticity continuously 
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parallels the gradual development of behavioural cueing benefit, eventually contributing to 

the emergence of behavioural effects of TMR. 

4.4   SLEEP RELATED CHANGES 

We show a negative relationship between the percentage of time spent in N2 and the 

overnight change in both parahippocampal grey matter volume, and hippocampal and 

parahippocampal MD. The VBM finding supports the idea that hippocampal contribution to 

memory processing diminishes as a sleep-mediated hippocampal-neocortical reorganisation 

of memory representations takes place (Born & Wilhelm, 2012; Buzsáki, 1996; Born et al., 

2006; Rasch & Born, 2012; Takashima et al., 2009). Although the literature emphasises the 

role of N3 in systems consolidation, N2 is known to play a key role in motor sequence 

memory (Laventure et al., 2016; Nishida & Walker, 2007) but the relationship between N2 

and learning-related plasticity has so far been neglected. It is important to point out, 

however, that the volumetric change that we observe in the hippocampus was not directly 

related to the behavioural effects of TMR, and N2 did not affect the TMR-related changes.  

 

Nevertheless, our VBM result is hard to reconcile with the negative relationship between N2 

and MD, given that a reduction in MD is generally thought to reflect an increase in tissue 

barriers that restrict water motion (Sagi et al., 2012) and thus tissue growth. However, 

alterations in DW-MRI parameters could also reflect changes in body hydration (Elvsåshagen 

et al., 2015) which was not controlled for in this study. Our current data further hint at 

microstructural changes that are uniquely captured by MD, but not Fr or the multimodal 

measure of MD and Fr combined. MD measures the average mobility of water molecules 

(Maffei et al., 2015), whereas Fr reflects water diffusion from the intra-axonal space only 

(Assaf et al., 2004). This leads us to speculate that N2 could particularly affect diffusivity of 

the extra-cellular/axonal space of the hippocampus (i.e., astrocytes, glia, and extracellular 

matrix) (Assaf et al., 2004). Diffusion MRI signal, including MD, is sensitive to microglia and 

astrocytes activation (Garcia-Hernandez et al., 2021; Weber et al., 2015), but histological 

studies would be necessary to directly probe the relationship between glial cells and N2. MD 

reduction could also reflect exchange of water between the extra- and intra-cellular 

compartments that occurs during glymphatic clearance (Jessen et al., 2015). Interestingly, 

the negative relationship between MD and NREM sleep has been already linked to the 

glymphatic hypothesis (Tuura et al., 2021), suggesting that MD could act as a glymphatic 

marker. 
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Although challenging to interpret, these results add to the existing literature linking sleep 

with brain plasticity, by demonstrating that N2 may be involved in shaping grey-matter 

(micro)structure of the brain. While REM sleep has been implicated in myelination, 

corticalization and reorganisation of memory traces (Li et al., 2017; Bellesi et al., 2013; de 

Vivo & Bellesi, 2019; Almeida-Filho et al., 2018; Landmann et al., 2015; Bridi et al., 2015), our 

current data hint at a particular role of N2 in the (micro)structural plasticity. 

5 CONCLUSION 

We show that gradual microstructural changes, distributed across several cortical areas, 

track the emergence of behavioural benefits stemming from memory reactivation. 

Specifically, we find that microstructural plasticity in precuneus and motor system over 

different periods of time is associated with long-term benefits of procedural memory TMR. 

These findings support the long-lived belief that stable memory traces develop gradually and 

reorganise the underlying tissue (Frankland & Bontempi, 2005). Our results were specific to 

the cueing benefit 20 days post-manipulation, suggesting that the microstructural changes 

observed are specifically linked to the behavioural gain from memory reactivation. They also 

demonstrate that DW-MRI can be used to detect behaviourally relevant processes that 

underpin sleep-dependent memory consolidation. Finally, we shed new light on the factors 

that influence dDZ͛Ɛ� ĞĨĨĞĐƚŝǀĞŶĞƐƐ� ďǇ� ĚĞŵŽŶƐƚƌĂƚŝŶŐ� ƚŚĂƚ� ŝŶĚŝǀŝĚƵĂů� ǀĂƌŝĂƚŝŽŶ� ŝŶ� ƚŚĞ�

microstructure of the task-related regions can be used tŽ�ƉƌĞĚŝĐƚ�ŽŶĞ͛Ɛ�ƐƵƐĐĞƉƚŝďŝůŝƚǇ�ƚŽ�ƚŚĞ�

manipulation. 
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6 SUPPLEMENTARY MATERIAL 

SUPPLEMENTARY TABLES: 

Table S1. Microstructural plasticity associated with cueing benefit at different sessions. 

Cluster statistics for precuneus, putamen and sensorimotor cortex which showed a positive relationship 

microstructural plasticity (MD and Fr) and cueing benefit at different sessions. MD and Fr were either analysed 

together in a multimodal framework (i) or separately using unimodal analyses (ii, iii).  

Analysis ROI Region MNI x, y, z 
(mm) 

Number of 
voxels T peak PFWE peak 

A. [Early microstructural plasticity * cueing benefit at S3]     

i) Multimodal 
Precuneus 

Left precuneus -6, -60, 18 1328 - 0.041* 
ii) Unimodal: MD - -10, -58, 30 62 2.65 0.619 
iii) Unimodal: Fr Left precuneus -2, -56, 8 1378 8.02 0.077 

B. [Late microstructural plasticity * cueing benefit at S4]     

i) Multimodal 
Precuneus 

Right precuneus 4, -58, 16 1943 - 0.027* 
ii) Unimodal: MD Right precuneus -6, -54, 30 1992 10.08 0.033* 
iii) Unimodal: Fr - 8, -52, 6 867 8.93      0.116 

C. [Early microstructural plasticity * cueing benefit at S4]     

i) Multimodal 
Dorsal Striatum 

Right putamen 34, -6, -8 633 - 0.016* 
ii) Unimodal: MD Right putamen 32, 2, -10 563 5.20 0.054^ 
iii) Unimodal: Fr - 20, 8, -4 79 3.34 0.563 

D. [Late microstructural plasticity * cueing benefit at S4]     

i) Multimodal 
Sensorimotor 

Cortex 

Left precentral and 
postcentral gyri 

-60, -18, 14 2159 - 0.018* 

ii) Unimodal: MD 
Left precentral and 

postcentral gyri 
-60, -20, 14 3987 13.15 0.010* 

iii) Unimodal: Fr - 48, -8, 56 54 7.71 0.783 
Regions listed were significant at peak voxel threshold of pFWE < 0.05, after correction for multiple voxel-wise comparisons within 

pre-defined bilateral ROI (as listed in the first column) and the number of modalities (two modalities, MD and Fr). Peak voxel 

MNI coordinates and peak T values are given. Covariates of no interest included in the analysis: age, sex, PSQI score, baseline 

reaction time, baseline learning capabilities on the SRTT, cueing benefit at S2, cueing benefit at S4 (for A only), cueing benefit at 

S3 (for B-D). S3-4: Session 3-4; * p < 0.05, ^ p < 0.06. n = 16 for (A, C), n = 15 for (B, D). 

 

Table S2. Sleep-related brain changes. 

Clusters showing increased (inc) or decreased (dec) changes in GM volume and microstructure overnight, and 

when considering covariates of the percentage of time spent in N2 and N3. No significant clusters were found 

when considering REM sleep. MD and Fr were either analysed together in a multimodal framework (C i) or 

separately using unimodal analyses (C ii, C iii). 

Analysis Region MNI x, y, z (mm) Number of voxels T peak PFWE peak 

A. [ο�GM volume from S1 to S2 * N2] 

VBM Left Parahippocampus (dec) -16, -33, -14 14 5.70 0.018* 
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B. [ο GM volume from S1 to S2 * N3] 

VBM Right Fusiform (dec) 34, -34, -15 1 4.71 0.042* 

C. [ο microstructure from S1 to S2 * N2] 

i) Multimodal - 28, -28, 18 332 - 0.098 

ii) Unimodal: MD Right Hippocampus and 
Parahippocampus (dec) 

36, -8, -26 654 5.28 0.045* 

iii) Unimodal: Fr - -16, -4, -36 74 4.14 0.544 

For (A-B): regions listed were significant at peak voxel threshold of pFWE < 0.05, after correction for multiple voxel-wise 

comparisons within pre-defined ROI for bilateral hippocampus and parahippocampus. For (C): regions listed were significant at 

peak voxel threshold of pFWE < 0.05, after correction for multiple voxel-wise comparisons and the number of modalities (two 

modalities, MD and Fr), within the pre-defined bilateral ROI as in (A-B). Since fusiform gyrus was not our ROI, the result in (B) 

has likely arisen due to the imperfection of the method and is thus not discussed any further. Peak voxel MNI coordinates, and 

peak T values are given. Covariates of no interest included in the analysis: age, sex, percentage of time spent in REM, percentage 

of time spent in N3 (for A and C only), percentage of time spent in N2 (for B only). n = 29 for (A, B), n = 16 for (C). 

 

Table S3. Microstructural plasticity associated with cueing benefit at different sessions with N2 covaried out. 

Cluster statistics for precuneus, putamen and sensorimotor cortex which showed a positive relationship 

microstructural plasticity (MD and Fr) and cueing benefit at different sessions, as in Table S1. MD and Fr were 

either analysed together in a multimodal framework (i) or separately using unimodal analyses (ii, iii).  

Analysis ROI Region MNI x, y, z 
(mm) 

Number of 
voxels T peak PFWE peak 

A. [Early microstructural plasticity * cueing benefit at S3]     

i) Multimodal 
Precuneus 

Left precuneus -8, -58, 18 1264 - 0.030* 
ii) Unimodal: MD - -8, -60, 32 45 2.66 0.674 
iii) Unimodal: Fr Left precuneus -10, -46, 8 1286 7.44 0.082 

B. [Late microstructural plasticity * cueing benefit at S4]     

i) Multimodal 
Precuneus 

Right precuneus 6, -54, 14 1886 - 0.034* 
ii) Unimodal: MD Right precuneus -6, -54, 30 2010 24.95 0.031* 
iii) Unimodal: Fr - 6, -54, 14 744 16.06 0.138 

C. [Early microstructural plasticity * cueing benefit at S4]     

i) Multimodal 
Dorsal Striatum 

Right putamen 34, -8, -6 593 - 0.021* 
ii) Unimodal: MD Right putamen 32, 2, -10 547 4.88 0.075 
iii) Unimodal: Fr - 16, 8, -6 76 3.42 0.586 

D. [Late microstructural plasticity * cueing benefit at S4]     

i) Multimodal 
Sensorimotor 

Cortex 

Left precentral and 
postcentral gyri 

-62, -16, 14 2252 - 0.026* 

ii) Unimodal: MD 
Left precentral and 

postcentral gyri 
-60, -20, 14 4001 17.30 0.014* 

iii) Unimodal: Fr - 48, -8, 56 48 7.37 0.735 
Regions listed were significant at peak voxel threshold of pFWE < 0.05, after correction for multiple voxel-wise comparisons within 

pre-defined bilateral ROI (as listed in the first column) and the number of modalities (two modalities, MD and Fr). Peak voxel 

MNI coordinates and peak T values are given. Covariates of no interest included in the analysis: age, sex, PSQI score, baseline 
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reaction time, baseline learning capabilities on the SRTT, cueing benefit at S2, cueing benefit at S4 (for A only), cueing benefit at 

S3 (for B-D), percentage of time spent in N2. S3-4: Session 3-4; * p < 0.05, ^ p < 0.06. n = 16 for (A, C), n = 15 for (B, D). 

 

Table S4. Baseline microstructure and TMR susceptibility. 

Cluster statistics for sensorimotor cortex which showed a positive relationship between baseline microstructure 

and TMR susceptibility (i.e., PCA-transformed cueing benefit at session 2, 3 and 4). 

Analysis ROI Region MNI x, y, z 
(mm) 

Number of 
voxels T peak PFWE peak 

i) Multimodal 
Sensorimotor 

Cortex 

Left precentral and 
postcentral gyri 

58, -6, 20 1691 -     0.041* 

ii) Unimodal: MD - 54, 0, 18 1396 9.42   0.052^ 
iii) Unimodal: Fr - -34, -28, 40 233 5.00 0.219 

Regions listed were significant at peak voxel threshold of pFWE < 0.05, after correction for multiple voxel-wise comparisons within 

pre-defined bilateral ROI (as listed in the first column) and the number of modalities (two modalities, MD and Fr). Peak voxel 

MNI coordinates and peak T values are given. Covariates of no interest included in the analysis: age, sex, PSQI score, baseline 

reaction time and baseline learning capabilities on the SRTT, percentage of time spent in N2. * p < 0.05, ^ p < 0.06. n = 16. 

SUPPLEMENTARY FIGURES: 

 

Fig. S1. A flowchart showing participants included and excluded from the analysis. In black and white, the 

number of participants included in the study at different time points, with the final sample size shown in green. In 

red, the number of participants excluded from different analyses, together with a reason for the exclusion. S1-S4: 

Session 1 ʹ Session 4; Fr: Restricted water fraction; MD: Mean Diffusivity; VBM: Voxel-Based Morphometry. 
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Fig. S2. EEG electrodes layout. Orange: ground (GND) and reference (REF) electrodes; light grey (dashed circles): 

original position of the electrodes used to record EMG and EOG; green: EMG electrodes; blue: EOG electrodes. 

 
Fig. S3. Results of unimodal analyses conducted for MD and Fr separately, testing the same relationships as in 

Fig.3-4. (a, b) Unimodal results for the same contrasts as in Fig.3a and Fig.3d, respectively. (c, d) Unimodal results 

for the same contrasts as in Fig.4a and Fig.4d, respectively. Colour bars indicate p-values at pFWE < 0.1, corrected 

for multiple modalities and the number of voxels within the chosen ROI. In orange, MD clusters; in blue, Fr clusters. 
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Results are overlaid on a Montreal Neurological Institute (MNI) brain. Colour bars indicate 1 - p-value, derived 

from 5000 permutations. S1-4: Session 1-4. n = 16 for (a, c), n = 15 for (b, d). 

 

 

Fig. S4. Results of unimodal analyses conducted for MD and Fr separately, testing the same contrast as in Fig.6. 

Colour bars indicate p-values at pFWE < 0.1, corrected for multiple modalities and the number of voxels within the 

chosen ROI. In orange, MD clusters; in blue, Fr clusters. No Fr clusters above the pFWE < 0.1 threshold were revealed. 

Results are overlaid on a Montreal Neurological Institute (MNI) brain. Colour bars indicate 1 - p-value, derived 

from 5000 permutations. S1-4: Session 1-4. n = 16. 
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 THESIS OVERVIEW  

The overarching aim of this thesis was to explore the long-term effects of TMR and thereby 

add to the current understanding of the mechanisms that underpin sleep dependent memory 

consolidation over time. Nowadays, there is no doubt that sleep benefits consolidation and 

that memory reactivation plays a central role in this process. There is also no denying that 

some memories last a lifetime. However, to date, sleep and memory research focused mostly 

on the relatively short-term benefits of this intriguing state. Thus, there is still much to learn 

ĂďŽƵƚ�ƐůĞĞƉ͛Ɛ�ĐŽŶƚƌŝďƵƚŝŽŶ�ƚŽ�ƚŚĞ�ƌĞƚĞŶƚŝŽŶ�ŽĨ�ǁŚĂƚ�ŚĂƐ�ďĞĞŶ�ůĞĂƌŶĞĚ�ǇĞĂƌƐ�Žƌ�ĚĞĐĂĚĞƐ�ĂŐŽ͘�

What are the mechanisms that drive long-term consolidation and is memory reactivation one 

of them? How do the effects of memory reactivation evolve over time?  

 

These questions inspired me to conduct the experiments described in this thesis. To tackle 

them, I used TMR to manipulate motor memory reactivation during sleep and examine the 

effects at different points in time and using different imaging modalities. In Chapter 2, 

I investigated the behavioural dynamics over six weeks following TMR of a SRTT. I was further 

interested in the electrophysiological correlates of the long-term benefits observed. 

In Chapter 3, I tracked the functional and structural evolution of a motor memory trace to 

determine whether memory reactivation can foster learning-dependent changes in its 

underlying substrate. Lastly, in Chapter 4, I delved deeper into the neuroplasticity 

underpinning memory reactivation during sleep, this time focusing on the microstructural 

changes that support TMR effects. 

 

This final chapter will integrate the results that emerge from this thesis and discuss their 

wider implications for sleep and memory research. I will further reflect on memory engrams 

and paint a broader picture of how continuous processing, redistribution, and reorganisation 

of memory traces allow us to remember the past. Finally, I will discuss some important 

questions that remain in the field and suggest potential ways to tackle them. 
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 BACK TO SLEEP AND MEMORY MODELS 

In the introduction to this thesis, I discussed some of the most prominent models of sleep 

and memory. I also reviewed a vast body of research that strongly indicates memory 

reactivation as the key mechanism underlying consolidation. Now, I would like to consider 

these models and the existing literature again, in light of the findings arising from the 

experimental chapters of this thesis.  

 DUAL PROCESS AND SEQUENTIAL HYPOTHESES 

The Dual Process Hypothesis posits that SWS-rich sleep benefits declarative memories while 

REM-rich sleep is important for non-declarative memories (Yaroush et al., 1971; Fowler, 

1973; Plihal & Born, 1997; Plihal & Born, 1999; Wagner et al., 2002; Smith, 1995). This 

hypothesis does not seem to fit with our findings. In all the experimental chapters we show 

that procedural memory strongly benefits from TMR during NREM sleep, contrary to what 

the model predicts. Chapter 2 also points to the relationship between cueing benefit and the 

time spent in N2, but not REM. Thus, the Dual Process Hypothesis does not account for our 

findings, as well as those reported by others (Huber et al., 2004; Huber et al., 2006; 

Aeschbach et al., 2008; Gais et al., 2000; Fogel et al., 2007; Rauchs et al., 2004). That is, unless 

our manipulation targeted the declarative aspect of the SRTT. Sequence learning is known to 

be hippocampal-dependent (Albouy et al., 2008; Albouy et al., 2013a; Albouy et al., 2013b; 

Albouy et al., 2015), especially if the participants become aware of the learned material. 

Indeed, our participants showed above-chance explicit memory of both sequences at the last 

experimental session (six weeks for Chapter 2 and twenty days for Chapter 3) which, in case 

of Chapter 3, also happened to be the session for which TMR showed the greatest benefits. 

Thus, our NREM TMR could have benefited skill learning only once the explicit knowledge of 

the task had been gained. However, because we only ever tested the explicit knowledge at 

the end of each study, we cannot rule out that it had been gained earlier than what we report. 

It would also be hard to believe that a single night of cueing did not affect any aspect of 

memory processing until weeks later, when the targeted memory became declarative. That 

is especially true given previous studies from our lab that report TMR benefits on the SRTT 

the morning after NREM stimulation (Koopman et al., 2020; Cousins et al., 2014; Cousins et 

al., 2016), as well as no effect of REM TMR on the same task (Koopman et al., 2020). These 

findings are contrary to what the Dual Process Hypothesis predicts, and we believe that the 

model cannot fully account for our results either. 
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In turn, the Sequential Hypothesis highlights the importance of orderly succession of NREM 

and REM sleep, focusing on their interaction and complementary roles in memory processing 

(Giuditta et al., 1995; Ambrosini & Giuditta, 2001). It is difficult to say whether our findings 

support this model. Although we do not report any findings related to REM sleep, the 

contribution of REM sleep and its electrophysiological characteristics to procedural memory 

consolidation was not directly tested in this thesis. Furthermore, our electrophysiological 

data was collected only during the first experimental night. Given the Sequential Hypothesis 

and the recent suggestion that the delayed benefits of sleep may be taking place in REM 

(Pereira & Lewis, 2020), it seems plausible that REM sleep would come into play later during 

the consolidation process. In that sense, the post-TMR REM sleep could have contributed to 

the long-term benefits of TMR that we report in our experimental chapters. Hence, the 

Sequential Hypothesis is neither contradicted by our data, nor necessarily supported by it, 

while the role of REM sleep in long-term procedural memory consolidation remains to be 

established. 

 ACTIVE SYSTEM CONSOLIDATION HYPOTHESIS 

Moving on to the Active System Consolidation Hypothesis (ASC), the experimental findings 

of this thesis provide evidence in favour of its assumptions. Firstly, the ASC argues that 

memory reactivation during SWS plays both an active and crucial role in memory 

consolidation (Born et al., 2006; Diekelmann & Born, 2010b). This fits well with the benefits 

of NREM sleep TMR that we repeatedly observe in our data. Under the ASC framework, we 

can argue that TMR had successfully biased reactivation of the cued memories, thereby 

leading to their stronger consolidation over time.  

 

Secondly, the ASC stems from the standard two-stage model of consolidation and thus posits 

that memory reactivation mediates the transfer of memories from their temporary store to 

a long-term store. Hippocampus is often portrayed as the temporal store and its contribution 

to memory processing is known to diminish as the sleep-mediated reorganisation of memory 

traces takes place (Buzsáki, 1986; Born & Wilhelm, 2012; Born et al., 2006; Rasch & Born, 

2013; Takashima et al., 2009). Consistent with this, our results from Chapter 4 show that 

parahippocampal grey matter volume decreases with an increase in the amount of time 

spent in N2. Furthermore, Chapters 3 and 4 point to the relationship between repeated 

reactivation of memory traces during sleep and slowly evolving reorganisation of 

sensorimotor regions that are often regarded as the long-term storage sites for procedural 
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memories (Kami et al., 1995; Kleim et al., 2004; Matsuzaka et al., 2007; Gao et al., 2018; 

Ganguly & Carmena, 2009). Thus, our findings fit well with the ASC assumptions, 

demonstrating that memory reactivation engenders physical changes in memory 

representations and mediates their re-distribution for long-term storage. Importantly, we 

also extend the ASC framework by arguing that memory reactivation during sleep could 

support the development and evolution of memory engrams (Chapters 3 and 4, see section 

3.4. Memory reactivation during sleep fosters engram development).  

 

Finally, the ASC places the emphasis on the coordinated interplay between sharp-wave 

ripples, thalamocortical sleep spindles and neocortical slow waves, and their role in 

consolidation. Some evidence in favour of this notion comes from Chapters 2 and 3, where 

we report an increase in spindle density and SO-spindle coupling strength immediately upon 

cue onset. This could be indicative of early processing of memory traces that is triggered by 

the cues, consistent with what other TMR studies report (Antony et al., 2018; Cairney et al., 

2018). Truth be told, however, the relationship between these oscillatory characteristics of 

NREM sleep and the behavioural advantage of cueing is not entirely clear from our data. In 

Chapter 2 we report no relationship between cueing benefit and spindle density, and the 

correlation with spindle laterality did not survive FDR correction. Instead, we find a negative 

association between cueing benefit and SO-spindle coupling strength during the no-cue 

period of N2 which is hard to reconcile with the existing literature. Then, in Chapter 3, the 

correlational analysis did not reveal any significant findings. Furthermore, a previous SRTT-

TMR study in our lab (Koopman et al., 2020b) showed no difference in the fast spindle-band 

response to the auditory cues between the adaptation night (when the sounds were not yet 

associated with the SRTT) and the experimental night (when the same sounds became 

meaningful post-learning), suggesting that the increase in spindle density observed in this 

thesis ĐŽƵůĚ�ƐŝŵƉůǇ�ƌĞĨůĞĐƚ�ƚŚĞ�ďƌĂŝŶ͛Ɛ�ƌĞƐƉŽŶƐĞ�ƚŽ�ĂŶǇ� ƐŽƵŶĚ͕�ƌĞŐĂƌĚůĞƐƐ�ŽĨ� ŝƚƐ�ƐĂůŝĞŶĐĞ�Žƌ�

meaning (Sato et al., 2007). However, that was not the case in Cairney et al. (2018), where 

an increase in spindle activity following TMR was observed only for the memory-related cues 

and not for the new stimuli. Similar results were obtained by Oyarzún et al. (2017). 

Furthermore, a great wealth of studies has shown the importance of sleep spindles in 

memory consolidation (Peyrache et al., 2009; Staresina et al., 2015; Jegou et al., 2019; Wang 

et al., 2019; Cairney et al., 2018; Lustenberger et al., 2016; Ngo et al., 2013; Antony et al., 

2018). Thus, despite the lack of control condition in our studies and a clear relationship 

between sleep oscillatory patterns and cueing benefit, we believe that the surge in spindle 
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density and SO-spindle strength following TMR cues hints to more than just a simple 

response to a sound.  

 SYNAPTIC HOMEOSTASIS HYPOTHESIS 

Lastly, the Synaptic Homeostasis Hypothesis (SHY) holds that the fundamental function of 

SWS is to globally down-scale synapses, which restores the ďƌĂŝŶ͛Ɛ�ĂďŝůŝƚǇ�ƚŽ�ůĞĂƌŶ͕�ŝŵƉƌŽǀĞƐ�

signal-to-noise ratio and thereby promotes consolidation of the selected memories (Tononi 

& Cirelli, 2003; Tononi & Cirelli, 2006). Since the original conceptualisation of the model 

largely disregards the role of memory reactivation in sleep-dependent consolidation, it is 

difficult to say how the SHY assumptions could account for the TMR effects observed in this 

thesis. However, the latest reincarnation of SHY acknowledges the importance of 

reactivation during sleep, postulating that it could protect synapses from downscaling 

(Tononi & Cirelli, 2014). Under this framework, TMR would also protect the cued memory 

ƌĞƉƌĞƐĞŶƚĂƚŝŽŶƐ� ĨƌŽŵ� ƐǇŶĂƉƚŝĐ� ǁĞĂŬĞŶŝŶŐ͕� ŵĂŝŶƚĂŝŶŝŶŐ� ƚŚĞŵ� ĂďŽǀĞ� ƚŚĞ� ͚ĐŽŶƐŽůŝĚĂƚŝŽŶ͛�

threshold. This would not be the case for the uncued memories, thus resulting in the post-

TMR difference between the cued and uncued memory performance (Chapter 2 and 

Chapter 3). Indeed, a recent study demonstrated that sleep results in a net decrease in the 

expression of SEP-GluA1 ʹ a marker of synaptic strength ʹ but the dendritic spines that had 

been involved in pre-sleep skill learning appeared to show resistance to this kind of global 

downscaling (Miyamoto et al., 2021). However, the relationship between synaptic 

downscaling and memory reactivation remains an open question. Likewise, it is unclear 

whether synaptic downscaling underpins the results in this thesis, especially since the 

microstructural plasticity that we report in Chapter 4 are unlikely to reflect very small and 

localised changes in, e.g., dendritic spines (Johansen-Berg et al., 2012). Nevertheless, we 

believe that synaptic and systems consolidation operate in concert to support long-term 

sleep-dependent consolidation (see section 3 Memory reactivation supports long-term 

consolidation and storage of motor memories). 

 

To conclude, this thesis provides compelling evidence in support of the key assumptions 

made by the ASC, as well as some aspects of the other sleep and memory models that exist 

in the field. While the Dual Process Hypothesis is unlikely to account for our results, we 

believe that the cyclical progression of NREM and REM sleep plays an important role in 

memory consolidation, even though our results provide no direct evidence of such. The latest 

refinements of the SHY render the model plausible in light of our findings, but the spatial 
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resolution of our data did not allow us to determine whether synaptic downscaling could 

indeed explain our results. All in all, the discussed models only provide a vague idea on the 

possible mechanisms driving the results of this thesis. What they lack are the time course of 

the sleep-dependent changes and the specific brain regions involved in reactivation-

mediated consolidation, which brings us to the next section of this discussion. 

 MEMORY REACTIVATION SUPPORTS LONG-TERM 

CONSOLIDATION AND STORAGE OF MOTOR MEMORIES  

dŚĞ�ƚŝƚůĞ�ŽĨ�ƚŚŝƐ�ƚŚĞƐŝƐ� ŝƐ� ͚Evolving plasticity in brain and behaviour after targeted memory 

reactivation during sleep͛͘ The data collected throughout allowed us to characterise the long-

term behavioural effects of memory reactivation as well as the neuro-plastic evolution of the 

reactivated memory representations, which had never been done before. But precisely how 

did memory reactivation contribute to our findings? Although it is truly remarkable that 

playing sounds during sleep can change our brain structure, how exactly is that possible? 

These questions will guide the current section in an attempt to integrate our results and 

uncover the potential mechanisms that foster long-term consolidation and could have given 

rise to the results reported in this thesis. 

 BEHAVIOURAL EFFECTS OF TMR OVER TIME 

In Chapters 2 and 3 we show, for the first time, that a single night of TMR can benefit 

procedural memories in the long run. In that sense, the behavioural results from Chapters 2 

and 3 are consistent with each other. However, the exact duration of the TMR effects differed 

between the two studies. In Chapter 2 we find that the biggest difference between the cued 

and uncued sequence occurred 10 days post-stimulation, but this was not the case in 

Chapter 3. Instead, Chapter 3 suggests that the benefits of cueing may emerge even later, 

with a significant difference between the two sequences 20 days post-stimulation. 

An immediate question that comes to mind when interpreting these findings is ʹ given the 

results of Chapter 2, why was the TMR effect absent 10 days post-stimulation in Chapter 3? 

The simplest explanation is of course that the environment in which the participants 

performed the task differed between the two studies. In Chapter 2, the SRTT was performed 

in front of a computer screen, using a computer keyboard and with no background sounds 

present. Instead, in Chapter 3, participants were lying down in the MRI scanner and used 
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somewhat clunky MR-safe button boxes. This rather challenging environment could have 

impacted on the behavioural effect of TMR, allowing it to emerge only once the conditions 

were comfortable (i.e., 20 days post-TMR, during which the SRTT was performed online and 

ŝŶ�ƉĂƌƚŝĐŝƉĂŶƚƐ͛�ŽǁŶ�ŚŽŵĞƐͿ͘�However, our data suggest that the MRI environment did not 

limit how fast the participants could perform the task, and there is no reason to expect that 

it would impact differentially on the two sequences and thus affect the difference between 

them (i.e., cueing benefit). Alternatively, the loud noises from the MRI machine could have 

made it harder to learn the associations between the task and the auditory cues, thus 

delaying the effects of TMR until 20 days later. Another, perhaps more intriguing possibility 

is that the TMR effect is strongly dependent on individual variations. This idea would fit with 

the growing literature on the factors modulating the effectiveness of TMR or conferring 

susceptibility to the manipulation (reviewed in the General Introduction, section 4.2.4 

Factors modulating the effectiveness of TMR). It is also consistent with our own finding from 

Chapter 4 which suggests that the individual variation in the microarchitecture of task-

ƐƉĞĐŝĨŝĐ�ƌĞŐŝŽŶƐ�ĚĞƚĞƌŵŝŶĞƐ�ŽŶĞ͛Ɛ�ƐĞŶƐŝƚŝǀŝƚǇ�ƚŽ�dDZ͘�dŚƵƐ͕�ŝƚ�ŝƐ�ƉŽƐƐŝďůĞ�ƚŚĂƚ�ƚŚĞ�ĚŝĨĨĞƌĞŶĐĞ�

between the cued and uncued sequence 10 days post-TMR in Chapter 3 did not reach the 

significance threshold due to inherent characteristics of the dataset analysed. 

 

The absence of a behavioural effect 24 h post-TMR in both Chapters 2 and 3 remains another, 

perhaps more pressing issue. Given the TMR literature, as well as numerous other studies 

using TMR of a SRTT (Cousins et al., 2014a; Cousins et al., 2016; Koopman et al., 2020b), we 

had no doubt prior to the experiments that the TMR effect would emerge immediately post-

sleep. We introduced the first re-test session 24 h post-TMR as a form of sanity check, but 

our real interest lay in what would happen afterwards. Contrary to our expectations, we 

provide no evidence of cueing benefit 24 h post-TMR and we suspect there could be two 

reasons for that. Firstly, such an unexpected finding could have occurred because our second 

session was scheduled in the evening, rather than in the morning as in previous studies using 

the same task (Cousins et al., 2014a; Cousins et al., 2016; Koopman et al., 2020b). This would 

suggest that TMR impacts on the targeted memories immediately after sleep, but the effects 

of stimulation decrease throughout the day until they are no longer evident the following 

evening. However, it seems unlikely that the effects would then re-emerge in the long-term, 

making this explanation rather implausible. Alternatively, we believe that a more compelling 

reason for the absence of TMR effect 24 h post-manipulation could be the jittering of TMR 

cues during sleep (as mentioned in the discussions of Chapters 2 and 3). In both Chapter 2 

and Chapter 3, we introduced jittering instead of constant intervals between sounds to study 
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the temporal dynamics of memory reactivation. However, randomising the inter-trial interval 

also decreased predictability of sequence elements. This perhaps made it harder to 

consolidate the transitions that make up the sequence and could have delayed the 

behavioural effects of stimulation. Indeed, prior TMR studies used fixed inter-trial intervals 

and confirmed that cueing memory reactivation during sleep specifically acts to consolidate 

the sequence (Cousins et al., 2014a; Cousins et al., 2016; Koopman et al., 2020b). 

Furthermore, characterisation of the reactivation events from Chapter 2 revealed several 

interesting findings indicative of altered cue processing with jittered protocol (Abdellahi et 

al., 2021a). Specifically, a classifier analysis showed that reactivation did not happen 

immediately after a jittered cue, as shown following equally spaced sounds (Abdellahi et al., 

2021b). Instead, the reactivation events were delayed and more spread-out in time 

(Abdellahi et al., 2021a). Although beyond the scope of this thesis, these results suggest that 

jittering interfered with the natural pace of the reactivation events, perhaps slowing down 

the consolidation process and, as a result, delayed the behavioural effects of stimulation until 

several weeks post-cueing (10 days in Chapter 2, 20 days in Chapter 3).  

 

That said, this thesis demonstrates that a single night of cueing can affect memories up to 

20 days post-TMR. Even if the behavioural impacts were delayed due to our jittered TMR 

protocol, it seems remarkable that cueing exerted its effects so long after the initial night of 

sleep. Our results suggest that memory reactivation is a powerful mechanism that underpins 

sleep-dependent consolidation in the long-term, but what exactly allows TMR impacts to 

emerge after so long? What is the underlying basis of the behavioural effects observed in 

Chapter 2 and 3? 

 SYNAPTIC TAGGING AND CAPTURE ALLOWS MEMORIES TO LAST 

As already noted in the General Introduction to this thesis, memory literature distinguishes 

between synaptic (short-term) and systems (long-term) consolidation (Dudai, 2004; 

Frankland & Bontempi, 2005). The neuroplasticity that underpins these two types of 

consolidation manifests itself in many forms and at different time points following learning 

(Zatorre et al., 2012; Almeida & Lyons, 2017). We believe that the long-term effects of TMR 

observed in our studies stem from both synaptic and systems consolidation, and that they 

are governed by various underlying processes. Let us start by considering synaptic 

consolidation.  
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The broad timeline of activity-dependent changes, as proposed by Almeida and Lyons (2017), 

begins with synaptic potentiation/depression (LTP/LTD) and structural adaptations, already 

happening minutes after learning. According to the synaptic tagging and capture hypothesis, 

ƚŚŝƐ�ƐƚĂŐĞ�ŝŶǀŽůǀĞƐ�ŵŽůĞĐƵůĂƌ�͚ƚĂŐŐŝŶŐ͛�ŽĨ�ƚŚĞ�ƉŽƚĞŶƚŝĂƚĞĚ�ƐǇŶĂƉƐĞƐ͕�ĂůůŽǁŝŶŐ�ƚŚĞŵ�ƚŽ�ĐĂƉƚƵƌĞ�

the plasticity-related proteins (PRPs) and undergo further structural changes over time (Frey, 

& Morris, 1997; Redondo & Morris, 2011). Seibt and Frank (2019) propose that the tag is set 

during wake but the reactivation of primed neurons during NREM sleep promotes synaptic 

capture of the PRPs. By the same token, cueing memory reactivation during NREM sleep 

could have biased the PRPs capture towards the targeted memory traces in our studies by 

means of biasing their reactivation (Bendor & Wilson, 2012). PRP capture is followed by PRPs 

translation into proteins and structural plasticity. This step is thought to occur during REM 

sleep (Ribeiro et al., 2002) and ultimately leads to stabilisation of the tagged synapses (Seibt 

& Frank, 2019). In other words, the tagged and reactivated synapses persist over time which, 

under this framework, would explain why biasing memory reactivation using TMR also biased 

long-term consolidation of the targeted memories (Chapters 2 and 3). The aforementioned 

processes would also account for the TMR-related neuroplasticity observed in Chapter 3 and 

Chapter 4.  

 

Alternatively, and in accordance with the ASC, memory reactivation during NREM sleep could 

itself trigger LTP at the learning-related synapses, tagging the relevant memories for later 

processing in subsequent REM sleep (Diekelmann & Born, 2010b). This idea seems to be 

supported by electrophysiological studies which suggest a particular role of sleep spindles in 

this process (Rosanova & Ulrich, 2005; Sejnowski & Destexhe, 2000; Werk et al., 2005; 

Cairney et al., 2018), in line with our own findings (Chapter 2, Chapter 3). The ASC could, 

however, work in concert with the SHY. That is, reactivation of memory traces during sleep 

may not only tag the relevant synapses for plastic changes but also protect them from global 

downscaling that happens during the night regardless of previous learning experience 

(Tononi & Cirelli, 2014). Reactivation may achieve this by either strengthening the learning-

related synapses and thus putting them in a better position to survive downscaling, or by 

making ƚŚĞŵ�ƌĞƐŝƐƚĂŶƚ�ƚŽ�ĚĞƉƌĞƐƐŝŽŶ�ďǇ�ƐĞƚƚŝŶŐ�Ă�͚ƉƌŽƚĞĐƚŝǀĞ�ƚĂŐ͛�Ăƚ�ƚŚĞ�ƌĞůĞǀĂŶƚ�ƐŝƚĞƐ�;ƐĞĞ�

section 2.3 Synaptic Homeostasis Hypothesis). In this framework, one could also speculate 

that as long as the learning-related synapses (or even whole circuits) are (re)activated they 

will survive global downscaling and continue to undergo plasticity. However, the moment 

these connections stop being used, they will grow weaker or perhaps lose the tag, and 

eventually surrender to the global downscaling. This would be consistent with the Hebbian 
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͚ƵƐĞ�ŝƚ�Žƌ�ůŽƐĞ�ŝƚ͛�ƌƵůĞ�;,Ğďď͕�ϭϵϱϱͿ�ĂŶĚ�ŵĂǇ�ĞǆƉůĂŝŶ�ǁŚǇ�ƚŚĞ�ďĞŚĂǀŝŽƵƌĂů�ĞĨĨĞĐƚƐ�ŽĨ�ĐƵĞŝŶŐ�ĚŽ�

not survive until 6 weeks post-encoding (Chapter 2). 

 

Regardless of when exactly the tag is set or lost, if reactivation during NREM sleep is indeed 

the main driver for synaptic plasticity that occurs during REM sleep, our results imply two 

important things. (1) Memory reactivation during NREM sleep initiates a cascade of 

molecular events that leads up to long-term changes at the level of behaviour; (2) The 

(micro)structural changes that we observe are likely to have occurred during post-learning 

REM sleep, even though we are unable to provide direct evidence for that. Indeed, rodent 

experiments implicate REM sleep in dendritic spines remodelling in motor regions following 

motor skill acquisition (Li et al., 2017), although NREM sleep is also thought to play a role 

(Yang et al., 2014). Notably though, Pereira and Lewis (2020) extend the Seibt and Frank 

(2019) model by suggesting further steps in the sleep-dependent consolidation process: 

myelination, corticalization, and reorganisation of memory traces, all mediated by REM sleep 

(Pereira & Lewis, 2020). This brings us to the long-term plasticity and the dynamics of systems 

consolidation in sleep-dependent memory processing. 

 SYSTEMS CONSOLIDATION DISTRIBUTES MEMORY TRACES 

So far, we have seen how synaptic consolidation could account for the reactivation-mediated 

long-term consolidation of memories observed in this thesis (Chapter 2 and Chapter 3). 

However, the model does not clarify why we observed plasticity in different brain regions 

and at different points in time following learning (Chapter 3 and Chapter 4). These results 

could be explained by the two-stage model of memory consolidation which postulates that 

memories are re-coded from a fast-learning short-term store (e.g., hippocampus) to a slow-

learning long-term store (e.g., neocortex), wherein they are stabilised, reprocessed, and 

integrated into the pre-existing schemas (Marr, 1970; Squire & Alvarez, 1995) (see General 

Introduction, section 3.1.3 Memory Consolidation). The model sets the origin of the ASC 

which posits that memory reactivation during NREM sleep is essential for this process (Born 

et al., 2006; Diekelmann & Born, 2010b).  

 

Although there is an ongoing debate as to when system consolidation kicks in, it could 

perhaps be indexed by hippocampal disengagement. Our own results suggest that 

hippocampus decreases in grey matter volume overnight, and that this reduction correlates 

with the amount of time spent in N2 (Chapter 4). Although the diminishing contribution of 
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hippocampus with NREM sleep fits well with the ASC, it is important to stress that we do not 

report a direct link between sleep and TMR-related structural alteration in this region. 

In other words, we cannot argue that memory reactivation alters hippocampal function or 

structure, despite the ASC assumptions. Some of the potential reasons could be that our MRI 

metrics were not sensitive enough to detect hippocampal plasticity or that the hippocampus 

is not involved in consolidation of our task. However, neither of these possibilities agrees 

with the existing literature. Firstly, Sagi et al. (2012) were able to detect microstructural 

changes in hippocampus 2 h after learning using the same DW-MRI metric (mean diffusivity) 

as we used in Chapter 4. Secondly, hippocampus has been implicated in SRTT consolidation 

(Albouy et al., 2008; Albouy et al., 2013a; Albouy et al., 2013b; Albouy et al., 2015), whereas 

a previous study from our lab showed that SWS is associated with a TMR-related functional 

engagement of hippocampus the morning after learning (Cousins et al., 2016). Thus, 

alternatively, hippocampus could have undergone plasticity only within the first few hours 

post-learning (Brodt et al., 2018), during which we did not collect any MRI data. Indeed, 

hippocampus could have engaged immediately after encoding and then disengaged during 

the first night of sleep, resulting in no net change between the pre- and post-sleep sessions. 

Although this would be consistent with the ASC, and perhaps also SHY, the literature reports 

mixed evidence regarding hippocampal involvement in memory consolidation over time. On 

the one hand, a decrease in hippocampal responses has been observed both after learning 

followed by a single night of sleep and over longer periods of time (Durrant et al., 2013; 

Takashima et al., 2006). In fact, both sleep spindles and slow wave sleep duration have been 

shown to predict hippocampal disengagement after post-learning sleep (Hennies et al., 2016; 

Takashima et al., 2006). On the other hand, proponents of the Multiple Trace Theory (MTT) 

argue that episodic memories rely on the medial temporal lobe across their entire lifespan 

(Nadel & Moscovitch, 1997). Evidence also exists for an increase, rather than a decrease, in 

hippocampal response after learning followed by 12 h of sleep compared to wake (Lewis et 

al., 2011a; Lewis et al., 2011b), with enhanced hippocampal responses up to 48 h after 

learning (Gais et al., 2007). Nevertheless, the complete lack of MRI findings within the 

hippocampus in this thesis was unexpected and could perhaps be explained by the lack of 

sufficient temporal resolution of our experiments. It also provides an exciting avenue for 

further research into the reactivation-mediated hippocampal plasticity after motor sequence 

learning. 

 

While we find no evidence for hippocampal contribution to sleep-dependent consolidation 

of motor memory traces, we report reactivation-mediated functional and microstructural 
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changes in a subregion of posterior parietal cortex (i.e., precuneus) as early as within 24 h 

post-encoding (Chapter 3 and Chapter 4). These results challenge the traditional model of 

systems consolidation which is generally thought to require several days or weeks to 

complete (Frankland & Bontempi, 2005; Dudai, 2004). Although the precise onset of cortical 

consolidation is difficult to pinpoint, several studies have now shown that neocortex is 

capable of accelerated consolidation, e.g., in the presence of a pre-existing schema (Tse et 

al., 2007; Tse et al., 2011) or during a high cognitive demand (Quillfeldt, 2019). In fact, recent 

reports suggest that memories can be encoded in precuneus within hours (Brodt et al., 2018; 

Brodt et al., 2016). Our findings extend the existing literature by arguing that memory 

reactivation plays a key role in this rapid consolidation process. Indeed, the structural and 

microstructural changes that we show in Chapters 3 and 4 constitute the first demonstration 

of TMR-mediated physical changes in the underlying neural substrate that support long-term 

memory storage. But precisely which neural processes could underpin offline skill learning?  

 

In Chapter 4 we propose several biological processes that could have given rise to the 

(micro)structural plasticity observed not only in precuneus, but also in striatum and 

sensorimotor cortex. Although histological studies would need to confirm our speculations, 

the potential candidates for the reactivation-mediated changes in our diffusion metrics 

include: remodelling of the cylindrical tissue compartments (e.g., neuronal and glial 

processes) (Theodosis et al., 2008; Blumenfeld-Katzir et al., 2011; Xu et al., 2009); increase 

in brain-derived neurotrophic factor (BDNF) expression, number of synaptic vesicles and 

astrocytes activation (Sagi et al., 2012); swelling of cells (particularly astrocytes) (Macvicar et 

al., 2002; Kleim et al., 2007), and synaptogenesis (Kleim et al., 2004). Although in this thesis 

we did not examine post-TMR changes in myelin-sensitive markers, we cannot exclude the 

possibility that memory reactivation also leads to alterations in myelin content, as well as 

axonal morphology and density. This is especially true given that myelin is known to correlate 

with mean diffusivity (Peters et al., 2019), one of the metrics used in Chapter 4. New 

oligodendrocytes can differentiate within hours, providing metabolic support to the nearby 

axons in the order of days, while myelin formation and axon remodelling are thought to 

underlie long-term neuroplasticity that emerges over days and weeks (Almeida & Lyons, 

2017). REM sleep has been shown to promote oligodendrocyte activity (Bellesi et al., 2013) 

and myelin production (de Vivo & Bellesi, 2019), consistent with the notion that the observed 

(micro)structural changes could have occurred during the post-learning REM sleep. 
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Apart from re-coding of memories from their short- to long-term store, this later stage of 

(sleep-dependent) consolidation also involves reorganisation of memory traces and their 

integration into the pre-existing networks (Marr, 1970; Squire & Alvarez, 1995; Pereira & 

Lewis, 2020). Indeed, in Chapters 3 and 4 we demonstrate that TMR can engender structural 

and microstructural changes at several cortical sites, perhaps indicating that memory 

reactivation plays a key role in redistribution and reorganisation of memory representations 

across the cortex. This takes us from the memory-processing function of sleep to the sleep-

dependent development and evolution of memory engrams. 

 MEMORY REACTIVATION DURING SLEEP FOSTERS ENGRAM FORMATION 

We demonstrate a dynamic contribution of striatum, precuneus, and sensorimotor cortex to 

the behavioural emergence of TMR effects (Chapter 3, Chapter 4). Due to the widely 

distributed nature of the observed plasticity, we argue that reactivating memories during 

sleep is instrumental for the development and evolution of memory engrams. The term 

͚ĞŶŐƌĂŵ͛�ǁĂƐ�ŽƌŝŐŝŶĂůůǇ�ƵƐĞĚ�ƚŽ�ƌĞĨĞƌ�ƚŽ�ĂŶ�͞ĞŶĚƵƌŝŶŐ�ƚŚŽƵŐŚ�ƉƌŝŵĂƌŝůǇ�ůĂƚĞŶƚ�ŵŽĚŝĨŝĐĂƚŝŽŶ�ŝŶ�

ƚŚĞ�ŝƌƌŝƚĂďůĞ�ƐƵďƐƚĂŶĐĞ�ƉƌŽĚƵĐĞĚ�ďǇ�Ă�ƐƚŝŵƵůƵƐ͟�;^ĞŵŽŶ͕�ϭϵϮϭͿ͘�WƵƚ�ƐŝŵƉůǇ͕�Ă�ŵĞŵŽƌǇ�ĞŶŐƌĂŵ�

refers to the physical trace of a memory, a learning-induced change in the neural substrate 

that is causal for storing and recalling past events (Tonegawa et al., 2018; Josselyn & 

Tonegawa, 2020). The current understanding is that memories are stored in the synaptic 

connections between populations of neurons (i.e., neuronal ensembles) that are widely 

distributed throughout the brain (Josselyn & Tonegawa, 2020; Dudai, 2004; Josselyn et al., 

2015; Semon, 1921). Thus, memory engrams often encompass several brain regions, while 

the ongoing process of systems consolidation makes them a moving target over time 

(Josselyn et al., 2015). This distributed and dynamic nature presents a particular challenge to 

capture and characterise memory engrams. In an attempt to evaluate recent experimental 

evidence for uncovering the engram, Josselyn et al. (2015) proposed four defining criteria of 

an engram. First, a memory engram must emerge as a result of a specific experience and 

reflect its consent (criterion 1: content). Second, it has to engender a persistent change in 

the brain (criterion 2: persistence). Third, reactivation of an engram enables memory 

retrieval and can thereby impact on behaviour (criterion 3: ecphory). Fourth, a memory 

engram must endure over time, existing in a dormant state between encoding and retrieval 

episodes (criterion 4: dormancy). Any change within a neural substrate that conforms to 

these criteria can be regarded as a memory engram. 
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Several different brain regions have been identified as memory engrams for various tasks 

and at different stages of their consolidation (Miry et al., 2021; Brodt et al., 2018; Josselyn & 

Tonegawa, 2020; Josselyn et al., 2015; Brodt & Gais, 2021). In the procedural domain, 

neuroplasticity following motor skill acquisition has been particularly well characterised (King 

et al., 2017; Seidler, 2010; Lage et al., 2015; Hardwick et al., 2013; Janacsek et al., 2020; 

Doyon et al., 2009; Wang, et al., 2014; Albouy et al., 2008). The contribution of different brain 

regions varies considerably between the different stages of procedural learning (Dayan & 

Cohen, 2011; Costa et al., 2004), with further evidence suggesting a dynamic shift in neuronal 

representations of the internal model over time (Shadmehr & Holcomb, 1997; Monfils et al., 

2005). The role of sleep and memory reactivation during sleep in (motor) engram 

development has been speculated (King et al., 2017; Tonegawa et al., 2018; Josselyn et al., 

2015; Josselyn & Tonegawa, 2020), but direct evidence had so far been lacking. Our results 

from Chapters 3 and 4 provide considerable insight into the sleep-dependent formation and 

evolution of a motor engram over time. If our findings are considered collectively, we argue 

that precuneus and sensorimotor cortex fulfil all four criteria for an engram, and thus add to 

the current understanding of the role of reactivation during sleep in memory consolidation. 

3.4.1 MEMORY ENGRAM IN PRECUNEUS  

Let us consider precuneus first. In Chapter 3 we demonstrate that TMR leads to increased 

precuneus activation for the cued vs uncued sequence the next day, the extent of which 

predicts behavioural benefits of stimulation at the same time point. These results suggest 

that memory representations stored in precuneus not only reflect the encoded information 

(criterion 1: content) but can also impact on behaviour (criterion 3: ecphory). Our results 

from Chapter 4 further suggest that memory reactivation engenders physical, 

microstructural plasticity within precuneus (criterion 2: persistence), that continues days 

after the initial encoding and can be measured in between retest sessions (criterion 4: 

dormancy). Thus, our findings satisfy all defining criteria for an engram (Josselyn et al., 2015), 

suggesting that (targeted) memory reactivation supports engram formation in precuneus. 

But why would a motor memory engram develop in this particular region? And why did 

precuneus respond to cueing motor memory reactivation in the first place? 

 

Precuneus constitutes a subregion of the posterior parietal cortex (PPC) which has received 

increasing attention in the context of memory storage and retrieval (Wagner et al., 2005; 

Myskiw & Izquierdo, 2012; Gilmore et al., 2015). PPC is traditionally associated with motor 
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function (Shadmehr & Holcomb, 1997) and is known to be involved in movement planning 

(Cohen, & Andersen, 2002) and motor execution (Zhang & Chiang-shan, 2012). This could 

indicate that the representations harboured within precuneus facilitate the initial phase of a 

movement. Thus, an increase in precuneus activation for the cued vs uncued sequence 

(Chapter 3) could simply reflect a difference in execution time between the two sequences. 

,ŽǁĞǀĞƌ͕�WW�͛Ɛ�ĞŶŐĂŐĞŵĞŶƚ�ŝŶ�ŵŽƚŽƌ�ŝŵĂŐĞƌǇ�;Zhang & Chiang-shan, 2012) suggests that it 

may be well suited for offline rehearsal, perhaps even participating in reactivation of motor 

memories during sleep (Himmer et al., 2021). Indeed, the central function of the PPC, 

including precuneus itself, is undeniably memory retrieval (Wagner et al., 2005; Cabeza et 

al., 2008). The functional involvement of precuneus during memory recall (including our own 

observations in Chapter 3) could arise from the region being able to either hold memory 

representation (Vilberg & Rugg, 2008) or bind its distributed traces (Shimamura, 2011). 

The latter is especially notable given that precuneus is considered a critical node for memory 

processing (Hebscher et al., 2019) that is tightly interconnected with multiple brain areas 

(Buckner et al., 2008; Zhang & Chiang-shan, 2012). This puts it in an excellent position to act 

as a convergence zone for distributed memory traces and functions, alongside other regions 

of the parietal memory network (Gilmore et al., 2015). In light of our fMRI findings 

(Chapter 3), it would be reasonable to conclude that TMR triggered reactivation of the 

targeted sequence either in precuneus itself, as recently suggested (Himmer et al., 2021), or 

in its upstream regions, which led to increased activation and thus preferential processing of 

the cued sequence within precuneus. This, in turn, could give rise to the behavioural effects 

observed in Chapters 2 and 3. However, given the microstructural plasticity observed in 

precuneus in this thesis (Chapter 4), as well as in the literature (Brodt et al., 2018), we believe 

that the role of precuneus goes beyond just memory retrieval and processing. Instead, we 

argue that precuneus could act as a transient storage site, building up physical 

representations of the retrieved memories before they are transferred to a more permanent 

location. 

 

PPC has already been identified as a hippocampus-independent cortical memory store (Brodt 

et al., 2016) that can harbour behaviourally relevant memory representations (Brodt et al., 

2016; Jeong & Xu, 2016). Crucially though, precuneus fulfils all criteria for an engram which 

developed rapidly (i.e., within 2 h post-learning) and in response to repeated encoding-

retrieval epochs during wake (Brodt et al., 2018). Such an intensive rehearsal of the learned 

material closely resembles memory reactivation during sleep (Himmer et al., 2019), which 

inspired our own search for an engram in this region. Consequently, we show that repeated 
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reactivation of a motor memory trace during sleep also engenders a memory engram in 

precuneus (Chapter 3, Chapter 4). However, we hypothesise that its contribution to long-

term consolidation changes over time, in keeping with the dynamic and distributed nature of 

memory engrams (Josselyn et al., 2015). In Chapter 4, we report continuous microstructural 

plasticity (i.e., over the whole course of the study) spanning the entire region of interest that 

was associated with the emergence of cueing benefit in the long run. However, in Chapter 3, 

we show that the long-term cueing benefit is also facilitated by a functional disengagement 

of ventral precuneus from 24 h to 10 days post-encoding. This suggests that as the ventral 

precuneus disengages, it perhaps allows other regions to take over its role. It also suggests 

that the microstructural plasticity that we report in Chapter 4 could reflect strengthening of 

the underlying memory representations as much as their weakening. Thus, our results 

suggest that precuneus may be particularly involved in early consolidation of memories that 

are reactivated during sleep. As the time passes, we believe that the information housed 

within precuneus is either transferred to a more permanent storage site, or that the engram 

becomes distributed over several task-related regions that specialise in different functions 

(Josselyn & Tonegawa, 2020; Zelikowsky et al., 2014). Our results from Chapters 3 and 4 

suggest that sensorimotor cortex is the candidate region for long-term retention of motor 

engram ensembles.  

3.4.2 MEMORY ENGRAM IN SENSORIMOTOR CORTEX 

In Chapter 3 we find that an increased activation of the postcentral gyrus during cued vs 

uncued sequence performance 10 days post-encoding is associated with long-term cueing 

benefit. This result provides evidence that addresses both the content (criterion 1) and the 

ecphory (criterion 3) criteria for defining a memory engram (Josselyn et al., 2015). We further 

show that the long-term-cueing benefit also correlates with an increase in grey matter 

volume of precentral gyrus (Chapter 3) and microstructural plasticity in pre- and post-central 

gyri (Chapter 4), thus satisfying the persistence criterion (criterion 2). Since both the 

volumetric change and the microstructural plasticity were measured in between retest 

sessions, we believe that sensorimotor cortex fulfils the dormancy criterion as well 

(criterion 4). Taken together, our results suggest that repeated reactivation of a motor 

memory trace fosters gradual development of memory engram in sensorimotor cortex, 

thereby supporting long-term retention of motor skills.  
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The contribution of sensorimotor cortex to memory consolidation was somehow expected, 

given the procedural nature of our task. Precentral gyrus (i.e., the primary motor cortex, or 

M1) is a strong candidate for a motor engram hub (Ganguly & Carmena, 2009; Gao et al., 

2018; Hwang et al., 2021) and its slow reorganisation after learning has already been linked 

to the long-term retention of motor skills (Kami et al., 1995; Matsuzaka et al., 2007; Kleim et 

al., 2004). In light of the results that emerge from this thesis, we think that memory 

reactivation during sleep plays a key role in the gradual development of a long-lasting motor 

engram in M1. Furthermore, if memory reactivation or processing of the targeted memories 

continues during subsequent nights of sleep it could further impact on the engram, perhaps 

refining its neuronal activity patterns (Peters et al., 2014) or fostering selective synaptic 

plasticity as in wake (Hwang et al., 2021). In fact, motor skill acquisition occurs through 

dynamic reorganisation of motor memory representations in M1 (Monfils et al., 2005), 

particularly in the late stage of motor learning (Kleim et al., 2004). Thus, the late 

microstructural plasticity that we report in Chapter 4 could reflect the ongoing reorganisation 

of the cued sequence motor map that parallels the gradual development of behavioural 

cueing benefit (Chapter 3). As the topography of the map becomes more spatially complex 

and defined, so does the capacity for skilled movements (Monfils et al., 2005). This, in turn, 

could drive the emergence of a group level effect in our behavioural data in the long term 

(Chapter 3).  

 

Although speculative, this scenario is consistent with the role of sleep in reorganisation of 

memory traces (Landmann et al., 2015; Landmann et al., 2014; Lewis & Durrant, 2011; Lewis 

et al., 2018). Sleep literature also highlights the role of memory reactivation during NREM 

sleep in schema formation and integration (Landmann et al., 2014; Lewis & Durrant, 2011). 

In the motor domain, sleep is known to facilitate development of a goal-based component 

(Robertson, 2009; Cohen et al., 2005; Albouy et al., 2013c) that is thought to reflect the 

ĂďƐƚƌĂĐƚĞĚ�͚ŐŝƐƚ͛�ŽĨ�ƚŚĞ�ƚĂƐŬ͕�Žƌ�ƚŚĞ�ƉƌŽĐĞĚƵƌĂů�ƐĐŚĞŵĂ�;>ĂŶĚŵĂŶŶ�Ğƚ�Ăů͕͘�ϮϬϭϰͿ͘�/ŶƚĞŐƌĂƚŝŽŶ�

of new motor information into the pre-existing schemas also occurs overnight (e.g., for motor 

sequences see King et al., 2019). The role of NREM sleep in gist abstraction is further 

supported by the observation that TMR of an implicitly learned SRTT during NREM sleep 

promotes explicit knowledge of the targeted sequence the next day (Cousins et al., 2014a). 

Contrary to that finding, we show no difference between the explicit memory for the cued 

and uncued sequence (Chapter 2, Chapter 3). This could be an unintended consequence of 

including the imagery task during our training session, thereby facilitating the explicit 

knowledge gain for both sequences before sleep (Koopman et al., 2020a). However, the 
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absence of a TMR effect to explicit knowledge could also be explained by the fact that our 

explicit memory task was delivered relatively late post-TMR (six weeks for Chapter 2 and 

twenty days for Chapter 3 vs 24 h for Cousins et al., 2014a). It is possible that the explicit 

knowledge for the cued sequence was gained initially (as in Cousins et al., 2014a), but further 

reorganisation of the SRTT schema over time facilitated the emergence of explicit knowledge 

for the other sequence as well. Both of these scenarios would explain the above-chance 

explicit memory of the two sequences at the end of each study (Chapter 2, Chapter 3). 

Nevertheless, it remains unclear whether (micro)structural plasticity of M1 (Chapter 3, 

Chapter 4) could have supported gist abstraction in this case, or whether other brain regions 

were involved.  

 

Together, the results presented throughout this thesis indicate that memory reactivation has 

a powerful impact on memories. Its effects extend beyond simply processing the learned 

information to include redistribution and restructuring of memory traces across the cortex. 

We further argue that repeated reactivation of a memory trace engenders engram 

development, and that precuneus and sensorimotor cortex constitute important neocortical 

memory hubs that support long-term retention of procedural memories. 

 LIMITATIONS OF THE EXPERIMENTS 

As a final discussion point of this thesis, I would like to bring attention to some important 

limitations of this thesis and thereby provide a more balanced view of the reported results. 

First, given a relatively small sample size of the experiments, which differed between 14 and 

30 depending on the experimental chapter and analysis (Chapter 2: 14-18 participants; 

Chapter 3: 21-30 participants; Chapter 4: 15-29 participants), the issue of statistical power 

must be brought up. Statistical power is the probability of correctly rejecting the null 

hypothesis given the sample size at hand (Dorey, 2011). A lack of sufficient power contributes 

to the reproducibility crisis which remains a persistent issue in science (Vankov et al., 2014). 

The importance of large samples seems to be especially relevant in neuroimaging, where 

inflated effect sizes are particularly common (Turner et al., 2018; Marek et al., 2022). Most 

sleep studies are underpowered as well, which cast doubt not only on the findings arising 

from this thesis but also the sleep field in general.  

 

Second, the work conducted in this thesis lacks sufficient number of control conditions which 

makes the interpretation of some results challenging. For example, an adaptation night with 
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control sounds that had not yet been associated with the task (as in Koopman et al., 2020) 

would help disentangle neural processing of the cues from the brain response to any sound, 

regardless its salience or meaning (see section 2.2 Active Systems Consolidation Hypothesis). 

Likewise, a control group with no TMR during the night would allow for a between-

participants study design and thus a direct comparison between brain (micro)structure of the 

TMR and no-TMR group. Instead, the analyses on the MRI data collected from the TMR group 

only limited the experimental questions to a correlational relationship between TMR and 

brain characteristics. 

 

Lastly, the experiment forming Chapters 3 and 4 would benefit from an fMRI scan 

encompassing the whole SRTT session, as well as additional scans at more frequent time 

points. Functional assessment throughout the behavioural sessions would eliminate the need 

for splitting the SRTT in half, and thus reduce experimental noise. An additional scan at day 

20 would let us determine the impact of (micro)structural plasticity directly preceding the 

emergence of behavioural benefit, as well as functional activity during the SRTT performance. 

Furthermore, continuous assessment of brain function during the stimulation night would 

not only provide sufficient temporal resolution to determine if early hippocampal 

engagement contributed to long-term behavioural effects observed, but also allow to 

examine BOLD activity during sleep ʹ something that was not possible with the current 

design. 

 OPEN QUESTIONS AND FUTURE DIRECTIONS 

Throughout this discussion I have suggested some directions for future research. Although 

the experiments conducted in this thesis taught us a whole lot about how memory 

reactivation during sleep impacts on brain plasticity and function in the long term, they also 

uncovered several open questions that remain in the field. Is sensorimotor cortex the 

ultimate memory hub of procedural learning? What happens to these memory traces over 

even longer periods of time? And does TMR of other types of memories impact on other 

brain networks in a similar manner? These are only a few of the unknowns that arise from 

our findings, and which will require a great deal of research to solve. In this section, I will 

highlight some potential avenues for exploration in the future. 

 

An exciting research challenge that emerges from the work presented in this thesis is to 

explore more detailed synaptic, cellular and circuit level changes that underpin the 
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microstructural findings of Chapter 4. Although we propose several biological processes that 

could have given rise to observed plasticity, histological studies are required to make direct 

links between DW-MRI measures and the underlying tissue modification. This also ties in with 

the SHY postulates (Tononi & Cirelli, 2014), which could not be tested using the imaging 

methods employed in this thesis. Two-photon imaging, for instance, constitutes a promising 

tool to track the evolution of reactivated ensembles at a single spine resolution (Miyamoto 

et al., 2021). When combined with genetic and pharmacological approaches, it could also 

allow us to determine if synaptic tagging and capture contributes to the remarkable benefits 

of memory reactivation during sleep (Seibt & Frank, 2019). 

 

The role of sleep, particularly REM sleep, during post-stimulation night and its 

electrophysiological characteristics in the long-term effects of TMR remains another open 

question. A similar study to the one conducted in Chapter 3 and 4 but with continuous sleep 

recordings throughout its duration could be undertaken to determine when the delayed 

effects of sleep are taking place (Pereira & Lewis, 2020). REM sleep has been repeatedly 

implicated in myelination, corticalization, and reorganisation of memory traces (Li et al., 

2017; Bellesi et al., 2013; de Vivo & Bellesi, 2019; Almeida-Filho et al., 2018; Landmann et al., 

2015; Bridi et al., 2015) and therefore could have contributed to the long-term effects of TMR 

reported in this thesis. Yet, our results from Chapter 4 suggest that stage 2 of NREM sleep 

may be important in shaping grey matter microstructure early in the consolidation process. 

This, however, requires further investigation. Likewise, we cannot rule out that some of the 

(micro)structural changes that we observe in Chapters 3 and 4 occurred in wake (Bellesi & de 

Vivo, 2020). In fact, there still is an ongoing controversy regarding whether synapses undergo 

potentiation during wake (Tononi & Cirelli, 2014) or sleep (Rasch & Born, 2013). 

Further research into the longitudinal changes following memory reactivation will be 

necessary to clarify these issues. 

 

In relation to the null behavioural findings 24 h post-TMR in Chapters 2 and 3, we discussed 

the impact of cue jittering on the delayed effects of TMR (section 3.1 Behavioural effects of 

TMR over time). Currently, there is little work on how the cueing procedure itself could affect 

dDZ͛Ɛ�ƐƵĐĐĞƐƐ͘�EĞŝƚŚĞƌ�ƚŚĞ�ŶƵŵďĞƌ�ŽĨ�ŝƚĞŵƐ�;^ĐŚĞĐŚƚŵĂŶ�Ğƚ�Ăů͕͘�ϮϬϮϭͿ�ŶŽƌ�ƚŚĞ�ŶƵŵďĞƌ�ĐƵĞƐ�

per item (Schechtman et al., 2020) seem to affect the behavioural benefits of cueing. 

The impact of temporal parameters of TMR has not been yet investigated, but our work 

suggests that it may affect cue processing (Abdellahi et al., 2021a), perhaps interfering with 

the natural pace of the reactivation events. This raises an important question: is TMR really 
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biasing reactivation, or could it interfere with it? And are the mechanisms underlying TMR 

and endogenous memory reactivation truly the same? To date, several studies demonstrated 

that TMR can not only boost memories but also intentionally promote forgetting (Simon et 

al., 2018; Oudiette et al., 2014), and unintentionally decrease retention of the overlapping 

memories (Joensen et al., 2022). This indicates that TMR could indeed interfere with the 

consolidation process. Alternatively, it could also override the selective mechanism of sleep-

dependent memory processing (Stickgold & Walker, 2013). The latter is especially notable 

given that cueing memory reactivation during sleep was shown to rescue low-value 

memories from forgetting (Oudiette et al., 2013), which suggests that TMR can interact with 

the mechanism that tags memories for forgetting (Stickgold & Walker, 2013; Saletin et al., 

2011). In sum, understanding the relationship between the cueing procedure and memory 

consolidation, as well as the parallels between spontaneous and targeted memory 

reactivation have still a long way to go.  

 CONCLUSION 

This thesis investigated the long-term consolidation and neuro-plastic evolution of memories 

that are reactivated during sleep. By combining TMR with multimodal neuroimaging 

techniques we provide converging evidence for memory reactivation in NREM sleep as a 

powerful mechanism to shape memory representations over time and throughout the 

cortex. Our findings demonstrate that just one night of procedural TMR can impact on the 

(micro)structure and function of memory and motor systems, facilitating the development 

of a stable trace over subsequent nights of un-manipulated sleep. We believe that these long-

lasting effects of TMR stem from both synaptic and systems consolidation, and that 

reactivation during sleep could be instrumental for the formation and evolution of memory 

engrams. Together, this thesis provides a critical piece in the long-standing puzzle of sleep-

dependent consolidation in the long run, though further research is needed to establish the 

exact mechanisms of how sleep selects and retains memories for a lifetime
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