
 ORCA – Online Research @
Cardiff

This is an Open Access document downloaded from ORCA, Cardiff University's institutional
repository:https://orca.cardiff.ac.uk/id/eprint/150277/

This is the author’s version of a work that was submitted to / accepted for publication.

Citation for final published version:

Feng, Moke, Gao, Chenxiang, Xu, Jianzhong, Zhao, Chengyong and Li, Gen 2023. Modeling for complex
modular power electronic transformers using parallel computing. IEEE Transactions on Industrial

Electronics 70 (3) , pp. 2639-2651. 10.1109/TIE.2022.3170623 

Publishers page: http://dx.doi.org/10.1109/TIE.2022.3170623 

Please note: 
Changes made as a result of publishing processes such as copy-editing, formatting and page numbers may
not be reflected in this version. For the definitive version of this publication, please refer to the published

source. You are advised to consult the publisher’s version if you wish to cite this paper.

This version is being made available in accordance with publisher policies. See 
http://orca.cf.ac.uk/policies.html for usage policies. Copyright and moral rights for publications made

available in ORCA are retained by the copyright holders.



 

 Abstract—The modular power electronic transformer 

(PET) faces difficulty carrying out microsecond-level 

electromagnetic transient (EMT) simulations. This paper 

provides a high-speed and high-precision simulation 

method capable of eliminating the internal nodes and 

reducing the order of the nodal admittance matrix. 

Meanwhile, the parallel computing is integrated into the 

whole solution process, which achieves a significant 

simulation speedup. A physical prototype is established 

to prove that the detailed model is sufficient to reflect the 

dynamics of physical devices. Moreover, simulations in 

PSCAD/EMTDC are carried out to compare the 

proposed method with the detailed model in terms of 

accuracy and time efficiency. Simulation results show 

that the proposed method is accurate to simulate the 

external and internal dynamics of PET with hundreds of 

times simulation speed acceleration. 
Index Terms—power electronic transformer (PET), 

electromagnetic transient (EMT) modeling, order reduction 
of matrices, parallel computing. 

I. INTRODUCTION 

s one of the key equipment in energy conversion and grid 

interconnection, power electronic transformers (PETs) 

have attracted extensive research on designing their topologies 

[1], control strategies [2], and modeling methods [3], [4]. With 

the increasing deployment of medium- and low-voltage (MV 

and LV) DC distribution networks, it is foreseen that there will 

be wide applications of PETs in AC/DC and DC/DC 

conversion between grids with multiple voltage levels. 

However, due to the sophisticated configuration and a large 

number of power modules (PMs), using detailed switching 

models of PETs will result in a heavy computational burden in 

electromagnetic transient (EMT) simulations. Especially when 

focusing on converter-level and system-level studies, e.g., 

capacitor voltage ripple, arm current, converter power flow, 

system operation, control, and protection, such problems are 

more prominent. 

The computational burden will be hefty if a complex system 

(e.g., a multi-terminal MVDC grid with several multi-port 
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PETs) is modeled in EMT simulation tools, for instance, in 

PSCAD/EMTDC. Simulating one second may take several 

hours or even longer if the converters and PET are all modeled 

using the detailed switching models [5]. This is unacceptable 

for off-line EMT simulations and will induce significant 

challenges for real-time simulations as well. 

Some modeling approaches have been proposed but focus 

on some specific needs. Small-signal modeling and impedance 

modeling are used for steady-state stability analysis and 

control system design but not for EMT simulations [6]-[8]. 

Averaged-value modeling ignores the internal characteristics 

of PETs, such as capacitor voltage ripples, transformer 

voltages and currents, and internal switching stresses. They 

are inaccurate or even inapplicable for EMT simulations, 

especially when simulating very fast transient processes, e.g., 

DC fault analysis [9], [10]. 

Conventional modeling methods have a narrow scope of 

applications. In order to address the dilemma of simulation 

accuracy and speed, some high-speed and high-precision 

modeling methods for power electronic (PE) equipment have 

been proposed. A nested fast and simultaneous solution for 

time-domain simulation of PE systems is first proposed by Kai 

Strunz [11]. Based on this algorithm, A. M. Gole and Udana G. 

propose the efficient modeling method for the modular 

multilevel converter (MMC) [12]. This underpinning method 

provides a solid foundation for high-speed and high-precision 

modeling of PE equipment. Afterwards, optimized algorithms 

are proposed to enhance the existing methods. In [13], the 

circuit analysis is changed to a matrix solution, and the 

modeling method becomes applicable for arbitrary multi-port 

PMs. Relying on the research of [3], [14], and [15], the 

method in [14] is now applicable to various kinds of multi-

port PM topologies and can be used for PETs and other PE 

equipment.  

However, the rapid development of PE-based systems 

brings new challenges to EMT simulations. For instance, the 

modeling approach used for the common single-phase 

transformer is not applicable to the multi-winding transformer 

in the multiple-active-bridge (MAB) of PETs [16] because the 

multi-winding transformer does not have a star equivalent. As 

a result, new modeling theories and techniques are required 

for EMT simulations. 

Meanwhile, parallel computing technology brings new 

possibilities for EMT simulations. There are various types of 

parallelization, including CPU parallelization based on shared 

memory, multi-core parallelization using GPUs, and 
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distributed parallelization among multiple computational 

nodes. These techniques can effectively increase the speed of 

simulation. However, the computational loads and power 

networks need to be appropriately designed to achieve 

efficient parallelization. 

In order to adapt to the needs of PE-based systems, it is 

necessary to enhance the existing modeling methods for 

system analysis. In this paper, a modeling approach for 

complex PET is proposed. The main contributions of this 

paper are: 

1) A unified magnetic equivalent circuit (UMEC) model of a 

specifically designed multi-winding transformer is derived, 

which bridges the gap that the existing UMEC transformer 

models are mainly for single-phase or three-phase 

transformers [17], [18]. 

2) A PM equivalent model in which the internal nodes are 

eliminated is proposed to reduce the number of electric 

nodes. Thanks to this PM model, the simulation efficiency 

is significantly improved. 

3) An efficient cascading scheme for a large number of multi-

port sub-modules (SMs) is proposed to transform the 

complex matrix calculations into simple addition 

operations. 

4) The proposed model exhibits fault blocking capability 

without involving additional circuits, which also avoids the 

sophisticated state variable passing procedure. 

5) Parallel computing is organically integrated into the 

modeling procedures to develop a high-speed and high-

precision model. In the proposed method, the calculations 

of transformers, PMs, and bridge arms are assigned to 

different CPU cores for parallel computing to speed up the 

calculation. 

Finally, the proposed method is validated through 

simulations. The modeling and parallelization steps are 

summarized in Fig. 1. 

As foundation

1) UMEC model of multi-

port isolating transformer

2) PM equivalent by node 

elimination method

3) Arm equivalent by 

efficient cascading scheme

4) Blocking state circuit

Individual Transformer calculations 

in different PMs are paralleled

ParallelizationModeling

Individual PM calculations are 

paralleled

Matrix addition operations are 

grouped for parallel calculation

As foundation

As complement

5) Inverse solution and 

update history terms

Inverse solutions for each PM are 

paralleled

EMT solution

 
Fig. 1.  Procedures of the modeling and parallelization. 

II. MODELING PROCESS OF PET 

In this section, the Xiaoertai PET (XET-PET) constructed 

in Zhangbei, China, is used to demonstrate the proposed 

modeling approach. The topology of the XET-PET is shown 

in Fig. 2. The reason we investigate this topology is not only 

because it features in higher power density, smaller 

transformer size, and higher flexibility than existing PETs, but 

also its technology readiness has been validated by this 

Xiaoertai project [19]. The XET-PET is composed of an upper 

arm and a lower arm. The three phases are coupled through 

PMs using a three-phase MAB. Each PM consists of four 

energy conversion units: AC/DC, DC/AC, AC/AC (high-

frequency isolating transformer), and AC/DC. The carrier-

phase-shifted PWM (CPS-PWM) and single-phase-shifted 

(SPS) modulation [20] strategies are used to regulate the 

power between the MVDC and LVDC ports. 
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Fig. 2.  Topology of the XET-PET. 

A. Modeling for the Isolating Transformer 

The circuit in Fig. 2 needs to be discretized before it can be 

used for simulation. IGBT/Diode switch group is usually seen 

as a two-value (ON/OFF) resistor whose resistance is 

determined by the IGBT gate signal. The discretization of 

fundamental LC components has been well described in [21]. 

Taking the capacitor as an example, the differential equation 

of a capacitor is: 
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where u is the voltage across the capacitor, i is its current and 

C is its capacitance. 

Change the form of (1): 
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In (2), Δt is the simulation time-step. Discretize (2) with the 

trapezoidal integration method: 
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Equation (3) shows that the equivalent circuit of the 

capacitor is a Norton circuit, as in Fig. 3. The history current 

source JC_HIS(t) is determined by the voltage and current of the 

last time-step. 
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Fig. 3.  Discretized capacitor equivalent circuit. 

The modeling of the transformer is presented as follows. 

There are several transformer models: matrix representation 

(BCTRAN) model, saturable transformer component (STC) 

model, and topology-based model [22]. BCTRAN is the 

simplest model derived from matrix equations without 

considering the structure of the transformer and saturation 

characteristics. BCTRAN will only be reasonably accurate 

when the frequency is below 1 kHz and the number of 

windings is less than 3. STC is capable of simulating 

saturation with an additional current source, but the issue of 

numerical instability has been reported in [23]. The topology-

based model considers the core geometry of the transformer, 

and saturation effects of each limb of the core are well 

simulated. The computational burden varies according to the 

complexity of the transformer topology.  

The UMEC model is a kind of topology-based model, its 

parameters are easy to obtain, and more importantly, it is not 

computationally expensive [24]. Therefore, UMEC is selected 

for modeling the four-winding transformer in the XET-PET. 

The structure of the four-winding high-frequency transformer 

is shown in Fig. 4(a). 
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(a) (b) 

Fig. 4.  The four-winding transformer and its UMEC. (a) four-winding 
transformer; (b) UMEC structure. 

The windings share the same core and are wound around 

the four limbs. 1 to 4 are the winding limb fluxes, lk1 to lk4 

are the leakage fluxes. The limb lengths are Lk1 and Lk2. The 

winding voltages v1 to v4 and currents i1 to i4 are illustrated in 

Fig. 4(a) as well. The port nodes are numbered from 1 to 8. 

The UMEC structure of Fig. 4(a) is represented by Fig. 4(b). 

Magnetomotive force (MMF) sources N1i1(t) to N4i4(t) 

represent each winding individually. The winding voltages are 

used to calculate the winding limb fluxes. P1 to P4 are the 

permeances of the transformer winding limbs, Plk1 to Plk4 are 

the permeances of the leakage circuits. 

According to [25], the voltages vi (i=1,2,3,4) and currents ii 

(i=1,2,3,4) satisfy the following relationship: 
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,  (4) 

where yTij (i, j=1,2,3,4) are the equivalent admittances, insi 

(i=1,2,3,4) represent the influences of the winding currents of 

last time-step. 

Equation (4) represents a Norton equivalent circuit (EC) 

shown in Fig. 5, which is like a diamond. A branch is formed 

between every two nodes. Hence there are total 
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Fig. 5.  Diamond Norton equivalent circuit of the four-winding 
transformer, PM EC, and arm EC. 

It is worth noting that all of the 8-node circuits have the 

same pattern as the diamond circuit. Therefore, in the 

following analysis, the structures of PM EC and arm EC are 

diamond circuits as well. 

B. Modeling for the Power Modules 

Replace the capacitor, switch and transformer models with 

the corresponding discretized circuit, and select the node NDC 

as the reference node. The PM companion circuit is obtained 

as in Fig. 6. The cascaded H-bridge (CHB) sides are 

connected in cascade to withstand the MVDC voltage. AC 

voltages and currents are rectified, and the energy is 

transmitted to the MAB side. 



 

G1-G28 represent the admittance of the two-value resistors, 

GC1-GC4 represent the equivalent capacitor conductance, and 

JHIS_C1-JHIS_C4 are the capacitor history current sources; Jtr_1-

Jtr_4 are the transformer history current sources. 

In each PM, there are 21 nodes (excluding the reference 

node NDC) and 60 branches (32 circuit branches and 28 

transformer equivalent branches). The node-branch incidence 

matrix A is 21×60, and the branch admittance matrix Ybranch is 

60×1. 
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Fig. 6.  Companion circuit of PM in the XET-PET. 

Nodal admittance matrix Y is obtained with A and Ybranch: 

 branch

T=Y AY A . (5) 

Y is 21×21, as illustrated in Fig. 7, in which the orange 

cubes represent the non-zero elements in the matrix. Y is 

arranged in the order of external nodes and internal nodes.  
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Fig. 7.  Structure of the nodal admittance matrix Y. 

Injection current vector J is directly written according to 

Fig. 6: 
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According to Fig. 6, the node voltage equation of the PM is: 

 =YV J  (7) 

Rewrite (7): 
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where the subscript “EX” indicates external voltage and “IN” 

indicates internal voltage. Y is partitioned according to the 

external and internal node division. 

Expand (8): 
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Consequently, we can obtain: 
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From the perspective of the circuit, VEX can either be 

obtained with a complex matrix Y in (5) or by a simple one 

YEQ in (10). Replace Y with YEQ, although the circuit is more 

simplified, the calculation result of VEX does not change. 

Therefore, the EC, which only contains the external node, is 

obtained without losing accuracy. 

YEQ is the Schur's complement matrix [26] of Y, whose 

values are: 
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where yeqik(i=1,2,…,7; k=1,2,…,7) are nodal admittances of 

the EC. As YEQ is symmetric, the lower left corner elements 

are in gray for better redability. jeqi(i=1,2,…,7) are injection 

currents from the reference node to nodes 1 to 7 respectively. 

C. Modeling for the Arms 

In [3], the cascading of arms uses a lot of matrix operations, 

which slows down the simulation speed. A method with better 

performance is presented as follows. 

In PM, external nodes form four ports. The circuit isolation 

feature of the four-winding transformer makes the ports strict 

ports wherein the input and output currents are equal. 

Therefore, YEQ and JEQ have more characteristic forms: 
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where gik (1=1,2,3,4; k=1,2,3,4) are the port admittance 

coefficients. li(i=1,2,3,4) are the input port currents. The last 

column of Yeq only contains single values because the rows 

and columns of the reference node NDC are removed. 

Based on (14) and (15), the port equation is obtained: 
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where ipi and vpi(i=1, 2, 3, 4) are the port currents and voltages. 

PA-NA, PB-NB, and PC-NC ports are defined as the input 

ports. PDC-NDC port is the output port. 

Rewrite (16) in partitioned matrix form: 
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Re-arrange (17) and obtain h and jh as in (18)-(20): 
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The input ports of PMs are connected in series. Thereby, 

they have the same current. The output ports are in parallel, of 

which the voltages are equal. Then, the arm input voltage 

vinarm and output current ioutall are obtained by adding the h and 

jh of all PMs: 

 
1 1

N N
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k k
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h j

i v

i
, (21) 

where N is the number of the PMs in an arm. 

Re-arrange (21) to make iin and ioutall on the left-hand side of 

the equation and we can obtain: 

 
in inarm
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Y j
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v
. (22) 

Equation (22) indicates the equivalent circuit of the arm, in 

which Yarm is the final result of the arm equivalent admittance 

matrix, and jarm is the arm injection current. 

D. Blocking State Circuit 

In the blocking state, all the IGBTs are turned OFF. Diodes 

are uncontrollably turning ON and OFF. The gate signal no 

longer determines the resistance of a switch group. To 

simulate such a situation, special modifications should be done 

on the equivalent circuit. Generally, the blocking state circuit 

is obtained by analyzing the operation states of the network. In 

[3] and [15], an additional blocking circuit is established to 

describe the blocking state dynamics. When the PET is 

blocked, the additional circuit will replace the normal 

operation circuit. The state variables (mainly capacitor and 

transformer history current source values) are transferred 

between the two circuits when the operating state changes. 

However, this approach is slow and inconvenient to program.  

In this paper, an integrated blocking state circuit is 

introduced. The blocking state circuit analysis is given first. 

The freewheeling process of the transformer is rapid in the 

blocking state. It can be considered as finished immediately. 

As a result, the MAB side switches are all set as large resistors. 

The situation is not the same on the CHB side. Although all 

IGBTs are turned off, there are still currents flowing through 

the capacitors and freewheeling diodes as long as the input AC 

port voltage of the H-bridge is larger than the capacitor 

voltage, as the solid and dashed lines show in Fig. 8. Three 

phases are symmetrical, only phase A is shown. 
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Fig. 8.  Current paths of the blocking state. 

To simulate the blocking characteristics, a three-phase 

diode H-bridge is added to the diamond arm EC to regulate the 

blocking state current paths, as shown in Fig. 9. To facilitate 

understanding, the original structure of arm EC is illustrated in 

Fig. 9, but it should be noted that the arm EC has already been 

equivalent to a diamond circuit. In each phase, two identical 

diode H-bridges are connected across the upper and lower 

arms, respectively. BRK1 to BRK4 are the switches that 

determine the operation state of the bridge. The detailed 

operation mechanism of the three-phase diode bridge will be 

introduced later in this subsection. 
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Fig. 9.  Three-phase diode H-bridge together with the arm equivalent 
circuit. 

Under normal operation state, BRK1 and BRK4 are turned 

on; BRK2 and BRK3 are turned off. The three-phase diode H-

bridge is bi-directional with a very small resistance, which 

does not affect the normal operation of XET-PET. 

During the fault blocking state, the current flowing over PM 

capacitors is unidirectional because S1 to S4 are turned off so 

that the diodes are uncontrollably conducting the current to a 

fixed direction, see Fig. 8. In order to simulate this operating 

condition, BRK1-BRK4 are turned off in the simulation 

program. The diode H-bridge becomes uncontrollable to 

regulate the current flowing over PM capacitors. Moreover, to 

receive the arm current, G1 and G4 (corresponding to S1 and S4) 

are set as a small resistor (0.001 Ω). G2 and G3 (corresponding 

to S2 and S3) are set to a large resistor (106 Ω). G5 to G8 and 

G25 to G28 are set to large resistors because the current of the 

MAB circuit (framed by the blue box in Fig. 8) is 0. 
… … …
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Fig. 10.  Charging current paths in the XET-PET (upper arm): (a) 
general method; (b) BRK4 on and BRK3 off. 

Referring to Fig. 9, BRK1 and BRK4 are turned off and 

BRK2 and BRK3 are turned on during the start-up charging 

process to realize the uncontrollable charging. The charging 

current path of the upper arm is shown in Fig. 10(a), which is 

the same as the lower arm. However, this scheme will cause a 

sudden voltage change in the MVDC side when the PET is 

deblocked [27]. A feasible solution is to slow down the 

charging speed by turning on BRK4 and turning off BRK3 

during the start-up charging. In this way, the inverse current 

(dotted blue) does not charge the PMs, as in Fig. 10(b).  

By integrating the three-phase diode H-bridge into upper 

and lower arms, and with the appropriate control scheme of 

the H-bridges, the blocking function is realized without 

additional circuits and complex state variable transmission. 

E. Inverse Solution of the Circuit 

Until this stage, the modeling is accomplished. Once the 

ECs of all arms are obtained, they will be interfaced with the 

external system network in the EMT simulation tool 

(PSCAD/EMTDC, etc.). PSCAD/EMTDC will solve the 

network and obtain the voltages of every node. The external 

node voltages of arm ECs are used to solve the internal node 

voltages and update the history terms. The inverse solution 

process is illustrated in Fig. 11. Arm node voltages are 

obtained from the EMT solver, with which the PM node 

voltages, internal capacitor voltages, and internal currents will 

be calculated.  

External nodes 
Internal nodes 

Arm

Power module

From EMT solver From EMT solver

Node voltage transfer

 
Fig. 11.  Schematic diagram of the inverse solution.  

The modeling and parallelization steps are summarized in 

Fig. 1. The modeling procedures are on the left side. The 

blocks on the right side explain how the parallelization is 

integrated into the proposed method. The UMEC transformer 

model is the foundation to build the PM companion circuit. 

The node elimination method is used to obtain the PM 

equivalent circuit in which the internal nodes are eliminated. 

With the efficient cascading scheme, the PM equivalents are 

connected to form the arm equivalent circuit. At last, the 

three-phase diode H-bridge are added to the equivalent circuit 

to realize the blocking function. After the EMT solution, a 

necessary inverse solution is carried out to update the history 

terms. Thanks to the modularized structure of XET-PET, the 

calculation of UMEC transformers, PMs, arms and inverse 

solutions are parallelized because the calculation of one 

module does not rely on the result of another one. The 

simulation procedure using the proposed method can be 

presented as the following pseudocode in Algorithm 1. 

After modeling and programming, the proposed model can 

be used as a Blackbox in a user-defined library in EMT 

simulation tools. The configuration of the proposed model is 

easy. Users only need to input the circuit structure and 

necessary electric parameters, and connect it with the external 

system. 



 

 

Algorithm 1: Modeling process for complex PET using parallel computing 

1 obtain power module companion circuit  

2 t←0 //simulation begins 

3 while t<=t_max do  

4     for i←1 to L do 
//Calculate ECs of power modules. 

L is the number of arms, normally 

3 or 6  

5         #begin parallel calculation  

6         for k←1 to M do 
//M is the number of power modules 

in an arm 

7             calculate EC of PM(i,k)  
8             calculate h(i,k) and j(i,k)  

9         end  

10         #end parallel calculation  

11        initialize harm(i) and jarm(i)  

12        #begin parallel calculation  

13        for k←1 to M do //Calculate arm equivalent 

14            harm(i) = harm(i) + h(i,k)  

15            jarm(i) = jarm(i) + j(i,k)  
16        end  

17         #end parallel calculation  

18        calculate Yarm(i) and jarm(i)  

19     end //End EC calculation 

20     overlay arm ECs onto EMTDC system  

21     EMTDC solution by PSCAD  

22     #begin parallel calculation  
23     inverse solution to obtain eliminated node 

voltages and update history terms 
 

24     #end parallel calculation  

25     t←t+Δt //Δt is the simulation step 

26 loop  

III. HARDWARE EXPERIMENT VALIDATION 

A down-scaled PET prototype of the XET-PET is built to 

validate the proposed method, as shown in Fig. 12. The high-

voltage side consists of three identical boards which are 

connected to the three phases. Each PM capacitor is made up 

of three small capacitors in parallel. Delfino™ 

TMS320F2837xD DSP is used as the controller. IGBT 

triggering signals are generated from the Cyclone IV FPGA. 

Parameters of the prototype are in the given TABLE I. 

TABLE I 
PARAMETERS OF THE XET-PET PROTOTYPE 

Symbols Parameter Description Values 

Rstartup Start-up resistor (Ω) 100 

fsys System fundamental frequency (Hz) 50 

VL-Lrated Line-to-line RMS voltage on AC grid side (V) 30 

VC1Rated Rated capacitor voltage in CHB side (V) 40 

CCHB CHB side PM capacitance (μF) 4700×3 

CMAB MAB side PM capacitance (μF) 4700×3 

Vo2Rated LVDC rated output DC voltage (V) 10 

Rload_MAB LVDC output load (Ω) 20 

A detailed model (DM) with the same parameters as the 

prototype is also established in PSCAD/EMTDC. Fig. 13 and 

Fig. 14 show the comparisons of experimental results and 

simulation results. 

In the simulation model, the hysteresis characteristic of 

transformer iron cores, the non-linear switching characteristics, 

and the parasitic parameters are not considered. Therefore, 

during the start-up process and steady state, there are errors 

between the experiment and simulation results. In Fig. 13, 

after isolating the start-up resistor, the periods and envelopes 

of the two curves match well. The maximum error is 0.1441A 

(3.57%) in the first peak.  

  
(a) 

 
(b) 

Fig. 12.  Prototype of XET-PET: (a) CHB side H bridge, capacitor, and 
MAB input side H bridge; (b) four-winding transformer, MAB output 
side H bridge, and MAB side capacitor. 
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Fig. 13.  Experimental and simulation results: AC current. 

In Fig. 14, the comparisons of Utrdc and Itrdc in time-domain 

are given. To better compare the accuracy of the simulation 

models, the fast Fourier transform (FFT) results of experiment 

and simulation results are given as well. It is seen that the 

absolute errors between experiment and simulation at the 

fundamental frequency (1000 Hz) and odd harmonics (3000, 

5000, 7000 Hz) are very small for both Utrdc and Itrdc. There are 

two reasons why the percentage current error at 5th and 7th 

harmonics are high. One is that some of the characteristics like 

parasitic parameters are ignored, which smooth the simulation 

current. The other is the base value is small so a very small 

absolute error can also lead to a large relative error. However, 

the dominating fundamental current is accurate enough to 



 

reflect the dynamic of the current output and therefore, the two 

current curves match well.  
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Fig. 14.  Low-voltage side voltage and current: (a) voltage; (b) current. 

The experimental results indicate that digital simulation is 

capable of reflecting the dynamics of the physical device. In 

the following section, the DM will be used as the benchmark 

to compare with the equivalent model (EM) to validate the 

proposed method further.  

IV. SIMULATION VALIDATION 

In PSCAD/EMTDC, the DM established by individual 

components and the EM proposed in this paper are compared 

in terms of accuracy and time efficiency.  

A. Accuracy Test I: Individual  XET-PET 

First, the accuracy of individual XET-PET, as shown in Fig. 

2, is tested. Parameters of XET-PET are listed in Table II. On 

the CHB side, the CPS-PWM is adopted to control the 

capacitor voltages. As for the MAB side, the SPS control is 

used to maintain the LVDC side capacitor voltages. 

The working condition is set as follows: 

1) Startup: in the first 0.3 s, the PET is blocked to charge the 

CHB side capacitors. During 0.3 - 0.8 s, the CHB side is 

de-blocked, and the CPS-PWM control is activated, then 

the CHB side capacitors start to be charged with a fixed 

ramp-up slope. After 0.8 s, the SPS control acts to charge 

the MAB side capacitors. The system reaches a steady-

state at t = 1.0 s. 

2) LVDC fault: at t = 1.5 s, an LVDC fault occurs, and MABs 

are blocked at t = 1.502 s. The fault is cleared at t =  1.6 s, 

and the PET is de-blocked and restarts at t = 1.602 s. 

3) MVDC fault: At t = 2.0 s, an MVDC fault occurs and the 

PET is blocked at t = 2.002 s. The fault is cleared at t = 

2.1 s. the PET is de-blocked and re-starts at t = 2.102 s. 

TABLE II 
SYSTEM PARAMETERS OF THE XET-PET 

Symbols Parameter Description Values 

MPM Number of PMs per arm 4 

XACtrPU AC Transformer's leakage inductance (p.u.) 0.15 

fsys System fundamental frequency (Hz) 50 

VL-Lrated 
Line-to-line RMS voltage on AC grid side 

(kV) 
115 

VL-Lvalve Line-to-line RMS voltage on valve side (kV) 10.5 

Str AC transformer’s rated capacity (MVA) 2.5 

VC1Rated Rated capacitor voltage in CHB side (kV) 5 

Vo1Rated MVDC rated output voltage (kV) 20 

PoRated MVDC rated output real power (MW) 0.8 

CCHB CHB side PM capacitance (μF) 1000 

Rload_CHB MVDC output load (Ω) 500 

Str_hf 
Rated capacity of high-frequency transformer 

(MVA) 
0.1875 

XhftrPU 
High-frequency Transformer's leakage 

inductance (p.u.) 
0.188 

Vtr1 
High-frequency Transformer's CHB side 

voltage rating (kV) 
5 

Vtr2 
High-frequency Transformer's MAB side 

voltage rating (kV) 
0.75 

CMAB MAB side PM capacitance (μF) 3500 

Vo2Rated LVDC rated output DC voltage (kV) 0.75 

Rload_MAB LVDC output load (Ω) 0.703 

Fig. 15 to Fig. 17 show the converter-level dynamics. CHB 

capacitor voltage (the first capacitor in phase A) and LVDC 

capacitor voltage of the stages 1) – 3). The results show that 

EM agrees with DM well. The maximum relative error (MRE) 

is 2.99%, 4.20%, and 2.75% at t = 1.069 s, 1.643 s, and 2.583 

s, respectively. 
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Fig. 15.  Startup capacitor waveforms. 
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Fig. 16.  LVDC fault capacitor waveforms. 
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Fig. 17.  MVDC fault capacitor waveforms. 

As for system-level dynamics, during 0 - 3.0 s, the MVDC 

voltage and the output power of the MVDC and LVDC ports 

are shown in Fig. 18 and Fig. 19. It shows that the EM can 

reflect the transient and steady-state characteristics of DM 

very well. 
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Fig. 18.  Overall MVDC voltages. 
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Fig. 19.  Overall sum power of MVDC and LVDC ports 

Moreover, the voltages and currents under harmonic 

injecting, AC grid voltage sag/swell, and AC grid three-phase 

fault are tested. Fig. 20(a) shows the transients after injecting 

harmonics into the AC grid at t = 1.5 s. The 3rd, 5th, 7th and 9th 

harmonics are injected into the AC grid in amounts of 8%, 5%, 

3% and 1%, respectively. In Fig. 20(b), the AC grid voltage 

Uac swells 10% at t = 1.5 s, goes back to normal at t = 1.53 s 

and then sags 10% at t = 1.56 s. Fig. 20(c) shows that a three-

phase short-circuit fault occurs at t = 1.5 s and the PET blocks 

at t = 1.505 s. It can be seen that the results of EM and DM 

agree well during the transient processes, indicating that the 

EM has the full ability to capture the dynamics of various 

transients. 
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Fig. 20.  Comparisons of DM and EM under various transients: (a) 
harmonic injecting; (b) Uac swells/sags; (c)three-phase short-circuit 
fault on AC grid. 

B. Accuracy Test II: Xiaoertai Distribution Network 

The structure of the Xiaoertai distribution network is shown 

in Fig. 21. The XET-PET works as an energy router to connect 

PV station, supercapacitor bank and AC/DC loads. AC and 

DC voltage levels are marked in the figure. The power flow of 

the equipment in the network are shown in TABLE III, in 

which the positive values indicate the power is flowing out of 

the XET-PET and the negative values indicate the power is 

flowing into XET-PET. Fig. 21. 
TABLE III 

POWER FLOW IN XIAOERTAI DISTRIBUTION NETWORK 

Equipment Power flow 

PV station -0.3 MW 

AC load 0.89 MW 

DC load 0.28 MW 

AC grid -0.9 MW 

XET-PET (10 kV MVAC port) -0.9 MW 

XET-PET (10 kV MVDC port) -0.28 MW 

XET-PET (750 V LVDC port) 1.16 MW 

Fig. 22(a) shows the dynamics of power redistribution when 

AC load steps from 0.89 MW to 2.1 MW at t = 4.5s. Fig. 22(b) 

shows the results when AC grid frequency drops to 49.5 Hz at 

t = 4.5 s. It can be seen that the EM matches well with the DM 

during dynamics.  
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Fig. 22.  Simulation results when a disturbance occurs at t = 4.5 s: (a) 
AC load steps from 0.89 MW to 2.1 MW; (b) grid frequency drops to 
49.5 Hz. 

The simulation result leads to the result that the proposed 

model can precisely describe the dynamic characteristics of 

the external system in time-domain and therefore, it can 

capture system instabilities and reflect them through the 

changes of the electrical quantities of the system.  
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Fig.21.  Xiaoertai distribution network.

C. Speedup Factor Test 

The DM and EM of the XET-PET models with 4, 8, 10, 20, 

and 30 PMs per arm are established in PSCAD/EMTDC. The 

simulation time-step is set to 5 µs, and the duration is 1.5 s. 

The CPU is Intel(R) Core(TM) i9-10900K @ 3.70GHz. The 

CPU time is recorded by the PSCAD/EMTDC built-in 

function. The speedup factor and parallel factor is defined as: 

 F=
_

DM

pEM

t

t
, Fp=

_

E M

pEM

t

t
 (23) 

TABLE IV 
SPEEDUP FACTOR TEST 

Number 

of PMs 

CPU time 

(tDM) 

EM CPU time 

Speedup 

factor (F) 

Parallel 
factor 

(Fp) 

NOT  

paralleled 

(tEM)  

Paralleled 
(tEM_p) 

4 302.97s 110.01 s 59.20 s 5.12 1.86 
8 1800.01 s 185.84 s 83.00 s 21.69 2.24 

10 2566.34 s 219.42 s 85.25 s 30.83 2.56 

20 34068.77 s 408.09 s 129.78 s 262.51 3.14 
30 116205.38 s 594.78 s 157.45 s 738.05 3.78 

*OpenMP is used for parallelization 

According to TABLE IV, the proposed modeling method is 

capable of realizing a remarkable simulation acceleration. 

From tDM and tEM, it is seen that the node elimination method 

increases the simulation speed by 116205.38/594.78=195.38 

times when the PM number is 30. After employing parallel 

computing, the simulation is further accelerated by about 4 

times, resulting in a speedup factor of 738.05. 

The performance of the CPU model is also a factor that 

influences the simulation speed. In the same simulation 

configuration, the speedup and parallel factors of the proposed 

method are evaluated under the following 4 CPU models.  

1) Model 1: Intel® Core™ i9-9900K @3.7GHz 3.7GHz(10 

cores). 

2) Model 2: Intel® Xeon™ E5-2670 v2 @2.5GHz 2.5GHz 

(Dual Processor) (20 cores). 

3) Model 3: Intel® Core™ i7-10710U @1.1GHz 1.61GHz (6 

cores). 

4) Model 4: Intel® Core™ i7-7700HQ @2.8GHz 2.8GHz (4 

cores). 

From Fig. 23, an obvious speedup is achieved with the 

proposed method under all 4 CPU models. The speedup 

factors range from 3 to 5, as the orange columns show. The 

parallel factor is 1 to 2 times, as the blue columns show. The 

speedup capability and the acceleration effectiveness using the 

parallelization are related to the number of cores. However, 

although some multi-core processors have a high speedup 

factor, their overall performance is not obvious. Consequently, 

its simulation time is still long after speedup, as shown in 

Model 2, where the speedup factor is 4.81 but the simulation 

time of EM is still up to 131.41 s. Fig. 23 proves that the 

proposed model is applicable on various CPU models, and is 

able to effectively accelerate the simulation speed. 
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Fig. 23.  Comparisons of the speedup factor under different CPU 
models. 

Compared with the detailed model, the proposed model is 

significantly accelerated, due to the two main reasons:  

1) The internal nodes are eliminated in the proposed model. 

For the XET-PET, the number of nodes is 17N+5 (N is the 

number of PMs) per arm in the detailed model. But in the 

proposed model, the node number is always 14. The 

computational burden is therefore remarkably reduced.  

2) Parallelization is employed in the proposed model to fully 

exploit the performance of multi-core CPU to improve the 

calculation speed. 

At last, the performance of the proposed equivalent model 

(EM) is compared with the detailed model (DM), averaged 

value model (AVM) [9] and high-speed equivalent model 

(HEM) [15] in terms of system-level and internal accuracy, 

speedup capability and applicability, as shown in TABLE V. 



 

TABLE V 
COMPARISON WITH DM, AVM AND HEM 

Items DM AVM HEM EM 

System-level 

accuracy 
★★★★★ ★★★☆☆ ★★★★★ ★★★★★ 

Internal accuracy ★★★★★ ☆☆☆☆☆ ★★★☆☆ ★★★★★ 

Speedup capability ☆☆☆☆☆ ★★★★★ ★★★★☆ ★★★★☆ 

Applicability ★★★★★ ★★☆☆☆ ★★★★★ ★★★★★ 

*More stars (★) indicate better performance. 

As the benchmark model, the DM is accurate and applicable 

in various situations, but the simulation speed is very slow. 

AVM is fast but sacrifices accuracy, and it is inapplicable 

during fast transients because high-frequency responses are 

lost. HEM and EM balance the simulation speed and accuracy, 

and they are applicable in modeling MMC, PET and other 

modularized topologies. However, some of the internal 

dynamics of HEM are not accurate because the circuit is 

decoupled with a one-step approximation in the transformer 

equivalent algorithm. EM has high external and internal 

accuracy because its circuit is not decoupled. The drawback of 

its coupling circuit is low efficiency. However, this issue is 

improved by parallel computing. 

V. CONCLUSION 

In this paper, a modeling method using parallel computing 

is proposed for complex modular power electronic 

transformers. In the proposed method, a four-winding UMEC 

transformer model is derived and employed in the XET-PET. 

The order of the nodal admittance matrix is reduced using the 

node elimination algorithm to construct the PM equivalent. 

Taking the advantage of the particular pattern of YEQ and JEQ, 

the equivalent method of the bridge arm is improved to avoid 

matrix calculation, which is beneficial to reduce the simulation 

time further. The blocking state circuit is integrated into the 

normal operating circuit without involving an additional 

circuit. Throughout the modeling process, the individual 

calculations are parallelized to remarkably accelerate the 

simulation speed.  

Hardware experiment demonstrates that the DM is 

sufficient to reflect the dynamics of physical devices. Then 

DM and EM are established in PSCAD/EMTDC to test the 

accuracy under the startup, steady-state, and fault operation 

conditions. A distribution network of XET-PET is also 

established to test the performance of the proposed model in 

an area network. The simulation results show that the 

proposed modeling method is sufficiently accurate, with a 

maximum relative error under 4.2%. The speedup factor test 

shows that the proposed method can accelerate the simulation 

by 2 orders of magnitude. Parallelization contributes to the 

simulation acceleration by 2 to 4 times. 

However, there are certain limitations of the proposed 

model as well. The voltages and currents of eliminated nodes 

cannot be measured directly. It requires an inverse solution 

step with (11). Additionally, the three-phase diode H-bridge 

cannot be simplified together with the arm equivalent circuit. 

Model developers must use the embedded diode component of 

the simulation tools to deal with blocking state situations. 

As the proposed method reduces the computational burden 

and properly designs the paralleled structure of the model, it is 

independent of the platform or simulation pattern. Therefore, 

it is suitable for large-scale system-level EMT simulations and 

can be applied in real-time simulations. Also, the proposed 

method is designed for modularized topologies. It is applicable 

for other configurations like CHB-PET and MMC as well. 
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