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Abstract
Despite the extensive studies on Generative Ad-
versarial Networks (GANs), how to reliably sam-
ple high-quality images from their latent spaces
remains an under-explored topic. In this paper,
we propose a novel GAN latent sampling method
by exploring and exploiting the hubness priors of
GAN latent distributions. Our key insight is that
the high dimensionality of the GAN latent space
will inevitably lead to the emergence of hub la-
tents that usually have much larger sampling den-
sities than other latents in the latent space. As a
result, these hub latents are better trained and thus
contribute more to the synthesis of high-quality
images. Unlike the a posteriori “cherry-picking”,
our method is highly efficient as it is an a priori
method that identifies high-quality latents before
the synthesis of images. Furthermore, we show
that the well-known but purely empirical trunca-
tion trick is a naive approximation of the central
clustering effect of hub latents, which not only
uncovers the rationale of the truncation trick, but
also indicates the superiority and fundamentality
of our method. Extensive experimental results
demonstrate the effectiveness of the proposed
method. Our code is available at: https://github.
com/Byronliang8/HubnessGANSampling.

1. Introduction
Generative adversarial networks (GANs) are a type of deep
generative models that have revolutionized a variety of ap-
plications in computer vision and computer graphics, e.g.
image synthesis (Karras et al., 2019; Park et al., 2019; Zhu
et al., 2020), image editing (Abdal et al., 2019; 2020; Tov
et al., 2021), image-to-image translation (Isola et al., 2017;
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Figure 1. Our method vs. random latent sampling and the trun-
cation trick (Marchesi, 2017; Brock et al., 2019; Karras et al.,
2019). All images are generated using StyleGAN2 (Karras et al.,
2020). (a) Random latent sampling yields both high-quality (green
box) and low-quality (red box) images; (b) The truncation trick
improves the quality of synthesized images by empirically trun-
cating randomly sampled latents according to a scaling parameter
ψ (e.g. ψ = 0.7), which is a naive approximation of the “central
clustering effect” of our hub latents; (c) Our method identifies
high-quality latents as the hub latents that are more likely to be
among the k-nearest neighbors of other latents (Radovanovic et al.,
2010). The blue and orange rings illustrate the high-dimensional
Gaussian (latent) distribution (Menon et al., 2020) and their trun-
cated version respectively.

Zhu et al., 2017; Richardson et al., 2021). Among them,
novel image synthesis via random latent sampling is the
most fundamental. It not only generates novel instances
from the data distribution, but also measures how close the
learned distribution is to the data distribution. Through
the lens of the quality of synthesized images, we have wit-
nessed significant progress in GANs over the past several
years. Specifically, starting from the groundbreaking vanilla
GAN (Goodfellow et al., 2014), DCGAN (Radford et al.,
2015) laid the foundation for GAN architectures as deep con-
volutional neural networks; ProGAN (Karras et al., 2018)
showed that GANs can generate high-quality images at
high resolutions; BigGAN (Brock et al., 2019) addressed
the problem of class-conditional image synthesis; the Style-
GAN series (Karras et al., 2019; 2020; 2021) further boosted
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the quality and controllability of synthesized images with
their style-based generator architectures and several novel
techniques.

Nevertheless, with such improvements, the quality variance
among images generated by randomly sampled latents has
become increasingly striking (Fig. 1). Without curation,
the quality of GAN synthesized images can occasionally be
very low, which hinders the deployment of GANs in real-
world applications. As a naive solution, “cherry-picking” is
commonly used to select high-quality images from those
synthesized with randomly sampled latents in an a posteri-
ori manner. However, in the absence of reliable quantitative
measures of the quality of a single GAN-synthesized im-
age1, existing “cherry-picking” methods are barely manual,
thereby being tedious and unscalable. Addressing this is-
sue, the well-known “truncation trick” (Marchesi, 2017;
Brock et al., 2019; Karras et al., 2019) was proposed, which
“truncates” randomly sampled GAN latents towards their
mean based on the observation that the images synthesized
from close-to-mean latents are usually of higher quality. Al-
though effective, the truncation trick is a purely empirical
“trick” that brings few new insights to the community.

In this paper, we propose a novel latent sampling method
for GANs by exploring and exploiting the hubness phe-
nomenon (Radovanovic et al., 2010) in their latent spaces,
which facilitates their synthesis of high-quality images in
an a priori manner. Specifically, our key insights include:
i) the high dimensionality of the GAN latent space will in-
evitably lead to the emergence of hub latents that are much
more likely to be among the nearest neighbors of other la-
tents in the latent space, i.e. the hubness phenomenon; ii)
in general, the quality of a GAN synthesized image is pos-
itively correlated with the hub value of its corresponding
latent, i.e. the number of times a latent becomes a k-nearest
neighbor (k-NN) of other latents in a given latent sample set.
We believe that this positive correlation originates from the
well-known close relationship between k-NN and density
estimation. In other words, a higher hub value usually indi-
cates a higher sampling density, which has a positive effect
on the training and thus the quality of synthesized images.
Therefore, we formulate the above insights as the proposed
hubness priors and propose a corresponding method to sam-
ple high-quality GAN latents that yield high-quality synthe-
sized images. Compared to “cherry-picking”, our method
is highly efficient as it is a priori (i.e. our high-quality la-
tents are determined before the synthesis of images) and
automatic (i.e. with little human-intervention). Furthermore,
we show that the well-known truncation trick is a naive
approximation of the “central clustering effect” of our hub
latents (Radovanovic et al., 2010). This not only uncovers

1Existing quantitative measures like FID and Inception scores
are all statistical ones that are only applicable to distributions.

the rationale of the truncation trick, but also indicates that
our method is superior and more fundamental. Extensive
experimental results demonstrate the effectiveness of the
proposed method.

In summary, our contributions include:

• We uncover the existence of hubness phenomenon in
the GAN latent space, which has a significant correla-
tion with the quality of GAN synthesized images, i.e.
the proposed hubness priors.

• We propose a novel GAN latent sampling algorithm
that identifies high-quality hub latents based on our
hubness priors, which allows efficient and high-quality
image synthesis for GANs.

• We show that the well-known truncation trick is a naive
approximation of the “central clustering effect” of our
hub latents. This not only uncovers the rationale of the
truncation trick, but also indicates that our method is
superior and more fundamental.

2. Related Work
2.1. Generative Adversarial Network (GAN)

Since the seminal work of Goodfellow et al. (2014), Gener-
ative Adversarial Networks (GANs) have become a major
type of deep generative models and have been extensively
studied in recent years. Existing works mostly focus on
the choices of architectures (Radford et al., 2015; He et al.,
2016; Jiang et al., 2021), loss functions (Arjovsky et al.,
2017; Mao et al., 2017), regularization and normalization
techniques (Gulrajani et al., 2017; Mescheder et al., 2018;
Miyato et al., 2018; Qin et al., 2020), aiming to stabilize the
training of GANs and improve the quality of synthesized
images. To date, the best-performing GANs include the Pro-
GAN (Karras et al., 2018) and the StyleGAN series (Karras
et al., 2019; 2020; 2021) developed by Nvidia for uncon-
ditional image synthesis, and the BigGAN (Brock et al.,
2019) developed by DeepMind for conditional image syn-
thesis. Despite the success of these methods, they all have
the long-standing problem that a large proportion of the
images synthesized from randomly sampled latents are low-
quality ones with artifacts, which hinders their applications
in visual content generation.

GAN Latent Sampling. To sidestep the above-mentioned
problem and obtain high-quality synthesized images, two
workaround solutions were proposed: i) “cherry-picking”
and ii) the truncation trick (Marchesi, 2017; Brock et al.,
2019; Karras et al., 2019). Between them, the first ap-
proach is a naive solution as one can always “cherry-pick”
high-quality ones from a set of synthesized images in an a
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(a) StyleGAN series (Karras et al., 2019; 2020; 2021), W -space (512 dimensions)

(b) BigGAN (Brock et al., 2019), Z-space (128 dimensions)

Figure 2. Distributions of m-hub latents for state-of-the-art GANs, k = 5, 7, 10 (the k-NN algorithm) and n = 10000 (size of latent
sample set S). All distributions are highly tailed to the right, which shows the existence of hubness phenomenon (Radovanovic et al.,
2010) in GAN latent spaces. Similar phenomena hold for StyleGAN Z-space and ProGAN (Appendix A). Note that y-axis is in log-scale.

posteriori manner with visual inspection. Obviously, this
method is inefficient as it requires intensive human labor
and is not applicable for large-scale image synthesis tasks.
Unlike “cherry-picking”, the truncation trick is an automatic
method that can synthesize high-quality images by normal-
izing sampled latents to be close to their mean. However,
it is a purely empirical method with few insights. In this
paper, we propose a novel latent sampling method for GANs
based on the observation of hubness phenomenon in their
high dimensional latent spaces, which is efficient with solid
theoretical insights. We also show that the truncation trick
is a naive approximation of our method due to the “central
clustering effect” of hub latents.

2.2. Hubness Phenomenon

Hubness is a well-known phenomenon that describes the
impact of the notorious “curse of dimensionality” on nearest
neighbors (Radovanovic et al., 2010). In a nutshell, the
hubness phenomenon is proved to be an inherent property
of data distributions in high-dimensional space (Newman
et al., 1983; Newman & Rinott, 1985; Radovanovic et al.,
2010), which uncovers an interesting but counter-intuitive
fact: high dimensionality leads to the emergence of “pop-
ular” nearest neighbors (a.k.a. the hub points). In other
words, the hub points are those that are much more likely
to be among the k-nearest neighbours of other points in

a sample set. This fact poses challenges for algorithms
that rely on nearest neighbor search. Addressing such chal-
lenges, hubness-aware methods were proposed and applied
in various areas, e.g. gene expression classification (Buza,
2016a;b), time-series classification (Tomašev et al., 2015)
and electroencephalograph classification (Buza & Koller,
2016). Meanwhile, hubness-aware k-nearest neighbor (k-
NN) methods were also proposed, e.g. hubness-weighted
k-NN (Radovanovic et al., 2010), hubness-fuzzy k-NN
(Tomašev et al., 2014), hubness-information k-NN (Toma-
sev & Mladenic, 2011), Naive Hubness-Bayesian k-NN
(Tomašev et al., 2011), and Augmented Naive Hubness-
Bayesian k-NN (Tomašev & Mladenić, 2013).

In this paper, in contrast to previous methods that treat
hubness as an undesirable phenomenon and aim to mitigate
it, we show that the hubness phenomenon can be effectively
used as priors for the sampling of high-quality GAN latents
that produce high-quality synthesized images.

3. Hubness Priors for GAN Latent Sampling
In this section, we first explore the hubness of GAN latents
(Section 3.1) and then exploit the insights obtained as priors
to develop a novel algorithm for the sampling of high-quality
latents for GANs (Section 3.2).
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(a) Baseline (random latent sampling) (b) Our method (W -space hubness priors) (c) Low-quality latent sampling (Alg. 2)

Figure 3. (a) and (b): Effectiveness of our method (hubness priors) against the baseline (random latent sampling). We use n = 10000,
k = 5 and hub value threshold t = 50 in our method. The StyleGAN2 (Karras et al., 2020) images generated using our method are
almost always of high quality while those generated using the baseline contain both high-quality and low-quality (red boxes) results. (c):
Low-quality StyleGAN2 (Karras et al., 2020) images generated using the reversed version of our method, i.e. Algorithm 2 (Appendix B),
where n = 10000, k = 5 and hub value threshold tlq = 1. Almost all images are of low quality.

3.1. Exploring Hubness of GAN Latents

Inspired by previous studies on the hubness phenomenon of
data distributions in high dimensional space (Radovanovic
et al., 2010), let Z ∈ Rd be a d-dimensional GAN latent
space, S = {z1, z2, ..., zn}, zi ∈ Z be a set of latents
sampled from a d-dimensional standard normal distribu-
tion N (0, I), k be the parameter of the k-nearest neighbor
algorithm, we define m-hub latents as:

Definition 3.1. Latent code zi (1 ≤ i ≤ n) is an m-hub
latent if zi is among the k-nearest neighbors of m (m < n)
sampled latents in S, where m is the hub value of zi.

With the above definition, we explore the hubness of GAN
latents by investigating the distributions of m-hub latents
in the latent spaces of state-of-the-art GANs (Brock et al.,
2019; Karras et al., 2018; 2019; 2020; 2021). As Fig. 2
shows, it can be observed that the distributions of m-hub
latents are highly tailed to the right. Thus, we argue that the
GAN latents are not uniformly distributed and that a small
portion of them are much more likely to be close to other
latents in the latent space, i.e., with large m. Therefore,
these latents tend to have larger sampling densities and are
thus better trained than other latents during GAN training.
Based on the heuristics that well-trained latents are more
likely to yield high-quality images, we conjecture that the
hubness phenomenon can be used as priors to identify GAN
latents that generate high-quality results:

Conjecture 3.2. (Hubness Priors) The quality of GAN
synthesized images and the hub values m of their corre-
sponding latents are positively correlated.

Please see Section 4.2 for an empirical justification of our
conjecture.

Algorithm 1 GAN Latent Sampling with Hubness Priors
Input: a set of GAN latents S = {z1, z2, ..., zn} randomly
sampled from a standard normal distribution N (0, I), a
hyper-parameter k, a threshold t
Output: Shq

# Step 1
m1,2,...,n ← 0
for i← 1 to n do
{idx1, idx2, ...idxk} ← k-NN(zi)
for j ← 1 to k do
midxj ← midxj + 1

end for
end for
# Step 2
Shq ← ∅
for i← 1 to n do

if mi ≥ t then
Shq ← Shq ∪ zi

end if
end for

Remark on Random Latent Sampling Previously, it was
widely believed that GAN latents are unbiased as they are
sampled from a simple but well-behaved noise distribu-
tion, i.e., the standard normal distribution N (0, I), which
is isotropic and has most of its density on a hypersphere
surface in the high-dimensional GAN latent space (Menon
et al., 2020). This implies that all sampled latents should be
approximately uniformly distributed and of similar norms2,
thereby contributing to the sampling in a similar manner.
While in this paper, we counter this popular belief by show-

2In latest implementations (Karras et al., 2019; 2020; 2021),
the latents are explicitly normalized to be of the same norm.
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(a) ProGAN-HQ (b) ProGAN-LQ

(c) BigGAN-HQ (d) BigGAN-LQ

(e) StyleGAN3-HQ (f) StyleGAN3-LQ

Figure 4. Performance of our method on ProGAN (Karras et al.,
2018), BigGAN (Brock et al., 2019) and StyleGAN3 (Karras
et al., 2021). It can be observed that our method works well
on all GAN architectures. (a) and (b), (c) and (d), (e) and (f)
are images synthesized using high-quality (HQ) and low-quality
(LQ) latents obtained by our method with ProGAN, BigGAN and
StyleGAN3 respectively. We use Algorithm 1 to obtain HQ latents
and Algorithm 2 (Appendix B) to obtain LQ latents respectively.
We use n = 10000, k = 5, t = 50 and tlq = 1.

ing that GAN latents are actually biased from the observa-
tion of hubness phenomenon in GAN latent spaces. Among
all latents, the hub ones tend to have higher sampling densi-
ties and are thus better trained by GANs, thereby generating
higher quality images.

3.2. Exploiting Hubness Priors for High-quality GAN
Latent Sampling

As Conjecture 3.2 states, the identification of high-quality
GAN latents relies on their hub values m. Thus, given
a set of GAN latents S = {z1, z2, ..., zn} randomly sam-
pled from a standard normal distribution N (0, I), a hyper-
parameter k, and a threshold t, we utilize the proposed
hubness priors and design a simple two-step GAN latent
sampling algorithm: First, we compute the hub value mi for

(a) StyleGAN-Car-HQ (b) StyleGAN-Car-LQ

(c) StyleGAN-Cat-HQ (d) StyleGAN-Cat-LQ

Figure 5. Performance of our method on StyleGAN2 pretrained on
different image domains. It can be observed that our method works
well on all domains. (a) and (b), (c) and (d) are images synthesized
from high-quality (HQ) and low-quality (LQ) latents obtained by
our method using a StyleGAN2 pretrained on the cars domain
and the cats domain, respectively. We use Algorithm 1 to obtain
HQ latents and Algorithm 2 (Appendix B) to obtain LQ latents
respectively. We use n = 10000, k = 5, t = 50 and tlq = 1.
Please see Appendix A for results on the horse domain.

each latent zi ∈ S using a standard k-NN (k-nearest neigh-
bor) algorithm; Second, we identify zi as a high-quality
latent if mi is larger than a user-defined threshold t, and add
zi into a set Shq . The set Shq is the output of our algorithm,
which contains all the high-quality latents identified. Algo-
rithm 1 shows the pseudocode of our algorithm. Note that
our algorithm is fundamental and widely applicable to dif-
ferent types of GANs as long as they sample latents from a
standard normal distribution, e.g. conditional GANs (Brock
et al., 2019).

Relationship to Truncation Trick. To our knowledge, the
truncation trick (Marchesi, 2017; Brock et al., 2019; Karras
et al., 2019) is the only a priori method to sample high-
quality GAN latents before our work, which is based on
a heuristic that high-quality latents are those close to their
mean. However, such a heuristic is purely empirical with
few insights. Surprisingly, the proposed hubness priors
have revealed the rationale of the truncation trick: the hub
latents obtained by our method tend to cluster towards their
mean (Radovanovic et al., 2010). Thus, we argue that the
well-known truncation trick is a naive approximation of
our method as it only captures near-mean hub latents but
overlooks those that are relatively far from the mean. Please
see Section 4.5 for an empirical justification of our claims.
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(a) StyleGAN-Z-HQ (b) StyleGAN-Z-LQ

Figure 6. Performance of our method on StyleGAN2’s Z-space.
We use n = 10000, k = 5, t = 50 and tlq = 1.

4. Experimental Results
4.1. Experimental Setup

Due to its a priori nature, our method allows for the sampling
of high-quality GAN latents before the synthesis of images.
Thus, for the sampling of StyleGAN’s Z-space and other
GANs’ latents, we use an Intel(R) Core(TM) i7-10875H
CPU; for the sampling of StyleGAN’s W -space latents, we
use a GeForce RTX 2080 Ti GPU as the computation in-
volves passing Z-space latents through a fully-connected
mapping network (Karras et al., 2019; 2020; 2021). For the
synthesis of high-quality images, we use publicly-released
Github codes of StyleGANs3 (Karras et al., 2019; 2020;
2021), BigGAN4 (Brock et al., 2019), ProGAN5 (Karras
et al., 2018) with a GeForce RTX 2080 Ti GPU. Unless
specified, all results are generated with the W -space of
StyleGAN2 (Karras et al., 2020). All quantitative results
are averaged over three runs. Note that JPEG is applied
to compress the synthesized images to meet the size
limit. Please see the supplementary materials for un-
compressed images.

4.2. Effectiveness of Hubs Priors

As Figs. 3 (a) and (b) show, we compare the images gener-
ated by StyleGAN2 (Karras et al., 2020) using our method
with those generated using the baseline, i.e. random latent
sampling. It can be observed that our method consistently
yields high-quality images while the baseline generates both
high-quality and low-quality images, which demonstrates
the effectiveness of the proposed hubness priors. Quantita-
tively, we observed better FID scores of images generated
using our method than those by the baseline (Table 2).

Low-quality Latents. As Conjecture 3.2 implies, the pro-
posed hubness priors can also be used to identify low-quality
latents that yield unrealistic synthesized images. Thus, as

3StyleGAN2,3: https://github.com/NVlabs/stylegan2, https://
github.com/NVlabs/stylegan3.

4https://github.com/ajbrock/BigGAN-PyTorch
5https://github.com/tkarras/progressive growing of gans

a complement to high-quality latent sampling, we imple-
ment low-quality GAN latent sampling by reversing the
thresholding scheme in Algorithm 1 to mi ≤ tlq and have
Algorithm 2 (Appendix B). As Fig. 3 (c) shows, almost all
synthesized images are of low quality, which justifies the
effectiveness of the proposed hubness priors.

In fact, our hubness priors can be used to sort all sampled
latents into a hubness spectrum according to their hub val-
ues m (Appendix C), where the quality of images changes
from high to low from left to right with decreasing m.

4.3. Versatility

To demonstrate the versatility of our method, we show that
it generalizes across different GAN architectures, different
image domains and different latent spaces of the StyleGAN
series (Karras et al., 2019; 2020; 2021).

Different GAN Architectures. As Fig. 4 shows, to justify
that our method works across different GAN architectures,
we show that our method also works on three other state-
of-the-art GAN architectures, i.e. ProGAN (Karras et al.,
2018), BigGAN (Brock et al., 2019), and the recent Style-
GAN3 (Karras et al., 2021).

Different Image Domains. As Fig. 5 shows, to justify
that our method works across different image domains, we
show that our method also works on StyleGAN2 models
pretrained on other images domains6: cars, cats and horses.

StyleGAN’s Z-space. As Fig. 6 shows, our method also
works for the Z-space of StyleGAN2 (Karras et al., 2020).
However, we observed that the quality variance of synthe-
sized images is slightly lower when using the W -space.
Thus, we propose to use the W -space for StyleGAN2.

4.4. Justification of Algorithmic Choices

Threshold t. In our method, given a fixed latent sample set
S, the threshold t determines the trade-off7 between image
quality and number of output latents: the larger t, the higher
image quality, but the fewer output images. However, as
Fig. 7 and Table 1 show, we observed that the image quality
remains high for various choices of t. Since the image
quality is not sensitive to the choice of t in a relatively large
range, we suggest using t = 50 as the default value for the
case when n = 10000, k = 5. Note that we can easily
extend our algorithm to output a user-specified number of
images (denoted as n′) by using a revised scheme: if there

6All pre-trained networks are available at: https://github.com/
NVlabs/stylegan2.

7Note that this trade-off only applies to a fixed S. Our method
can generate an infinite number of high-quality samples by simply
using multiple latent sets S1, S2, ..., SN or a larger S.

https://github.com/NVlabs/stylegan2
https://github.com/NVlabs/stylegan3
https://github.com/NVlabs/stylegan3
https://github.com/ajbrock/BigGAN-PyTorch
https://github.com/tkarras/progressive_growing_of_gans
https://github.com/NVlabs/stylegan2
https://github.com/NVlabs/stylegan2
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(a) t = 60 (b) t = 50 (c) t = 40 (d) t = 35

Figure 7. Performance of our method with different choices of threshold t = 60, 50, 40, 35. We use n = 10000, k = 5.

(a) k = 3 (b) k = 5 (c) k = 7 (d) k = 10

Figure 8. Performance of our method with different choices of hyper-parameter k = 3, 5, 7, 10. We use t = 50, n = 10000.

are enough images in S, we first sort all images in the
descending order of hub valuem, and keep the top n′ latents;
otherwise, we successively draw more latent sets Si and
keep all m > t images from them until we get n′ images.

Hyper-parameter k. We tested the performance of our
algorithm with various choices of k = 1, 3, 5, 7, 10 in the k-
NN algorithm. Apart from the case when no hub latents can
be found (k = 1), we show the results of k = 3, 5, 7, 10 in
Fig. 8 and Table 1. It can be observed that the image quality
is not sensitive to the choice of k. Nevertheless, we noticed
that using a larger k yields more output hub latents for a
given latent set S and threshold t, but at the cost of slightly
longer computation (Appendix E). To achieve a balance, we
suggest using k = 5 as a default value when n = 10000,
t = 50.

Size of Latent Sample Set n. As Table 1 shows, we also
test the performance of the proposed method against various
sizes n = 10000, 20000, 30000, 40000 of latent sample set
S. Please see Appendix A for qualitative results. Similar
to above, we observed that (i) although the FID scores get
slightly better with increasing n, the image quality is not
sensitive to the choice of n; (ii) using a larger n yields more
output hub latents but at the cost of longer computation
(Appendix E). To achieve a balance, we suggest using n =
10000 as a default value when k = 5, t = 50.

Table 1. FID scores of StyleGAN2 images synthesized using our
method with different choices of k, t and n, whose default values
are k = 5, t = 50 and n = 10000. We sample 2,000 images to
compute the FIDs, whose rationale is discussed in Sec. 4.5.

k FID↓ t FID↓ n FID↓
3 22.793 60 20.749 10000 22.782
5 22.782 50 22.782 20000 22.021
7 22.720 40 24.517 30000 21.679
10 22.560 35 25.412 40000 19.124

4.5. Relationship with Truncation Trick

The truncation trick (Marchesi, 2017; Brock et al., 2019;
Karras et al., 2019) has been widely used in state-of-the-art
GANs. Specifically, it truncates randomly sampled latents
w to w′ = w̄ + ψ(w − w̄) to obtain high-quality latents
that yield high-quality synthesized images, where w̄ is the
mean of a large number of randomly sampled latents, ψ is
a scaling parameter. As discussed in Section 3.2, we argue
that it is a naive approximation of our method.

Distance to the Means of Hub and All Latents. To jus-
tify our claim, we first investigate the distances of our hub
latents to their mean and their distances to the mean of
all sampled latents. As Fig. 9 shows, it can be observed
that: i) Our hub latents are closer to both the hub mean
and the all latent mean than randomly sampled latents,
which justifies the “central clustering effect” of our hub
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Figure 9. The distances of our hub latents to (a) the mean of all sampled latents and (b) the mean of hub latents. Random: the average
distance of randomly sampled latents; Truncated (ψ0): the average distance of latents after truncation trick (ψ = ψ0).

Table 2. Comparison of FID scores of StyleGAN2 synthesized
images using our method and the truncation trick. FFHQ-1 and
FFHQ-2: real images sampled from the FFHQ dataset (Karras
et al., 2019); Hubs (50): our method with t = 50; Truncated
(0.7): truncation trick with ψ = 0.7; Random: random sampling.
We sample 2000 latents/images for all methods compared. The
FID scores between i) FFHQ-1 and FFHQ-2; and ii) Random and
FFHQ-1,FFHQ-2 are used as baselines. Dist2Mean: distances of
sampled latents to the all latent mean.

Methods FID↓ Dist2MeanFFHQ-1 FFHQ-2
FFHQ-2 16.505 —- —-
Hubs (50) 21.955 23.609 6.247
Truncated (0.7) 25.097 25.127 6.893
Random 35.455 35.598 9.847

latents (Radovanovic et al., 2010). ii) Surprisingly, the dis-
tances of most hub latents are around 6.0 to 7.0 for both
cases, which is roughly the same as the distances of ran-
domly sampled latents truncated with a parameter ψ = 0.7,
i.e. the StyleGAN-recommended (Karras et al., 2019) pa-
rameter value for the truncation trick. However, StyleGAN
obtained the value ψ = 0.7 empirically via try-and-error
while we obtain it as a byproduct of our method, which
justifies the superiority and fundamentality of our approach.
iii) A small portion of our hub latents are of larger distances
(e.g. around 7.5 and 8.0) to the means, which will be over-
looked by the truncation trick with ψ = 0.7. In addition,
applying the truncation trick with ψ = 0.8 are prone to get
low-quality latents that yield low-quality images while our
“distant” hub latents are still of high quality (Fig. 11). This
further justifies the superiority of our method against the
truncation trick.

FID Scores. As Table 2 shows, we also justify the superi-
ority of our method by comparing the FID scores (Heusel

et al., 2017) of images generated by StyleGAN2 using both
the truncation trick, ψ = 0.7 (Karras et al., 2019) and
our method. Specifically, we compute the FID scores be-
tween images generated by i) real images sampled from the
FFHQ datasets, i.e. FFHQ-1 and FFHQ-2 in Table 2; ii)
our hub latents and FFHQ-1, FFHQ-2; iii) truncated latents
(ψ = 0.7) and FFHQ-1, FFHQ-2; iv) randomly sampled
latents and FFHQ-1, FFHQ-2. It can be observed that i)
both our method and the truncation trick outperform ran-
dom sampling; ii) our method achieves better FID scores
than the truncation trick. Note that we intentionally used
a small number of images (i.e. 2,000) to compute FID
to avoid covering the entire distribution and thus suffer
less from the restriction of latent spaces. In comparison
with the results in (Jung & Keuper, 2021) and the bias-free
FID∞ (Chong & Forsyth, 2020) computed with 10K im-
ages (Table 3), our FID scores of “Truncated (0.7)” images
are better than “Random”, which is consistent with human
perception. Note that our method outperforms Truncated
(0.7) in both cases. Examples of StyleGAN2 synthesized
images after the truncation trick (ψ = 0.7) are shown in
Appendix D. Nevertheless, even using a small number of
images, FID may still not be a good evaluation metric for
our task. Therefore, we resort to the precision and recall
metrics (Kynkäänniemi et al., 2019) that make more sense.

Table 3. FID∞ scores (Chong & Forsyth, 2020) computed with
10K images, which are ineffective as they capture the entire distri-
bution and thus suffer from the restriction of latent spaces. Red:
random sampling has the best score, which contradicts human
perception as the images sampled with it are of the lowest quality.

Method Hubs (50) Truncated (0.7) Random

FID∞ ↓ 15.398 15.761 2.923

Precision and Recall (Kynkäänniemi et al., 2019). As
Table 4 shows, our method achieves a high precision com-
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(a) Hubs (50), WD = 0.0094 (b) Truncated (0.7), WD = 0.0102 (c) Random

Figure 10. The class distributions of the StyleGAN2 model pretrained on the CIFAR10 dataset with (a) our hubness-based sampling
(t = 50), (b) the truncation trick (ψ = 0.7), and (c) the random sampling methods. WD: Wasserstein distance.

(a) Hub latents (distant)

(b) Truncated latents (ψ = 0.8)

Figure 11. StyleGAN2 images synthesized from (a) distant hub
latents far from their mean; (b) truncated latents (ψ = 0.8).

parable to Truncated (0.3) which sacrifices the synthesis
diversity (i.e. low recall) while retaining a very high recall
comparable to Random which includes many low-quality
results (i.e. low precision). This further justifies the superi-
ority of our method.

Table 4. Comparison of precision and recall (Kynkäänniemi et al.,
2019) of StyleGAN2 synthesized images using our method and
the truncation trick.

Method Precision↑ Recall↑
Hubs (50) 0.890 0.324
Truncated (0.3) 0.892 0.015
Truncated (0.7) 0.811 0.223
Random 0.720 0.393

4.6. Impact on Class Balance

We further investigate how our method affects the class
balance of unconditional GANs pre-trained on multi-class
datasets. As Fig. 10 shows, we evaluate the class balance
of a StyleGAN2 model pretrained on the CIFAR10 dataset
with i) random sampling8 (i.e. Random), ii) truncation trick
(ψ = 0.7) and iii) our hubness-based sampling method.
Specifically, we sample 50,000 images each and use a pre-
trained CIFAR10 classifier9 to estimate their class distri-
butions. Note that although a “larger” difference can be

8https://github.com/POSTECH-CVLab/PyTorch-StudioGAN
9https://github.com/open-mmlab/mmclassification, ResNet50

observed visually, our method actually preserves the class
balance better as it has a smaller Wasserstein distance to
the distribution of Random than the truncation trick. In
addition, as Table 5 shows, our method achieves a better In-
ception Score (Salimans et al., 2016) that favours balanced
and high-confidence classifications, which further justifies
the superiority of our method in preserving class balance.

Table 5. Evaluation of class balance with Inception Scores (IS)
(Salimans et al., 2016) of StyleGAN2 pretrained on the CIFAR10
dataset using our hubness-based sampling (t = 50), the truncation
trick (ψ = 0.7), and the random sampling methods.

Method Hubs (50) Truncated (0.7) Random

IS 6.212 6.059 7.080

5. Conclusions
In this paper, we address the quality variance of GAN syn-
thesized images by investigating the sampling of GAN la-
tents. Specifically, we first show that GAN latents are not
uniformly distributed in the latent space due to the hubness
phenomenon of data distributions in high dimensional space.
In addition, there exist hub latents that are much more likely
to be nearest neighbors of others and contribute more to
the synthesis of high-quality images. Then, we formulate
the above as the hubness priors and propose a novel GAN
latent sampling algorithm, which allows for efficient and
high-quality image synthesis for GANs. Furthermore, we
show that the well-known truncation trick is a naive approx-
imation of our method that utilizes the “central clustering
effect” of hub latents, which not only uncovers the rationale
of the truncation trick, but also indicates that our method is
superior and more fundamental.
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Tomašev, N. and Mladenić, D. Hub co-occurrence modeling
for robust high-dimensional kNN classification. In Joint
European Conference on Machine Learning and Knowl-
edge Discovery in Databases, pp. 643–659. Springer,
2013.
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A. Additional Experimental Results

Different Image Domains. As Fig. 12 shows, as comple-
ment to Fig. 5 in the main paper, to justify that our method
works across different image domains, we show that our
method also works on a StyleGAN2 model pretrained on
the horse domain.

Distributions of Hub Latents. As a complement to Fig. 2,
Fig. 13 shows additional results on the distributions of m-
hub latents in the latent spaces of state-of-the-art GANs.

Choice of size of Latent Sample Set n. Fig. 14 shows the
qualitative results of our method with n = 20000, 30000,
40000 (see Fig. 3 for results when n = 10000). It can
be observed that the visual quality remains similar across
different n, which indicates that the image quality is not
sensitive to the choice of n.

Quantitative results with BigGAN (Brock et al., 2019).
As Table 6 shows, our method outperforms Truncated
(0.7) with the BigGAN architecture pretrained on the 1000-
class ImageNet ILSVRC 2012 dataset on precision and
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(a) StyleGAN-Horse-HQ (b) StyleGAN-Horse-LQ

Figure 12. Performance of our method on StyleGAN2 pretrained
on the horse domain. It can be observed that our method works
well. (a) and (b) are images synthesized from high-quality (HQ)
and low-quality (LQ) latents obtained by Algorithm 1 and Algo-
rithm 2 (Appendix B), respectively. We use n = 10000, k = 5,
t = 50 and tlq = 1.

recall (Kynkäänniemi et al., 2019), which further justifies
the superiority of our method.

Table 6. Quantitative results with BigGAN (ImageNet).

Method Precision↑ Recall↑
Hubs (50) 0.147 0.311
Truncated (0.7) 0.131 0.264

B. Pseudocode of Low-quality GAN Latent
Sampling

The pseudocode of our low-quality GAN latent sampling
algorithm is shown in Algorithm 2. It is a simple inverse of
Algorithm 1, using a different thresholding scheme.

C. Hubness Spectrum
Fig. 15 shows the hubness spectrum obtained by our hubness
priors. It can be observed that the quality of images changes
from high to low from left to right with decreasing m.

D. Example Images with Truncation Trick
We show examples of StyleGAN2 synthesized images after
the truncation trick (ψ = 0.7) in Fig. 16.

E. Running Time
Table 7 shows the running time of our method with different
choices of k and n. It can be observed that the running time
increases mildly with k but significantly with n.

F. Limitation and Future Work
Although our method allows for the sampling of high-quality
latents, the quality of synthesized images is bounded by the
performance of the pre-trained GANs used to synthesize

Algorithm 2 Low-quality GAN Latent Sampling with Hub-
ness Priors
Input: a set of GAN latents S = {z1, z2, ..., zn} sam-
pled from a standard normal distribution N (0, I), a hyper-
parameter k, a threshold tlq
Output: Slq

# Step 1
m1,2,...,n ← 0
for i← 1 to n do
{idx1, idx2, ...idxk} ← k-NN(zi)
for j ← 1 to k do
midxj ← midxj + 1

end for
end for
# Step 2
Slq ← ∅
for i← 1 to n do

if mi ≤ tlq then
Slq ← Slq ∪ zi

end if
end for

Table 7. Running time of our method using the StyleGAN2 W -
space with different choices of k and n. The default parameter
values are k = 5, t = 50 and n = 10000.

k Time(s) n Time(s)

3 163s 10000 167s
5 167s 20000 647s
7 176s 30000 1272s
10 185s 40000 2554s

them. Also, we observed that the proposed hubness pri-
ors may overlook some relatively high-quality images with
small hub values m (Fig. 17). We conjecture that the reason
might be that the limited sizes of latent sample sets (e.g.
n = 10000, 20000, ...) cannot capture all hub latents. This
is partially verified by our experiment on the choice of n.
However, it is difficult to test larger n due to the O(n2) time
complexity to compute the hub values m for all points in a
latent sample set. We hope to investigate this issue in future
work. We also hope to apply our insights on the hubness
phenomenon in GAN latent space to improve the training of
GANs and make GANs unbiased for all latents. The accel-
eration of our algorithm is also a very interesting direction
for future work.
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(a) StyleGAN series (Karras et al., 2019; 2020; 2021), Z-space (512 dimensions)

(b) ProGAN (Karras et al., 2018), Z-space∗ (512 dimensions)

Figure 13. Distributions of m-hub latents for state-of-the-art GANs, k = 5, 7, 10 (the k-NN algorithm) and n = 10000 (size of latent
sample set S). ∗: Although both are 512-dimensional, the ProGAN (Karras et al., 2018) latents are sampled directly from N (0, I) while
the StyleGAN latents further normalized the sampled latents to be of the same norm (Karras et al., 2019). All distributions are highly
tailed to the right, which demonstrates the existence of hubness phenomenon (Radovanovic et al., 2010) in GAN latent spaces.

(a) n = 20000 (b) n = 30000 (c) n = 40000

Figure 14. Performance of our method with different sizes n = 20000, 30000, 40000 of sample set S. We use k = 5, t = 50.
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Figure 15. The hubness spectrum of StyleGAN2 (Karras et al., 2020) synthesized images ranked according to their hub values m. We use
n = 10000, k = 5. Note that the spectrum is highly tailed to the left and thus there are few images in the range m = (70, 110).

Figure 16. Examples of StyleGAN2 synthesized images after the
truncation trick (ψ = 0.7).

Figure 17. Relatively high-quality StyleGAN2 (Karras et al., 2020)
synthesized images with small hub values m. However, there are
still small artifacts in these images (e.g. background and facial
details).


