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ABSTRACT

A comparison of the classification results shown in Figure 4 of the main text with the feature visualisation using t-SNE is
discussed in this supplemental material.

Feature Visualization of Transient Noise using t-SNE

Generally, the feature space for the input data is high-dimensional, and it can be expressed visually by reducing it to a
low-dimensional space. One of the nonlinear dimensionality reductions' is the t-distributed stochastic neighbour embedding
(t-SNE)?. The t-SNE algorithm embeds the data in high-dimensional space as a t-SNE component in low-dimensional space,
and this embedding is effective for visualising the data in a high-dimensional space.

In this study, a composition mapping ko f : R?24*224x4 _, R2 j5 used to evaluate the features of the transient noise, where
f 1 RP24x220x4 _ R312 45 3 mapping from the input space to the feature space using a pre-trained encoder of the VAE and
h:R3'12 — R? is an embedding from the feature space to a 2D plane using t-SNE. The feature visualisation of transient noise
is shown at the left of Figure S1, and the parameters used for the embedding are shown at the bottom right of Figure S1.

We investigated how the Gravity Spy dataset is clustered in the feature space by visualisation using t-SNE. Consider-
ing the data on the Gravity Spy labels of “1080Lines”, “Chirp”, “Helix”, “Scratchy”, and “Tomte”, it can be observed that
they are formed closely on the feature visualisation. Therefore, the features of the transient noise by unsupervised learning are
consistent with the Gravity Spy classes. Regarding the data of “Power_Line”, “Extremely_Loud”, “Scattered_Light”, and “Vi-
olin_Mode”, these distributions are separated on feature visualisation. Similar results for the separation of these data have been
obtained in the unsupervised classification (see Figure 4 of the main text). Considering the data of “None_of_the_Above”,
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Figure S1. Left: Visualisation of the feature of transient noise. The visualisation is computed by a composition mapping
(ho f), where f is the pre-trained encoder of the VAE, which is a mapping from the input space [R224%224x4 14 the feature
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space R3!2. 1 is t-SNE, which is an embedding from the feature space R>'? to the 2D plane. By using the Gravity Spy labels

for the input data, the embedding data have labels that are useful for visualisation on the plane. Top right: List of colours
corresponding to the Gravity Spy labels. Bottom right: embedding parameters used for the t-SNE. The number of
components indicates the number of dimensions after the embedding. Perplexity is a characteristic that is related to the
number of nearest neighbours, and the iterator number refers to the maximum number of optimisations for exploring the

nearest neighbours. The plotted data rate is the ratio of the number of plots to the entire dataset.

which are not classified as a unique class on the confusion matrix shown in Figure 4 of the main text, it can be confirmed that
they are not formed closely, even on the feature visualisation. Therefore, consistent results on the above labels/classes were
obtained between the feature visualisation and the result of unsupervised classification.

On the contrary, considering the data of “Blip”, “Koi_Fish” are separated into subclasses on the confusion matrix shown in
Figure 4 of the main text, whereas “Blip” and “Koi_Fish” are formed as one distribution, respectively, on feature visualisation
in Figure S1. This formation seems to have resulted in the superposition of small classes by embedding the data into a
2D plane. Because the distribution of “Blip” and “Koi_Fish” must be separated at higher dimensions, the result of the
unsupervised learning shown in Figure 4 of the main text implies that “Blip” and “Koi_Fish”” have subclasses.
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