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ABSTRACT
Large-eddy simulations (LES) of supercritical flow in a straight-wall, open-channel contraction of 6° and contraction ratio of 2:1 are performed. The
LES code solves the filtered Navier-Stokes equations for two-phase flows (water-air) and employs the level-set method. The simulation was validated
by replicating a previously reported experiment. Contours of the time-averaged velocities indicate that the flow loses energy and momentum in the
contracting channel. Further, secondary currents in the contraction are redistributing momentum and are responsible for local up-and down-flows.
The turbulent kinetic energy reaches very high values at the entrance of the contraction, mainly contributed by the streamwise normal stress. The flow
contains coherent turbulence structures which are responsible for carrying low-momentum from the bed and the water surface towards the channel
centre. Flow deceleration results in significant turbulence anisotropy in the contracted section. It is shown that mainly pressure drag contributes to
the energy loss in the contraction.

Keywords: Free surface simulation; supercritical flow; open-channel contraction; shockwaves; large-eddy simulation

1 Introduction

Contractions in open-channel flows can be defined as sudden
or gradual decrements in channel width or bottom slope. Con-
tractions can occur naturally in streams due to varying topogra-
phies or they can be found in man-made channel transitions.
Observing supercritical flows through an open-channel contrac-
tion is of great interest in hydraulic engineering applications
because standing waves can lead to over-topping of the chan-
nel’s side walls or to significant energy losses. Hence, analysis

of the water surface profile and hydrodynamics in such flows is
recommended when designing channel contractions.

The design of a channel contraction depends on the flow crit-
icality, i.e. whether the flow is subcritical or supercritical. If
the channel cross-section is obstructed in any way, flow con-
traction occurs and the subsequent formation of standing waves
or shock waves. A straightforward way of determining if the
flow is subcritical or supercritical is by calculating the ratio
between inertial to gravity forces, or the Froude number (F).
In supercritical flows, i.e. F greater than 1, inertial forces are
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dominant over the gravitational force with a standing wave
forming downstream (Chow, 1959).

The numerical simulation of supercritical flow in a channel
contraction is not straightforward and it entails correct capturing
of wave propagation and requires an accurate and stable method
for the computation of the strongly deforming water surface and
appropriate boundary treatment to correctly compute the flow’s
energy losses.

1.1 Numerical simulation of open-channel flow in
contractions

One of the first authors to focus on supercritical flow through
a contraction was Dawson (1943). His early research outlined
how wave patterns are formed in the contraction and it was
concluded that the straight-wall contractions are preferable to
curved wall contractions, because it can be difficult to achieve
a desired wave superimposition in curved geometries. This
research was continued by Ippen and Dawson (1951) whose
experimental data and analysis was used for many years by
a number of researchers to validate shallow-water numerical
models.

Two-dimensional shallow-water equations are derived from
the Navier–Stokes equations by assuming hydrostatic pres-
sure and neglecting vertical momentum. Such shallow-water-
equation models have been frequently used to compute free-
surface flows, even when the nature of flow is clearly three
dimensional. Different researchers used different discretization
methods for approaching the complex problem of capturing the
free-surface in a contraction. Berger and Stockstill (1993) used a
finite element model with an iterative Newton–Raphson method
to solve 2D shallow-water flow equations in supercritical flow
transitions.

Most researchers focused on using finite difference schemes
to solve the shallow-water flow equations. Lax and MacCor-
mack’s steady explicit finite difference schemes were employed
by Jiménez (1987) and Jiménez and Chaudhry (1988), with
an emphasis on correctly implementing boundary conditions
and accurate solid wall treatment. Their results were not in
satisfactory agreement with experimental data (Ippen & Daw-
son, 1951) and it was implied that the failure to achieve good
agreement was due to the assumption of hydrostatic pressure in
such flows. These studies were repeated using unsteady explicit
Lax and MacCormack schemes (Bhalamudi & Chaudhry, 1992).
Changing from steady to unsteady explicit schemes, in this case,
did not noticeably improve the numerical predictions. MacCor-
mack’s second-order, explicit predictor-corrector scheme with
the Rai and Anderson method for grid adaptation was used
by Rahman and Chaudhry (1997), but again, the results were
not satisfactory. Beam and Wariming’s time differencing in
conjunction with second-order central differences on a non-
staggered grid was used by Molls and Chaudhry (1995), and
there were some improvements compared to previously men-
tioned studies. Two finite difference approaches presented by

Hsu et al. (1998), one marching in space and one marching in
time, were used to solve the shallow-water equations and also
produced improved results. However, none of the studies listed
agreed with Ippen and Dawson (1951)’s experimental data to a
satisfactory level. Several studies looked into the significance of
including the Boussinesq term in 2D shallow-water-equations
models (Gharangik & Chaudhry, 1991; Molls & Zhao, 1996).
The inclusion of the Boussinesq term leads to the assumption
that the density variations in the flow do not affect the numer-
ical solution. Both studies compared the results of their two
approaches, i.e. with and without Boussinesq term included,
and it was concluded that the results are the same and still
not satisfactory when compared to the experimental data (Ippen
& Dawson, 1951).

Finite volume approaches using the Godunov method were
employed to solve the two-dimensional shallow-water equa-
tions by Alcrudo and Garcia-Navarro (1993). Three different
Riemman solvers for 2D hydraulic shock wave modelling were
compared by D. Zhao et al. (1996). The finite volume approach
was also used by other researchers such as D. Zhao et al. (1994)
and Causon et al. (1999) to model supercritical flows. Krüger
and Rutschmann (2006) focused their research on solving the
extended shallow-water equations in a 3D environment. These
results were compared with results obtained from the clas-
sic shallow-water equation solver, and it was concluded that
simulations using the extended 3D shallow-water equations
show improved results. However, available literature involving
3D supercritical flow simulations is limited and most research
available is focused on solving the 2D shallow-water equations.

All the research mentioned above attempted the validation of
their simulations with Ippen and Dawson (1951)’s experiment
of flow through a straight-wall, 6◦ angle contraction. Although
different numerical models were used, none of them managed
to match the experimental data precisely. Abdo et al. (2019)
considered the possibility that Ippen and Dawson (1951)’s
data might not be accurate due to technology obsolescence,
and hence reduced measurement precision, at the time when
the experiment was conducted. Therefore, the experiment was
repeated and new experimental data (Abdo et al., 2019) was
generated and used for model validation. Abdo et al. (2019) pre-
sented a new 2D shallow-water equation, finite volume model,
based on the work of Bradford and Katopodes (1999) and Brad-
ford and Sanders (2002). Also, a 3D RANS (Reynolds-averaged
Navier–Stokes) model with the volume of fluid method was
presented by Abdo et al. (2019), and was validated with the
new experimental data. It was concluded that 2D shallow-water
equation based models cannot accurately capture wave forms in
supercritical flows, which occur in this type of contraction.

1.2 Free-surface modelling

Simulating numerically free-surface flows is a complex task as
it involves a moving boundary between two-phases, most com-
monly air and water. More precisely, the exact position of this
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boundary needs to be calculated as the simulation progresses
from an initial condition (Ferziger & Perić, 2002).

Free-surface simulations can be achieved through inter-
face tracking or interface capturing methods. Interface tracking
methods, also known as surface methods, explicitly track the
location of the free-surface through the deformation of the mesh
of one fluid phase only at every time step. Interface track-
ing methods with a RANS approach were presented by many
researchers, e.g. Alessandrini Delhommeau (1996); Farmer
et al. (1993); Nichols Hirt (1973); H. Raven Van Brum-
melen (1999); H. C. Raven (1996). An interface tracking
method together within the framework of large-eddy simula-
tion was presented by Hodges and Street (1999) while Fulgosi
et al. (2003) used employed it within the direct numerical sim-
ulation (DNS) framework. The advantage of interface tracking
methods is the number of points necessary in the domain, as no
grid nodes are required in the air portion of the domain. The
main disadvantage is the ability to deal with complex surface
topologies in the domain (R. J. McSherry et al., 2017) which can
lead to highly distorted grids. Interface capturing methods, also
referred to as volume methods, are employing a fixed Eulerian
mesh, with grid nodes in both air and water. Volume methods
can be categorized as particle in fluid, volume of fluid, and level
set methods.

The marker-and-cell (MAC) method for a single fluid was
proposed by Harlow and Welch (1965), and the MAC method
for two fluids presented by Daly (1967) is a particle in fluids
method. The advantage of them is the ability to capture for
instance breaking waves and similar complex surface topolo-
gies. The main disadvantage of particle in fluids methods is the
computational cost of 3D simulations, hence they have been
mostly used in 2D flows (McKee et al., 2003).

The volume of fluid (VOF) method uses scalar functions
to compute the free surface location, which makes it signif-
icantly less computationally demanding than particle meth-
ods. The volume of fluid method was introduced by Hirt
and Nichols (1981). Variations of the method have been
emerging (Boris & Book, 1973; Noh & Woodward, 1979;
Ubbink, 1997; Youngs et al., 1982) with the objective of
improving the accuracy of the original method. Few researchers
employed the volume of fluid method with LES (Sanjou
& Nezu, 2010; Shi et al., 2000; Xie et al., 2014) and mostly
focused on flow with relatively simple geometries; however, by
including immersed boundary and cut-cell approaches complex
3D flows have been presented (Xie, 2015; Xie & Stoesser, 2020;
Yan et al., 2019).

The level-set method (LSM) was first presented by Osher
and Sethian (1988). It also employs a scalar transport equation to
calculate the movement of a signed distance function (the level
set), making it computationally cheaper than for instance the
MAC method. The free-surface location is defined by a continu-
ous function, more precisely where the signed distance function
is equal to zero. The level-set method deals with complex sur-
face topologies well and it can be applied to three dimensional

cases with ease (Chang et al., 1996). Jeon et al. (2018) pre-
sented an experimental study investigating three-dimensional
turbulent flow mechanisms around a non-submerged spur dike
that can be used for validation of free-surface computational
studies in the future. Several authors used the LSM with LES
to simulate turbulent open-channel flows (Chua et al., 2019; S.
Kara, Kara, et al., 2015; S. Kang & Sotiropoulos, 2015; S. Kara,
Stoesser, et al., 2015; Khosronejad et al., 2019, 2020; R. McSh-
erry & Mulahasan, 2018; Suh et al., 2011; Yue et al., 2005)
achieving good agreement with experiments.

In the study presented in this paper, supercritical free-surface
flow through a straight-wall contraction, simulations are carried
out using the LSM within the framework of large-eddy simula-
tion. The contraction geometry is achieved with the immersed
boundary method (IBM). The in-house Hydro3D LES code is
validated first with experimental data in terms of the water
surface elevation before details of the hydrodynamics and turbu-
lence are presented. The objective of this research is to provide
insights into the mean primary and secondary flow and the effect
of the shock-waves on the hydrodynamics in a straight-wall con-
traction. In addition, the occurrence of coherent structures is
visualized and the level of turbulence anisotropy is quantified.
Further, the losses of energy and momentum between the wide
and shallow upstream end and the deep and narrow downstream
end of the channel are quantified.

2 Numerical framework

The filtered equations of motion for an unsteady, incompress-
ible, viscous flow of a Newtonian fluid are solved using the
open-source code Hydro3D (Bomminayuni & Stoesser, 2011;
Nikora et al., 2019; Ouro & Stoesser, 2019; Stoesser, 2010,
2014; Stoesser et al., 2016). The code has been validated for
many different cases such as flow in compound channels (S.
Kara et al., 2012), flow in contact tanks (Kim et al., 2010, 2013),
flow over dunes (Stoesser et al., 2008) and free-surface flows
(R. J. McSherry et al., 2017). Hydro 3D is a finite-difference
solver based on a staggered Cartesian grid, with the veloc-
ity components stored at the middle of the cell faces and the
pressure stored at the cell centres. The governing equations
used for solving filtered Navier–Stokes equations in two phase,
incompressible flows (Xie, 2015) are given as:

∇ · ū = 0 (1)

ρ

(
∂ū
∂t

+ ∇ · (u·ū)

)
= −∇p + ∇ · [μ(∇ū + ∇Tū)]

− ∇τ + ρg + f (2)

where ū = (ū, v̄, w̄) is the filtered velocity vector, t is time, p̄
is the filtered pressure, ∇τ is the sub-grid scale stress tensor, g
is the gravitational acceleration, ρ is the density of fluid, μ is
the dynamic viscosity and f is the body force from immersed
boundary points.
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Turbulent flows are known to consist of different scales of
motion. The large-eddy simulation approach, employed here,
solves directly for large scale motions, while smaller scale
motions are approximated by a sub-grid scale model (Ferziger
& Perić, 2002). Moreover, motion scales smaller than the grid
size are modelled using the wall-adapting local eddy-viscosity
(WALE) sub-grid scale model (Nicoud & Ducros, 1999). Other
sub-grid scale models, such as Smagorinsky, are implemented
in the code too, but WALE is chosen because it is considered
best suited for use in conjunction with the immersed boundary
method. A fourth-order central differencing scheme approxi-
mates diffusive terms, while the fifth-order weighted, essentially
non-oscillatory (WENO) scheme calculates convection terms in
both momentum and level-set equations. The governing equa-
tions are advanced in time using the fractional step method
coupled with an explicit, low-storage, third order Runge–Kutta
scheme. An iterative multi-grid technique is used to solve the
Poisson pressure equation. Domain decomposition and message
passing interface (MPI) protocols for sub-domain communica-
tion are used to run the code in parallel on high performance
computers (Ouro et al., 2019).

The immersed boundary method is used to enforce a no-
slip boundary at the contraction walls through the forcing
term f . The direct forcing immersed boundary method with
delta functions is implemented to establish an exchange between
fluid (Eularian) and solid (Lagrangian) frameworks (Fadlun
et al., 2000; M. Kara et al., 2015; Uhlmann, 2005). The loca-
tion of the water surface is calculated in every time step using
the level-set method (LSM) (Osher & Sethian, 1988). Mass con-
servation of the LSM is achieved by re-initialization of the level
set at every time step together with a mass correction algorithm

at the domain outlet to ensure the flow rate is constant through-
out the simulation. Details of the level-set method used in this
study can be found in R. McSherry and Mulahasan (2018).

3 Experiment and computational set-up

The computational set-up, shown in Fig. 1, replicates the exper-
imental study conducted at the University of South Carolina,
presented in Abdo et al. (2019). The physical model had a
length of 4.0 m and a contraction angle of 6◦ and the chan-
nel slope was zero. A sluice gate was placed upstream of the
flume to provide the inflow at a specific depth while also con-
trolling discharge. Water surface elevations were measured with
an ultrasonic distance measuring sensor UNAM 18U6903/S14.
An analogue experiment was originally conducted by Ippen
and Dawson (1951), but it was repeated by Abdo et al. (2019)
because it was suspected that the original experiment had mea-
surement errors. The base-case scenario with a flow rate of
0.041 m3 s−1, water depth of 0.03 m and corresponding Froude
number of F = 4.01 was used to validate the numerical results.
Experimental data for different flow rates of 0.038, 0.044, 0.047
and 0.050 m3 s−1 were also presented in the cited publication.

The computational domain is an exact replica of the experi-
mental set-up. The flow domain is 4.0 m long, 0.6 m wide at the
inlet and 0.3 m wide at the outlet, giving a contraction ratio of
2:1. The immersed boundary method enforces the no-slip con-
dition in the contraction starting at 0.55 m from the inlet, at an
angle of 6◦ angle and stretches until 2.0 m. The following nar-
row rectangular channel is 2.0 m long and 0.15 m wide. The

Figure 1 Computational domain: (a) 3D overview of the domain geometry, (b) dimensions of the domain, all in metres
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Table 1 Grid resolution

Points in x 800 dx 0.005 �x+ 50
Points in y 240 dy 0.0025 �y+ 25
Points in z 100 dz 0.0025 �z+ 25

initial water depth is set to 0.03 m and the prescribed bulk veloc-
ity Ub matches a discharge of 0.041 m3 s−1. This yields a bulk
Reynolds number, R, of 130,000. The corresponding Froude
number, F, is 4.01. The pressure gradient between upstream and
downstream end yields a global (domain-averaged) bed shear-
stress, 〈τ 〉 = 0.45 N m−2 and global shear velocity of u∗ = 0.02
m s−1. At the inlet, a constant velocity inflow boundary con-
dition is used and a convective boundary condition is used at
the outlet. The experiment used a sluice gate at the inlet with a
rather unknown velocity profile, and turbulent fluctuations could
be a source of inaccuracy when numerical results are compared
with experimental data. No-slip boundary conditions are used at
side walls and the bottom of the domain. The level-set method
with the initial location of the free-surface at 0.03 m was used
to compute the water surface elevation. The selected grid is uni-
form and the grid resolution is provided in Table 1. The number
of points in the three spatial directions are 800 × 240 × 100 in x,
y and z-direction, respectively. The grid features a 2:1:1 aspect
ratio and spacings in wall-units are �x+ = 50, �y+ = 25 and
�z+ = 25, and approximately half of these numbers near the
bottom and side walls. Time-averaging of turbulence statis-
tics is commenced after approximately 24 eddy turnover times
(te = H/u∗), where H is the water depth.

4 Results and discussion

Figure 2a quantifies the shockwaves originating at x = 0.58 m,
i.e. shortly after the start of the contracting section. At a contrac-
tion angle of 6◦ the shockwaves are angled at 13.8◦ and hence
reattach before the contracting section ends at approximately
x = 1.8 m with a crossover point at x = 1.25 m. Figure 2b visu-
alizes the time-averaged and Fig. 2c the instantaneous water
surface in the open channel. As the flow enters the contraction,
shockwaves are generated at either of the contraction edges.
These are well defined on the time-averaged plot, but not very
obvious on the instantaneous plot due to the strong turbulence
prevailing. As the contraction angle is relatively mild, the angles
of the shockwaves are mild too and hence the two waves cover
almost the entire contraction. The angle of the reflecting waves,
which occur in the narrow section, are steeper and waves are
shorter. The amplitude decreases towards the outlet, as reflected
shockwaves dissipate.

4.1 Validation

The experimental data presented in Abdo et al. (2019) are used
to validate the simulations in terms of water surface profiles.

Figure 2 Visualization of surface waves: (a) shock-wave geometry;
(b) time-averaged water surface; (c) instantaneous water surface

Figure 3 Measured and LES- and RANS-computed water surface
profiles along: (a) centreline; (b) near the sidewall

In the experiment, water surface profiles were taken along two
longitudinal locations. The first profile was taken at y = 0.3 m,
referred to as the centreline profile, and the second profile was
taken at a distance 0.08 m from the wall, referred to as the near-
wall profile. The experimental data and the results from the 3D
RANS simulation by Abdo et al. (2019) are plotted together
with the current LES results in Fig. 3. The LES-predicted water
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Figure 4 Time-averaged streamwise velocity distributions in: (a) horizontal plane near the bed at z/h = 0.1; (b) horizontal plane near the water
surface distribution at z/h = 0.9 (c) longitudinal plane in the centreline

surface profiles show satisfactory agreement with the experi-
mental data for the centreline profile, Fig. 3a. The LES predicts
the water surface at the entrance to and within the contraction
remarkably well, whereas the water surface is approximately
overestimated by 5% from the cross-over point towards the end
of the contraction. The (standing) reflected shock waves in the
narrow channel are captured reasonably well by the LES; wave
amplitude and positions of the wave crossovers are slightly
underestimated, however; the LES offers similar predictions to
the RANS simulation results of Abdo et al. (2019). The RMS
error of the water surface in the centreline compared to the
experimental values for the LES simulation is 0.01, which is
the same as the RMS error obtained from the RANS simulation
presented by Abdo et al. (2019).

From the near-wall water surface profile shown in Fig. 3b, it
can be seen that the LES follows the same trend as the exper-
imental data albeit slightly (roughly 10%) overestimated water
levels. The near-wall water surface RMS error compared to the
experimental values for the LES simulation is 0.011, which is
slightly higher than the RMS error of 0.08 obtained from the
RANS simulation presented by Abdo et al. (2019). The presence
of the shockwaves is captured and provides improvements of the
Abdo et al. (2019) RANS model predictions in terms of captur-
ing the waves near the wall. In the LES, the origin of the primary
shockwave is slightly shifted towards the upstream in compari-
son to the experiment, potentially the result of the treatment of
the wall using immersed boundaries. The origin of the shock-
wave is very sensitive to the near-wall acceleration of the flow

and the boundary layer contraction and probably a substantially
finer grid (than the one employed) would have been required ;
however, at the time of performing the simulations such a grid
was deemed too expensive. The reflected shockwaves near the
wall in the contracted section of the channel are captured by
the LES, an improvement over the RANS results, but the water
levels are slightly overestimated.

4.2 Time-averaged flow

Figure 4 presents contours of the time-averaged streamwise
velocity in horizontal and longitudinal planes. The streamwise
velocity changes from a very shallow fast flow to a deeper
slower flow in the narrow section due to the disproportional
increase of water depth relative to the decrease in channel width.
The distribution of the time-averaged streamwise velocity, nor-
malized by the bulk velocity, near the bed and near the water
surface are shown in Fig. 5a and b, respectively, and in a lon-
gitudinal plane in Fig. 5c. Because the bed is not sloped and
the water level is constantly rising, the maximum velocity is
at the inlet and it reduces towards the outlet. Noteworthy are
pockets of high velocity near the bed and near the sidewalls
and low velocities underneath the shockwaves, reflecting the
non-uniform water surface distribution across the channel. The
significant rise of the water surface is obvious in the longitudi-
nal plane plot. The high velocity from the inlet reduces rapidly,
also noticeable is the growth of the boundary layer after x = 1.0
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Figure 5 Contours of the time-averaged streamwise velocity at selected cross-sections

m. Very low streamwise velocities are observed in the troughs
between standing waves.

The distributions of the time-averaged streamwise velocity
at selected cross-sections in the contraction are presented in
Fig. 5. The plots indicate strong momentum at the beginning
of the contraction (a) and high-momentum fluid from near the
channel walls, where the flow depth is lower than in the centre-
line, is being transported towards the centreline, which is where
the water surface rises and forms (standing) waves. At loca-
tion (b), it can be noted that the flow is directed towards the
walls as the water surface in the centreline is in a trough. At
location (c), strong up-flow near the water surface is observed,
as expected, as the water surface increases rapidly. The peak
of the second standing-wave is presented at point (d), at which
fluid is returning towards the walls due to the significant water

surface gradient from the centre to the wall. The water sur-
face is depressed between shockwaves and recirculation zones
near the wall corners are observed. In the narrow channel, the
reflected waves on either side wall result in near surface flow
towards the walls where the water surface rises again, as seen
in locations (e), (f) and (g). Pockets of high streamwise veloc-
ity occur near the walls. As can be seen, the non-uniformity of
the water surface in the entire channel is responsible for signif-
icant secondary circulation in the cross-section, which in turn
results in a non-uniform streamwise velocity distribution in the
cross-section.

Streamwise velocity profiles in the channel centre at several
locations along the domain are plotted in Fig. 6. The velocities
are normalized by the local bulk velocity. The flow has a con-
stant inflow at the inlet and as it approaches the contraction, the
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Figure 6 Time-averaged streamwise velocity profiles in the contraction, at selected locations along the channel centreline

flow accelerates. The velocity profile is not logarithmic due to
the strong secondary flow and the peak of the velocity profile
occurs well below the water surface. This is depicted in pro-
files at x = 1.0, x = 1.25, x = 1.75, x = 3.0 and x = 3.5 m.
The maximum near surface velocity is located at x = 1.25 m,
the middle of the contracting section and the highest near-bed
velocity is found at x = 3.0 m, i.e. in the through downstream of
the reflected shockwave which is the result of high-momentum
being transported from the corners of the channel towards the
centre. In the narrow section, higher velocities are found near the
bed rather than near the surface. Figure 6 illustrates that the flow
velocity profiles depend strongly on the location of the shock-
wave crossover point and locations of where the flow maintains
its upstream Froude number inside the shockwaves.

4.3 Second order statistics and shear stresses

The spatial distribution of the turbulent kinetic energy (tke) in a
horizontal plane near the bed is shown in Fig. 7a. The turbulent
kinetic energy is normalized by the squared bulk shear veloc-
ity, which is u∗ = 0.02 m s−1. Regions of high kinetic energy
occur in the contraction, where the water surface rises and in

particular below the shockwaves and downstream of the loca-
tion of the shockwave crossover. The turbulent kinetic energy
reduces gradually once the flow has reached the narrow channel
at x = 2.0 m. Figure 7a shows that the turbulent kinetic energy
reaches peaks of up to 150 times the squared mean shear veloc-
ity between x = 1.0 and x = 1.5 m, which is the location in
the domain where the peak of the streamwise velocities is well
below the water surface and steep velocity gradients prevail.

Figure 7b, c and d presents contours of the normalized nor-
mal stresses in the streamwise, spanwise and vertical direction,
respectively, in a horizontal plane near the bed. The largest con-
tributor to the turbulent kinetic energy is the streamwise normal
Reynolds stress. The normalized u′u′ stress reaches 15 times the
squared shear velocity, and this peak is observed at the same
location where the flow attains the maximum velocity accel-
eration, which is in the middle of the contracting section, i.e.
where the two shockwaves cross over and where the water sur-
face is depressed. The streamwise normal stress drops to half of
its maximum value as the flow approaches the outlet.

The spanwise normal Reynolds stress also reaches its maxi-
mum at the point where the rise in the water level has the largest
gradient, i.e. at the shockwave crossover as shown in Fig. 7c.
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Figure 7 Contours in the horizontal plane near the bed at z/h = 0.1 of: (a) turbulent kinetic energy; (b) streamwise normal stress; (c) spanwise
normal stress; (d) vertical normal stress

However, as expected, the spanwise Reynold’s stresses v′v′ are
significantly smaller than the streamwise stresses, with the max-
imum values of

√
v′v′/u2∗ ≈ 10. The stress drops to a quarter of

its peak near the outlet. Contours of the vertical normal stresses√
w′w′ near the bed are presented in Fig. 7d. Similar to before,

values increase as the flow accelerates and the peak is at the
same location as for the other two components. Peak stresses of√

w′w′/u2∗ ≈ 4 are observed. The peak is reduced by a factor of
2 towards the outlet.

Turbulent kinetic energy, normal streamwise, spanwise and
vertical stresses in a longitudinal plane in the centreline (y = 0.3
m) are shown in Fig. 8. The turbulent kinetic energy peaks
near the water surface as the flow enters the contraction and a
shear layer forms due to the significant velocity gradients pre-
vailing between the peak velocity at approximately half depth
and the water surface. As the water surface rises rapidly in the
contraction this peaks gradually dissipates until the shockwave
cross-over point at x ≈ 1.3 m. The maximum turbulent kinetic

energy near the bed develops below the shockwaves and as a
result of high-momentum fluid at half channel depth, entailing a
strong velocity gradient near the bed. The largest contributor to
both the near-bed and near-surface tke is the streamwise normal
stress; however, in the contraction the vertical normal Reynolds
stress near the water surface is of the same order as the stream-
wise normal stress quantifying the strong momentum transfer in
the wall-normal direction in this area.

Contours of the two-point correlation function of the stream-
wise velocity fluctuation in the longitudinal centre plane are
presented in Fig. 9. The reference points are placed at three
different depths (near bed, half depth, near surface) and two
different streamwise locations (second shockwave cross-over
and trough thereafter) and the red lines indicate the direction
of correlated turbulence. Near the bed turbulence structures are
inclined at a relatively shallow angle consistent with boundary
layer turbulence transporting low momentum fluid away from
the wall. The visualized structures in the centre of the channel
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Figure 8 Contours in a longitudinal plane at y = 0.3 m: (a) turbulent kinetic energy; (b) streamwise normal stress; (c) spanwise normal stress; (d)
vertical normal stress

are inclined negatively, i.e. transporting high momentum fluid
towards the wall, and exhibit coherence over at least three to
four water depths, and the auto-correlations look similar for
both locations. Near the water surface the structures below the
shockwave cross-over exhibit a significant downwards direc-
tion, a result of the secondary (down) flow at this location and
aided by the water surface gradient. In the trough the turbu-
lence structures are almost parallel to the water surface and
very little down-flow is observed. The near-surface structures
exhibit coherence over at least six water depths irrespective of
streamwise location.

The second (η) and third (ξ ) invariants of the Reynolds
stress anisotropy tensor (e.g. Simonsen & Krogstad, 2005) along
the vertical direction at various locations are plotted inside a
Lumley triangle in Fig. 10. The origin represents isotropic tur-
bulence, the left corner point is the area of two-component
axisymmetric turbulence, and the right corner is the area of
one-component turbulence. At location (a), the beginning of the

contraction, the flow starts to decelerate and the profile exhibits
some two-component turbulence mid-depth owing to shift of the
high-velocity near the surface towards the middle of the chan-
nel. At (b) strong boundary layer turbulence is observed near the
bed due to the wall shear and near the water surface reflecting
its fluctuation due to the shockwaves and the turbulence tends
to be mainly axi-symmetric (ξ > 0) and 1-component turbu-
lence close to the boundaries, whereas in the channel centre
the turbulence is trending towards the origin, i.e. is close to
isotropic. The flow is pretty much anisotropic over its entire
depth at locations (c), (d) and (e). At these locations all values
are very close to the axisymmetric boundary, similar to bound-
ary layer flows, however without the presence of a log-layer in
which more isotropic turbulence is found. The structures at these
locations can be described as axisymmetric rod-like turbulence,
or elongated structures, and there is a dominance of the stream-
wise velocity fluctuation a sign of the breakdown of high and
low-speed streaks which is typical of a decelerating flow.
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Figure 9 Two-point spatial correlation (streamwise)

4.4 Pressure coefficient and energy line

The pressure coefficient, Cp , is taken near the bed and is calcu-
lated along the domain centreline. The centreline profile of the
pressure coefficient is plotted in Fig. 11. The distribution indi-
cates that the coefficient rises as the channel contracts from 0.6
m spanwise width to 0.3 m width. As expected, the reduction of
flow area and the rise of the water surface results in a rise of the
pressure coefficient along the domain.

Cp = P − P0

0.5 ∗ ρ ∗ U2
0

(3)

The specific energy E is obtained using Eq. (4) and it is plotted
as a function of streamwise distance from the channel inlet in
Fig. 12. The energy generally drops from the inlet to outlet of
the domain; however, the drop is very mild in the wide and nar-
row channel sections and significant in the contraction. The total
head loss can be calculated from the energy at the domain inlet
and the energy at the domain outlet. The total head loss along
the domain is 0.11 m and 97% of it occurs in the contraction.

Noteworthy are the plateaus of the energy line around the shock-
wave crossover and the reattachment point of the shockwaves,
respectively. The computation of the pressure coefficient and
the energy loss in contractions is motivated by the use of novel
hydrokinetic turbine systems (Adzic et al., 2020), investigating
how a certain contraction angle reduces the kinetic energy of the
flow fed to the turbine runner.

E = z + U2

2g
(4)

4.5 Drag forces

The total drag force on the contraction consists of friction or
viscous drag force as well as the pressure or form drag force
resulting from the pressure gradient. The results shown in this
section are spanwise averaged:

Cf = Fμ

0.5 ∗ ρ ∗ Ubulk
2 (5)
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Figure 10 Lumley triangle plotted in a ξ -η plane

Figure 11 Centreline profile of the pressure coefficient

Cpd = Fp

0.5 ∗ ρ ∗ Ubulk
2 (6)

The viscous drag, Fμ is calculated from bed shear stress
μ(∂U/∂z + ∂V/∂z) and side wall shear stress μ(∂U/∂y +
∂V/∂y) and these are plotted as a function of x in Fig. 13.
Generally, the bed friction coefficient is larger than the side
wall friction coefficient. The bed friction coefficient becomes
more uniform as the flow approaches the outlet. The wall fric-
tion coefficient peaks at the beginning of the contraction due
to the sudden flow acceleration and formation of shockwaves it
then reduces towards the centre of the contraction and remains
constant until the outlet.

Form drag, Fp is calculated for the contraction side walls
for x = 0.55 to 2 m. The pressure gradient over the length of
the contracting side walls is integrated over the flow depth. The
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Figure 12 Energy line of spanwise averaged flow along the
x-direction

Figure 13 Viscous drag coefficient from bed and walls

form drag coefficient Cpd, shown in Fig. 14, peaks at the centre
of the contracting sides. As the contraction approaches a uni-
form width, the form coefficient also becomes more uniform.
This is to be expected as the form drag in the uniform 0.3 m
width section is constant due to the flow being parallel to the
domain sides. Because of the high Reynolds number in the flow,
the form drag on the sides of the contraction is significantly
larger than the viscous drag. The minimum friction drag coeffi-
cient is at about 2% of the form drag coefficient at x = 1.5 m.
The maximum friction drag coefficient is about nine times larger
than the form drag coefficient at the start of the contraction, at
the location of the sharp corner.

5 Conclusions

The method of large-eddy simulation in combination with level-
set and immersed boundary methods were employed to simulate
supercritical flow in a straight-wall open-channel contraction.
The LES was validated first with experimental data in terms
of water level along the channel and simulated water levels
agree reasonably well with measured data. The formation of a
pair of shockwaves, a common water surface feature in channel

Figure 14 Viscous (Cf ) and form drag (Cpd) coefficients in the
contraction

contractions is quite accurately obtained as well as subsequent
reflected waves in the narrow section of the channel.

The time-averaged flow is significantly affected by the con-
tracted flow, the water level rise and the presence of shock-
waves: the cross-sectional-averaged streamwise velocity is
reduced due to the water levels rising faster than the reduction in
channel width, leading to a deceleration of the flow. The velocity
profiles in the contraction and the ensuing outlet section deviate
significantly from a logarithmic profile due to the presence of
strong secondary currents and the peak of the streamwise veloc-
ity occurs well below the water surface. Contour plots of the
second order statistics in terms of tke and its three normal stress
contributors confirmed that the highest turbulence occurs in the
vicinity of the shockwave crossover location, which is where
the maximum streamwise velocity gradients are found. Strong
turbulence is also observed near the water surface in the vicin-
ity of the shockwaves as a result of their unsteady behaviour.
The two-point auto-correlation functions in space showed and
quantified the occurrence of large-scale turbulence structures,
the largest of which are generated near the water surface, due
to their significant dynamics and which are directed towards
the centre of the channel. The analysis of the anisotropy of
the Reynolds stress employing the well-known Lumley trian-
gle suggests strong turbulence anisotropy in the entire flow and
in particular a dominance of rod-like axisymmetric turbulence
as the flow decelerates in the contraction, which is where the
streamwise velocity fluctuations dominate the Reynolds stress
tensor. The energy line and drag force analyses suggest that the
flow loses the majority of its energy in the form of pressure
drag.
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Notation

Cf = friction coefficient ( − )
Cp = pressure coefficient ( − )
Cpd = form drag coefficient ( − )
d = distance function ( − )
E = specific energy (m)
f = volume force from immersed boundary points

(N/m3)
F = Froude number (–)
Fμ = viscous drag force (N)
Fp = form drag force (N)
H = flow depth (m)
H(φ) = Heaviside function ( − )
L = reference length scale (m)
p = pressure (Pa)
Q = flow discharge (m3 s−1)
R = Reynolds number (–)
s(d0) = smoothed sign function ( − )
t = time (s)
ta = artificial time (s)
te = eddy turnover time (s)
tke = turbulent kinetic energy
u = the velocity vector (m s−1)
u∗ = shear velocity (m s−1)
u′u′ = streamwise normal Reynolds stress (N/m2)
u′w′ = primary shear Reynolds stress (N/m2)
U = flow velocity (m s−1)
U = time-averaged streamwise velocity (m s−1)
Ubulk = bulk velocity (m s−1)
v′v′ = spanwise normal Reynolds stress (N/m2)
V = time-averaged spanwise velocity (m s−1)
ε = half thickness of the interface (m)
εr = single grid space (m)
μg = dynamic viscosity of gas (kg m s−1)
μl = dynamic viscosity of liquid (kg m s−1)
ν = kinematic viscosity (m2/s)
φ = level-set distance function ( − )
ρg = density of gas (kg m−3)
ρl = density of liquid (kg m−3)
τ = bed shear stress (Pa)
∇τ = sub-grid scale stress tensor ( − )
Γ = interface between gas and liquid domains ( − )
Ωgas = gas fluid domain ( − )

Ωliquid = liquid fluid domain ( − )
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