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Summary 

 

Neuroinflammation in Alzheimer’s Disease (AD) is not a simple by-product of 

β-amyloidosis and neurofibrillary tangles, but it rather plays a crucial role in AD 

pathogenesis. However, we are still far from understanding how exactly microglia 

influence disease progression. A rare missense variant, S209F, associated to an 

increased risk of AD has been identified in Abi3 (Abl-interactor-3), a poorly 

investigated member of the Abi family, which is involved in Rac-dependent 

regulation of the actin cytoskeleton. Within the brain, Abi3 is considered a core 

human microglial signature gene. Given that a flexible actin cytoskeleton is key to 

many microglia – and more broadly, macrophages – functions, the precise role of 

Abi3 in these cells in health and pathology, such as AD, needs to be clarified.  

In order to investigate Abi3 biological functions, a combination of cellular assays, 

histology, live imaging and behavioural paradigms was employed. In 

an actin-mediated spreading assay, Abi3 knock-out (KO) BMDM-like cells – derived 

from conditionally-immortalized macrophage precursors – showed increased 

cellular surface and solidity. These findings have been validated by histological 

analyses of brains of healthy Abi3-WT and -KO mice as well as in the APPNL-G-F 

AD model. Microglial cells lacking Abi3 present reduced ramifications accompanied 

by an increase in cell density and CD68 expression. Young Abi3-KO mice also show 

impaired surveyance activity in vivo. In addition, Abi3 ablation leads to an elevated 

astrocytic density from a young age, as well as a reduction in Amyloid β deposition 

in the hippocampus, but not in the prefrontal cortex, of 16-week-old mice. 

Behavioural assays highlighted a potential impact of Abi3 ablation on the emotional 

domain but not on cognitive ability. These results support the hypothesis of a critical 

role of Abi3 in microglial homeostasis, and suggest that its rare variant may 

promote AD development by altering microglia homeostatic functions.     
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1.1. Microglia 

In the course of the past century, our appreciation of the crucial role played by 

microglia in health and disease has expanded exponentially. We now recognise that 

these brain resident macrophages – who represent between 10 % of the glial 

population in the brain parenchyma (1) – are essential for the maintenance of the 

central nervous system (CNS) homeostasis as well as for the immune defence of 

the brain.  

For the longest time, however, microglia were considered secondary players, only 

passively involved in brain physiology. When the non-neuronal compartment was 

firstly identified, at the end of the 1800’s, the Late Greek term for “glue” (“glía”) was 

chosen to describe what, at the time, was perceived simply as a “simil-connective” 

tissue of the CNS and was later revealed to include astrocytes and oligodendrocytes 

(also known as “macroglia”) (2). W. Ford Robertson later introduced the concept of 

“mesoglia”, while Santiago Ramon y Cajal reported the existence of a “third 

element”: both men, however, were in fact primarily describing what we now know 

as oligodendrocytes. It was only in the 1939 that the term “microglial cell” was 

coined by Pío del Río Hortega (3), who provided the first description of microglia as 

an individual population (4).  

In the following decades, a critical role for microglial cells in both health and disease 

slowly started to delineate, despite some long-lived dogmas that were only recently 

overcome and contributed to enduring misconceptions regarding the actual function 

of these cells in the CNS. The crucial aspects of microglial biology will be addressed 

in the following sections, as well as any major gap in our current understanding of 

these cells.  

 

1.1.1.  Microglia ontogenesis  

It is only recently that a consensus has been reached over the developmental origin 

of microglia.  

Since their discovery, and almost till the end of the twentieth century, microglia were 

mostly believed to derive from the neuroectoderm together with neuronal and 

macroglial cells (4). This theory was supported by multiple lines of evidence, 

including a study by Hao and colleagues, that demonstrated they were able to 

obtain, in vitro, macrophage-like cells from either embryonic neuroepithelium or 
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astrocytes after depriving them of nutrients by not replacing the media for prolonged 

periods of time (5). Parallel work from De Groot et al. demonstrated that cells from a 

donor bone marrow were not able to majorly contribute to microglial population in 

new-born mice (6), coherently to what had been observed by Matsumoto and 

Fijiwara five years before employing adult bone marrow chimeras (7), seemingly 

supporting the interpretation that microglia did not derive from myeloid progenitors 

but rather from local precursors of neuroectodermal origin.   

At the end of the 1980s, however, the body of evidence in support to Rio-Hortega’s 

theory of a mesodermal origin (3) started to grow. By means of light- and electron 

microscopy, Murabe and Sano identified morphological similarities between white 

matter “amoeboid microglia” and macrophages (8) and they were able to stain 

microglial cells using an antisera against  monocyte/macrophage antigens (9). Soon 

after, Perry and colleagues demonstrated that microglia expressed 

macrophage-specific markers such as F4/80, CD11b and Fc receptors  (10), and 

this was confirmed in humans by Akiyama and McGeer in 1990 (11). The following 

identification of a crucial role in microglia of the myeloid transcription factor PU.1 

(12–14) finally led the scientific community to accept the hypothesis of microglia as 

myeloid lineage cells.  

The identification of microglial precursors did not happen till 2010, when Ginhoux 

and colleagues published a first, complex fate mapping study employing multiple 

mice models to clarify the exact stage of myeloid cells recruitment in the brain (15). 

Until then, the relative contribution of each of the two hematopoietic waves to 

microglial recruitment had still been a matter of controversy. In rodents, a primitive 

wave takes place in the yolk sac (YS) at embryonic day 7-7.5 (E7-7.5) and is 

responsible for the establishment of erythrocytes and macrophages (16). The 

following hematopoietic wave (the so called “definitive” one) only starts at E8.5, and 

generates firstly the erythromyeloid and lympho-myeloid progenitors and finally the 

hematopoietic progenitors, which migrate from the aorta, gonads, and mesonephros 

(AGM) region to the fetal liver at E10.5 (17). The fetal liver then becomes the main 

hematopoietic organ and originates all the hematopoietic lineages until birth, when it 

is replaced as source of hematopoiesis by the bone marrow (17). Ginhoux and 

colleagues were finally able to put an end to the debate employing a conditional 

reporter strain, in which Enhanced Yellow Fluorescent Protein (eYFP) expression 

could be controlled in YS- or AGM-derived progenitors by precisely timed injection of 

Tamoxifen at different developmental stages. The authors observed a higher relative 

number of eYFP-tagged microglia compared to blood monocytes after performing 
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injections at E7.5, while tagged microglia were almost undetectable following E8.5 

injections, thus proving that definitive hematopoiesis does not contribute to 

microglial population (15). Following this study, Kierdorf and colleagues further 

characterised microglia precursors and reported that, as early as at E8, CD45- c-kit+ 

erythromyeloid progenitors emerge in the YS and eventually develop into CD45+ 

c-kit- Cx3cr1+ cells (18). Between E8.5 and E10, these primitive macrophages enter 

the circulatory system, through which they reach the brain (15,19), followed by a 

second wave of YS-derived Hoxb8+ cells (20), before the closure of the blood-brain 

barrier (BBB) at E13.5-14.5 (21,22) (Figure 1.1). Interestingly, in 2016 Matcovitch-

Natan et al. defined three distinct phases in microglia development, linked to 

chromatin remodelling (23), later shown to be at least partially connected to Hdac1 

and Hdac2 activity (24). These consecutive stages appeared characterised by 

expression of genes associated with cell cycle and proliferation in the earliest stage, 

followed by genes related to neurogenesis and cytokines secretion and finally by 

canonical mature microglia genes involved in microglia homeostasis (23). Overall, 

the combined work of Ginhoux, Kierdorf and Matcovitch-Natan identified PU.1, 

colony stimulating factor 1 receptor (CSF-1R) and interferon regulator factor 8 

(IRF8)  as crucial regulators of early microglial development (15,18), while in later 

stages microglial maturation appeared to be dependent on genes such as Sal1, 

transforming growth factor β (TGF-β) and Mafb (23). 
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Figure 1.1 Schematic representation of the developmental origin of microglia and 
other tissue-resident macrophages.  

Erythro-myeloid progenitors (EMPs) are generated in the yolk sac (YS) during primitive 

haematopoiesis, starting at E7. These cells are CD41+ and later begin to express CSF-1R. 

When blood circulation is established at E8.5, additional C-Myb+ EMPs are generated by the 

YS hemogenic endothelium. EMPs then differentiate into primitive macrophages, which 

through the blood circulation populate all fetal tissues. Primitive macrophages deriving from 

the C-Myb-independent lineage reach the brain, where they will differentiate into adult 

microglia. The C-Myb+ EMPs seed the remaining tissues and generate the various 

tissue-resident macrophages. Image adapted from (25) and generated with BioRender.com.  

 

An additional source of confusion was the contribution of perinatal and postnatal 

hematopoiesis to microglia population. Before Ginhoux and colleagues findings, the 

use of chimeras had provided contrasting results in this regard (6,7,26–28). Even 

when donor-derived microglia were identified in the brain, these constituted only a 

small percentage (5-15 %) of microglia and CNS insults appeared to noticeably 

contribute to the engraftment (28). Employing a combination of bone marrow 

reconstitution and parabiosis experiments, Ginhoux et al. were also able to prove 

that the recruitment of donor-cells to the CNS observed in previous works was 
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biased due to the irradiation protocol, and that bone marrow-derived monocytes are 

not likely to significantly impact microglia numbers in the steady state (15). 

In the recent years, a growing interest has emerged towards border-associate 

macrophages (BAMs) present in perivascular space, meninges and choroid plexus. 

A recent study by Utz et al. identified two distinct macrophage population (CD206+ 

and CD206-, which then develop into BAMs and microglia respectively), deriving 

from the same erythromyeloid progenitors, already in the YS at E10.5 (29). At 

E12.5, BAMs and microglia already showed discrete molecular and morphological 

signatures. Interestingly, deletion of Tgfbr2 in BAMs did not cause any obvious 

alteration, while microglia lacking TGF-βR signalling displayed an immature 

phenotype and reduced proliferation (29). Despite the reduction in microglia number, 

no compensatory conversion from BAMs to microglia was observed, supporting the 

theory of two separate and stable developmental trajectories (29). 

 

1.1.2. Regulation of microglial turnover in the adult brain  

We now know that in the healthy brain, once YS-derived microglia progenitors have 

reached the brain, they proliferate and populate the CNS without the intervention of 

other myeloid cells (26,30) and are able to repopulate the brain in less than week 

following a semi-total ablation (31,32). For years, microglia were considered 

extremely long-lived cells, maintained with a slow turnover (33,34). A study by 

Askew et al. showed that, instead, a complete renewal of the microglia population 

would occur in the mouse brain in an estimate of 95 days, with 0.69 % of cells in 

S-phase at any given time (35) compared to the 0.05 % previously reported by 

Lawson et al. (33). This percentage was estimated to be as high as 2 % in humans 

(35), albeit a contrasting report from Réu et al. suggested that the actual rate could 

be as low as 0.08 % (36). Askew et al. also described a temporal and spatial bond 

between microglial proliferation and apoptosis (which they found happened at a rate 

of 1.23 % per day for resident microglia), with an increase of proliferation close to 

dying cells (35).  

The use of a multicolour reporter mouse, which allows stochastic labelling of ~ 14 % 

of total microglia with one of four fluorescent reporter proteins (thus facilitating the 

visualisation of the fate of each cell and their progeny in terms of apoptosis and 

proliferation), led to the detection of brain region-dependant variability in the 

turnover rate and overall cell density, with olfactory bulb, hippocampus and 
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cerebellum resulting the regions with the highest turnover (37), similar to what had 

been noted by Askew and colleagues in the Dentate Gyrus (DG) (35). Recent work 

by Zhan et al. confirmed Tay’s observations that microglia re-colonisation of the 

brain parenchyma through clonal expansion, as well as the parallel need for 

apoptosis and cell egression to maintain microglial density at homeostatic levels 

(37,38). This view was later challenged by Eyo et al. who instead suggested 

microglia translocation was the major factor contributing to brain landscape changes 

on a daily bases, rather than coupled proliferation-apoptosis, due to the marked 

difference between proliferation rates and landscape rearrangements they observed 

(39).  

Thus, to date the actual rate of microglial self-renewal is still a matter of debate 

(34,36), as well as the exact mechanisms that regulate microglial proliferative or 

quiescent states. Zhan and colleagues highlighted that conditional deletion of IKKβ 

(one of the two kinases involved in nuclear factor kappa- light- chain- enhancer of 

activated B cells (NF-κB) activation (40)) caused a significant impairment in 

microglial density following ablation, highlighting the necessity of NF-κB signalling in 

the early phases of microglia re-population of the brain (38). This finding was an 

important addition to the previous understanding of microglial density regulation, 

which had mostly focused on the role of neuronal-derived CSF-1 and IL-34 (41,42), 

as well as on the importance of IL-1 signalling as described by Bruttger (31). More 

recently it was reported that P2Y12R did not appear to influence repopulation and 

maturation of newly born microglial cells (43), despite its role of on baseline 

translocation of microglia (39). Instead, Harley et al. outlined a possible function of 

microglial-derived brain-derived neurotrophic factor (BDNF) in the positive regulation 

of microglial density in homeostatic condition as well as following CNS insult, 

suggesting that this could be due to an autocrine mechanism involving NF-κB 

pathway (44). Despite these advancements, further work is required to further clarify 

which pathways regulates microglia renewal in the adult brain.  

Interestingly, the molecular signature of newly born microglia was found to resemble 

the one of early post-natal cells described by Matcovitch-Natan et al. (23), although 

they appeared to return to a mature homeostatic signature within 14 days of 

repopulation (38). Contrasting with Zhan’s results, morphological evaluation 

performed by Mendes and colleagues highlighted a hyper-ramified morphology 

exhibited by new-born microglia up to a month following depletion, suggesting that 

YS-derived microglia and cells generated in the adult brain after repopulation may 

present subtle difference still to be clarified (43). The lack of a visible amoeboid 
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state in early phases of repopulation, as well as the ability of the new cells to quickly 

start to perform baseline brain surveillance characteristic of microglia cells (43), 

despite the changes in gene expression (38), led Mendes and Majewska to suggest 

that in the adult CNS microglia morphology may be dissociated from their molecular 

phenotype and that epigenetic mechanisms could partially account for this 

phenomenon (45). 

 

1.1.3. Role of microglia in physiological and pathological 
conditions 

As previously mentioned, microglia are the brain resident macrophages. It is now 

accepted that these cells play a crucial role both in the developmental brain and in 

the adult CNS and in the past years deregulation of microglial homeostasis has 

been linked to multiple diseases. The following sections will briefly explore some of 

the main roles of microglia in the healthy CNS (for a complete review see (2,46)). A 

more detailed account of microglia in AD will be provided in section 1.2.3. 

 

1.1.3.1. Immune surveillance and phagocytosis in the adult brain 

The long-accepted concept of “resting” microglia was challenged in 2005, when 

Nimmerjahnet al. and Davalos et al. concurrently demonstrated that even in an 

healthy brain microglia are constantly surveying the parenchyma with their 

processes, which were shown to extend and contract at an average rate of 

~1.47 μM/minute (47,48). A recent study by Madry and colleagues demonstrated 

that tonic activity of the TWIK-related Halothane-Inhibited K+ (THIK-1) channel is 

essential for the maintenance of microglial surveillance activity (49).  

These extremely dynamic processes are essential for the maintenance of CNS 

homeostasis, since they allow microglia to detect debris, protein aggregates, 

pathogens and injury sites despite their fairly static soma. Through their processes, 

microglia interact with other brain cells as well as with blood vessels (50,51). 

Microglia have also been shown to constitutively express low levels of Major 

Histocompatibility Complex class II (MHC-II), as well as to upregulate various 

markers of antigen presentation such as MHC-I and MHC-II, CD40, CD80, CD86, 

proving their ability to activate T cells in pathological contexts (52).  

https://en.wikipedia.org/wiki/Major_histocompatibility_complex
https://en.wikipedia.org/wiki/Major_histocompatibility_complex
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Interestingly, microglia are known to follow a mosaic-like distribution across the 

parenchyma (35,37), with cells in the neocortex located roughly 50-60 μm apart (47) 

so that each cell is responsible for the monitoring of a fairly limited territory. Their 

tiled disposition is maintained after cellular proliferation, when new-born cells have 

been shown to migrate ~40 μm away from their mother (34). However, an increase 

in microglial density, concurrent to a decrease in process motility, was described in 

aged mice, suggesting a link between these observations and the progressive 

decline of brain homeostasis with aging (53).  

Following recognition of pathogens or distress signal from surrounding cells, 

quiescent microglia rapidly become “activated” and react to the stimulus by 

releasing cytokines and other inflammation mediators such as reactive oxygen 

species (ROS) or nitric oxide (NO) (2), as well as through phagocytosis. This 

process consists in the receptor-mediated engulfment of relatively large particles 

(≥0.5 μm) that are then digested in specialised acidic compartment 

(phagolysosomes) (54). In neurogenic areas of the adult brain, TAM receptors (55) 

(in particular Axl and Mer) are essential for effective clearance of apoptotic cells 

following recognition of their ligands, Gas6 and Protein S (56). Recent work by Li et 

al. identified a subset of microglia, which the authors named 

“proliferative-region-associated microglia” (PAMs), in the white matter, where they 

were seen to specifically phagocyte apoptotic oligodendrocytes (57). 

One of the main phagocytic receptors in microglial is the triggering receptor 

expressed on myeloid cells 2 (TREM2), which has also been involved in Alzheimer’s 

Disease (AD) (58,59). TREM2 has been shown to stimulate microglia phagocytic 

activity without parallel inflammation (60). Instead, downregulation of TREM2 

caused an increase in TNF-α and nitric oxide synthase-2 (NOS2) transcription in 

vitro, highlighting the importance of this receptor for the maintenance of an 

immunosuppressive CNS microenvironment following homeostatic clearance of 

cellular debris (60). A later study by Hsieh et al. clarified that specific 

TREM2-dependant phagocytosis of apoptotic neurons is facilitated by the 

upregulation of TREM2-ligand on these cells (61).  

Conversely, recognition of pathogen-associated molecular patterns (PAMPs, such 

as LPS) or danger-associated molecular patterns (DAMPs, including amyloid β (Aβ) 

in AD) by Toll-like receptors (TLRs) leads to activation of pro-inflammatory pathways 

(62,63). These receptors have been shown to be upregulated in the brain of AD 

patients, in particular in plaque-associated microglia (both in human and mouse), 
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and their contribution to AD pathogenesis has been proven controversial, as 

reviewed in (64).  

Fc Receptor- (FcRs) mediated phagocytosis involves both Rac and cdc42, two Rho 

family GTPases of particular interest in this thesis due to their role in the WAVE 

Regulatory Complex (WRC) as discussed in section 1.3.1. This particular type of 

phagocytosis is enhanced by recognition of immunoglobulins (IgGs) coating the 

target particles. The FcRs are expressed at extremely low levels on microglia in 

homeostatic conditions, but can be upregulated in the presence of pathological 

insults(65). Conversely, phagocytosis mediated by complement receptor type 3 

(CR3) recognises C3b-opsonised targets (66). This mechanism is especially 

important for synapse refinement during development (67,68) (as it will be discussed 

more in detail in the next session), and it has been involved in synaptic stripping in 

AD (69). 

 

1.1.3.2. Microglia and CNS development: neurogenesis, axonal growth 
and neurotransmission  

In the pre-natal stage, microglia are essential for the correct establishment of the 

neuronal network in the developing brain. A first crucial step is the clearance of 

dying neuronal progenitor cells that, after a first wave of proliferation, undergo 

programmed cell death (70,71). Moreover, microglia have been shown to actively 

promote apoptosis induction in Purkinje cells in the developing cerebellum (70). 

Even in the post-natal brain, microglial phagocytic activity is required for the correct 

development and differentiation of neurons in the subgranular layer of the 

hippocampus (72). Microglia are also responsible for insulin-like growth factor 1 

(IGF-1) secretion, which is fundamental for cortical neurons survival (73).  

Long-term potentiation (LTP) of post-synaptic neurons is dependent on the 

concerted action of AMPA and N-methyl-D-aspartate receptors (AMPARs and 

NMDARs, respectively) in response to glutamate release from the pre-synaptic 

terminal (74). Microglial-dependant secretion of BDNF regulates AMPAR and 

NMDAR expression on neurons, thus playing a crucial role in learning-induced 

synaptic plasticity (75). Microglia also secrete Tumour Necrosis Factor α (TNFα), 

which has been seen to control AMPARs trafficking (76,77). For these reasons, 

Cx3cr1-deficient mice were shown to present impaired LTP, with consequent deficit 

in motor learning and spatial learning and memory (78). Interestingly, 
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CD200-deficient mice, that presented more activated microglia due to the loss of 

CD200-mediated homeostatic signal, also showed LTP impairment (79). 

Multiple studies have also proved that microglia are essential for synapse 

refinement. Microglia involvement in synaptic pruning had been surmised since 

Davalos’s and Nimmerjahn’s studies (47,48), followed by observations of synaptic 

stripping after microglial activation by Trapp et al. (80). Wake and colleagues were 

among the first to concretely report interactions between microglia and synapses 

through two-photon imaging and electron microscopy experiments, demonstrating 

that a reduction in the length of microglial contact with synapses correlated with 

lower neuronal activity (81). Similar observations were described by Tremblay and 

colleagues in the visual cortex (82). Later work form Squarzoni et al. demonstrated 

that Cx3cr1 deletion caused severe impairments in synapse pruning and maturation 

(83), confirming earlier reports of electrophysiological alterations caused by impaired 

synaptic maturation in Cx3cr1-KO mice (84). Through the use of knock-out mice, it 

has been recently demonstrated that TREM2 is essential for synaptic stripping 

during development (85). Coherent with a crucial role of microglial phagocytic 

activity in synaptic pruning, this process has been shown to also be impaired 

following the loss of CR3, due to the observation that C3 is used as a molecular tag 

to mark synapses destined to be removed (67). This confirmed previous 

observations of a similar function ascribed to C1q in the visual cortex (68). More 

recently, CD47 has been shown to represent a “don’t eat me” signal, specifically 

protecting more active synapses in order to ensure microglial-dependent removal of 

the weaker ones (86).  

Finally, microglia have been implicated in the regulation of axon fasciculation (the 

process through which developing axons form bundles) in the corpus callosum 

through the adaptor protein DAP12 (87). Microglial DAP12 is also involved in the 

modulation of dopaminergic axons outgrowth and in the positioning of cortical 

interneurons in conjunction with Cx3cr1 (83). It has been suggested that activated 

microglia can inhibit axonal growth in a contact-dependent manner through the 

expression of repulsive guidance molecule a (RGMa) (88).  
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1.1.4. Maintenance of microglial homeostasis 

1.1.4.1. Microglial homeostasis 

Alterations in microglial gene expression profile have been observed mere hours 

after microglial isolation due to the loss of microenvironment-dependent signals (89), 

although Bohlen et al. showed that it is possible to revert these changes by 

transplanting microglia from short-term cell cultures to genetically microglia-depleted 

P0-P2 brains (90), thus confirming the necessity for niche-related cues in order to 

maintain microglial identity.  

A first level of control is exerted by neuronal electrical activity, which has been seen 

to inhibit MHCII expression on the surrounding glial cells (91). Imperative for 

microglia homeostasis is also the impact of specific circuits involving transcription 

factors such as Sall1, that in 2016 was shown by Buttgereit and colleagues to be 

responsible for silencing genes involved with inflammatory response (92). Similarly, 

Deczkowska et al. demonstrated a role of myocyte-specific enhancer factor 2C 

(Mef2C) in the downregulation of microglial activation, lost in aging due to prolonged 

exposure to IFN-I (93). Two other major regulators of microglial quiescence have 

been identified in CD200/CD200R and Cx3cl1/Cx3cr1 (94,95).  

Microglia are the only cells in the brain to express CD200R, which interacts with 

ligand present on the membrane of neuronal and macroglial cells (96,97). A first 

report of the importance of the CD200-CD200R axis came by Hoek et al., who 

observed a reduction in microglia ramification, concurrent with upregulation of 

baseline levels of CD11b and CD45, in CD200-deficient mice, suggesting a more 

reactive state of these cells (94). Since then, a decline in CD200 levels, 

accompanied by an increased expression of pro-inflammatory genes, has been 

reported in the substantia nigra and the hippocampus in the aged brain (98,99). 

Similarly, CD200 downregulation has been noted in AD patients (100) and in mice 

challenged with Aβ (101). In rats, the administration of CD200 fusion protein in the 

hippocampus caused a decrease in microglia activation as well as an amelioration 

of LTP deficits associated with aging and LPS-treatment (102) supporting previous 

observations. 

Cx3cl1 can instead be either expressed on the membrane of neuronal cells or be 

secreted by neurons in the surrounding space, but – similarly to CD200 – leads to 

inhibition of microglial activation following recognition by Cx3cr1 (95,103). This axis 

has been reported to be impaired in aging as well as in the presence of AD-like 
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pathology (104–106) and microglia from Cx3cr1-KO mice were found more sensitive 

to  systemic LPS challenge (107). An in vivo study by Rogers et al. employing 

Cx3cr1-deficient mice demonstrated the presence of dose-dependent cognitive 

deficits associated with impaired hippocampal functionality, ascribed at least in part 

to elevated expression of IL-1β (78). In agreement, Cribbs and colleagues reported 

a reduction in neurogenesis in the hippocampus of aged mice following age-related 

downregulation of Cx3cl1 (106). 

However, one of the most studied factors involved in the maintenance of microglial 

homeostasis is TGF-β. Initial in vitro studies by Paglinawan and colleagues reported 

reduced transcriptional changes in microglial culture following TNF-α/IFN-γ 

stimulation in the presence of pre-treatment with TGF-β (108). Coherently, Butovsky 

et al. identified several genes representing a “freshly-isolated” microglial signature 

(including Tmem119, P2ry12 and Siglech), which appeared quickly downregulated 

in culture unless TGF-β was added to the media (109). Later work by Bohlen and 

colleagues further clarify microglial requirements for culturing, recognising the 

importance of IL-34, M-CSF, TGF-β and cholesterol in the maintenance of microglial 

homeostatic phenotype (90).  

 

1.1.4.2. Microglia activation 

Davalos et al. demonstrated that microglia quickly respond to traumatic injury by 

extending their processes towards the injury site within minutes (48). Activated 

microglia then proceed to acquire an amoeboid morphology, characterised by short 

and thick processes and enlarged soma (110). These phenotypical changes are 

reflected by alterations in the expression of surface markers accompanied by the 

release an array of different cytokines, chemokines and/or trophic factors, 

depending on the nature of the stimuli.  

For decades, activated microglia have been categorised in a “M1” (neurotoxic) or 

“M2” (anti-inflammatory and thus neuroprotective) type, in a similar manner to other 

macrophages. This classification was mostly based on the observation of a 

combination of morphology and surface markers expression (111). For instance, 

“M1” microglia are supposed to be characterised by the release of pro-inflammatory 

mediators such as TNFα, IL-6 and IL-1β, as well as by the expression of NADPH 

oxidase, iNOS and MHCII, whereas “M2” cells secern IL-10 and TGFβ, growth 

factors and neurotrophic factors (111). While the M1/M2 paradigm is still in use, the 

increase in transcriptomic studies observed in the last decade has highlighted the 
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severe limitations of this approach (112). An expanding body of evidence supports 

the idea of extreme microglial heterogeneity both in homeostatic conditions and 

upon stimulation (89,113–117), which will be discussed more in details in section 

1.1.5 and 1.2.3. 

Following activation, microglia respond by migrating towards the site of the insult in 

a matter of minutes, as shown by two-photon laser injury experiments (48). 

Microglial migration is mediated, among other factors, by purines released by other 

brain cells during and after an insult (118,119) and detected by a number of 

purinergic receptors, including P2Y12 (120). While this receptor is not involved in 

basal “resting state” dynamics, it appears instead to be crucial for microglia 

movement following alterations of brain homeostasis (120). Other chemoattractants, 

including astrocyte-derived chemokines, can stimulate microglial chemotaxis 

through signals that converge on intracellular calcium pathways (121), which in turn 

regulate the formation of podosomes (122).  

Another noteworthy consequence of microglial activation is reactive microgliosis, 

defined as an increase in number following a pathological stimulus. Upon 

stimulation, microglia undergoes a phase of elevated proliferation, leading to 

microgliosis (26). This in tun  causes deep alterations of the tiling pattern usually 

exhibited by microglia in homeostatic conditions (35,37).  

 

1.1.4.3. Interplay among glial populations  

Multiple studies have highlighted the deeply interconnected nature of cells in the 

brain. Thus, while neuronal- and astrocyte-derived signals are crucial for 

maintenance of microglia in quiescent state, this is not an unidirectional relationship.  

For instance, microglia release IL-1β, IL-6 and NO, which are essential for astrocyte 

proliferation and maturation during brain development (123–125). In addition, 

microglia contribute to astrocyte activation, which – in a similar way to microglia – 

can acquire either an “A1” (neurotoxic) or “A2” (neuroprotective) phenotype. IL-1α, 

C1q and TNF-α secreted by activated microglia have been shown to be sufficient to 

induce a shift towards an A1 phenotype (126). This in turn leads astrocytes to lose 

their homeostatic synaptogenic and phagocytic functionality and cause death of 

surrounding neurons and oligodendrocytes (126). Moreover, activated microglia 

secrete ATP, which recruits more astrocytes and induces glutamate release by 

these cells (127). Glutamate stimulates neuronal activity and, if prolonged, can 
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cause neuronal damage by excitotoxicity due to the over-stimulation of NMDARs 

and the consequent abnormal influx of Ca2+ ions in post-synaptic neurons (128).  

On the other hand, the ability of microglia to scan the parenchyma and extend their 

processes or migrate towards injury sites or distressed neurons is at least in part 

mediated, as discussed before, by purines. Astrocytes are not the sole cell 

responsible for ATP release, however Davalos et al. reported a reversible 

downregulation of microglia response following inhibition of connexin channels (48), 

particularly enriched in astrocytes (129). Following this observation, Haynes et al. 

suggested a role of astrocytes as crucial mediators between damage and microglia 

response to β-amyloidosis (120). Moreover, astrocytes-derived TGF-β can increase 

C1q expression in neurons, tagging them for microglial clearance (130), while 

astrocytic IL-33 regulates microglia-mediated synapse engulfment (131). 

Interestingly, microglia have also been seen to interact with oligodendrocytes both 

during development and in the adult brain. Microglia were found responsible for the 

correct development of oligodendrocytes progenitors and following myelination 

process, as well as for the maintenance the progenitor pool in the adult stage (132).  

In agreement, Wlodarczyk and colleagues identified a CD11c+ subset of microglia 

enriched in primary myelinating areas during development and essential for the 

correct completion of primary myelination (133). 

These are only a few examples of the delicate equilibrium maintained in the brain. 

However, it is possible to appreciate the extent of potential repercussions on both 

physiological and pathological brain environment in case of a severe impairment of 

microglia activity. Fine regulation of microglial homeostasis is therefore critical both 

in developmental and adult brain.  

 

1.1.5. Microglia heterogeneity and sexual dimorphism  

1.1.5.1. Spatial heterogeneity 

Evidences of diverse microglial distribution and morphology in various brain regions 

emerged as early as in 1990 (134). Verdonk and colleagues developed an 

automatic imaging system and quantified ramification complexity and covered 

parenchyma area for microglia in different brain regions. This highlighted, in the 

cerebellum, the presence of microglia characterised by a small soma and low 

arborisation complexity (135). Instead, microglia located in regions devoid of a 
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complete BBB, such as the subventricular zone or the circumventricular organs, 

exhibited an amoeboid morphology in healthy adult mice (134,136,137). As well as 

morphological difference, microglia residing in different brain regions also displayed 

variable surveillance ability, which was shown to be reduced in the cerebellum 

(138), while microglia in the brain cortex reacted faster to ATP injection compared  

The advent of single cell transcriptomic (scRNAseq) brought with it an increased 

awareness of microglial heterogeneity. What had been till then considered as a fairly 

homogeneous entity – despite a growing body of literature suggesting that microglial 

subsets differ not just in regards to morphology by also to cell turnover or 

immunoregulatory proteins expression (35,37,139–142) – revealed itself to instead 

comprise multiple subpopulations, each characterised by distinct morphological, 

molecular and therefore functional signatures (143–147). 

Given the impact of neuronal and astrocytic feedbacks on microglia, as discussed in 

the previous section, it is hardly surprising that diverse niche-specific requirements 

were found to influence microglia (142). Tay et al. suggested that the difference in 

microglial renewal among different brain regions was likely to be functionally 

relevant, based on the observation of analogous rates of turnover in other cell types 

(37). Genome-wide analysis highlighted the presence of a higher energy metabolism 

and a more immune-alerted nature of microglia in the cerebellum, and in lesser 

measure in the hippocampus, compared to the cerebral cortex and the striatum 

(142). Coherently, Ayata et al. identified morphological and gene expression 

markers of phagocytic activity in cerebellar microglia, which the authors ascribed to 

the higher levels of neuronal death in the cerebellum (and therefore increased need 

for debris removal) (148). In another study, Hammond and colleagues investigated 

regional diversity across different stages of brain development and aging, as well as 

in pathological conditions (specifically, in a mouse model of demyelination) (146). 

The authors reported a region-specific expression of Secreted Phosphoprotein 1 

(Spp1), which resulted restricted to the subcortical axon tracts of the corpus 

callosum in the forebrain and in the axon tracts of the cerebellum in the pre-

myelinated brain (146). Spp1+ microglia presented an activated phenotype and 

were enriched in genes associated to phagocytic activity, which led to speculations 

regarding their involvement in material engulfment during axonal growth and 

fasciculation in the early postnatal brain (P4/P5) (146). De Biase and colleagues, 

while analysing microglia in the basal ganglia, identified a set of genes – including 

microglia enriched genes such as Csf1r, Cx3cr1, Tmem119, P2ry12 and Trem2 – 

which were conserved among different regions, most likely due to their role in 
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microglia homeostasis and core immune functions (143). On the other hand, region-

specific subsets differed for their expression of genes connected to mitochondrial 

and lysosomal functionality, metabolism and oxidative stress, which reflected on 

microglial functionality and morphology (143). Li et al. instead did not observe 

significant region-specific variability in adult microglia, suggesting that Ayata’s 

results may have been connected to Tmem119low/- microglia excluded by their 

analysis, while previous report from Grabet et al. may have been biased by the 

inclusion of non-microglial CD11b+ cells (57).  

 

1.1.5.2. Microglia and aging 

Another factor that clearly emerged as a crucial determinant of microglial 

heterogeneity was aging, albeit different works reported contrasting findings. For 

instance, Matcovitch-Natan et al., whose observation of a stepwise developmental 

program was based on whole brain analysis, showed highly homogeneous microglia 

during development (23), potentially due to a bias introduced by the use of surface 

markers for the isolation of microglial cells before the transcriptomic experiments 

(57). A later study by Li et al.  however, described a notable heterogeneity in early 

post-natal microglia, with a particular focus presence of PAMs, a transient 

subpopulation associated to the white matter. The cells resembled the pattern of 

expression of microglia clustered around Aβ plaques, leading to the suggestion of a 

functional role of this subset in the clearance of dying oligodendrocytes or the 

creation of functional brain circuits (57). Hammond et al. confirmed Li’s report of an 

increased heterogeneity in the earliest stages of development, while they identified 

subpopulations of pro-inflammatory, interferon-responsive cells in the aged brain 

(146). Finally, Grabert and colleagues showed that, in aged mice, cerebellar 

microglial exhibited a marked increase in already elevated immune-response genes, 

while the opposite phenomenon occurred in the hippocampus, leading to an 

augmented similarity to other forebrain regions (142). Recent work from Masuda et 

al. employed a massively parallel scRNAseq approach to dissect multi-region 

differences across various developmental phases (E16.5, 3 weeks and 16 weeks) 

as well as pathological contexts and found that post-natal cells were enriched in 

homeostatic genes, including Tmem119, while embryonic microglia strongly 

expressed lysosome-related genes (145). While bulk- and scRNAseq studies have 

considerably increased our understanding of microglial biology, they do still present 
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notable limitations, in particular the variability in cell isolation protocols employed by 

different teams, which could account for the discrepancies discussed in this section.  

In 2013, Hickman and colleagues described for the first time what has been since 

then known as microglial “sensome” (116). This comprises a set of the 100 murine 

genes mostly expressed in adult homeostatic microglia and essential for their ability 

to sense the surrounding microenvironment. These include, among others, 

receptors for cytokines, chemokines, purines, Fc fragments and ECM, as well as 

proteins involved in inter-cellular interactions and transporters (116). The expression 

of these genes was reported to be lowered in a number of pathological conditions 

(149) as well as in aging (116). Among the genes downregulated during aging, 

Hickman et al. highlighted purinergic receptors (including P2yr12) as well as 

receptors involved in the recognition of apoptotic cells (e.g. Siglech). Taken 

together, these observations suggest that a reduced ability to interact with the 

microenvironment could contribute to an ineffective response to insults and 

accelerate neurodegeneration. However, in aging, the downregulation of purinergic 

receptors could be also seen as a defence mechanism aimed at limiting microglia 

activation following enhanced neuronal death in the aged brain (116). This 

hypothesis is supported by the maintenance of stable levels of phagocytic markers 

and genes involved in microbial recognition (116). Transcriptomic changes in aged 

microglia are also accompanied by parallel changes in morphology – namely an 

increase in cell body volume and a reduction of the ramification apparatus(150) –  

as well as in functionality, with a drastic decrease in their processes 

extension/retraction velocity (151).   

 

1.1.5.3. Sexual dimorphism 

One last known source of microglial heterogeneity – apart from the obvious 

health/disease comparison that will be discussed more in details in section 1.2.3 – is 

sex. We now know that autoimmune diseases, such as multiple sclerosis, as well as 

AD have a higher occurrence in females, while males are more affected by 

neurodevelopmental disorders (e.g. autism) (152). While genetics, hormones and 

environment play a role in this phenomenon, there is evidence of a direct 

involvement of microglial sexual dimorphism (152,153). This phenomenon is 

connected to the surge in testosterone production that in male rodents is seen 

during the late stage of pre-natal period (154), although chromatin remodelling 
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through DNA methylation and histone modifications have been implicated as well 

(153).  

A first difference has been observed in the number of cells present in adult 

(13-week-old) mice brain, with males consistently showing a higher number of Iba1+ 

cells, which also presented a bigger soma size, in hippocampus, cortex and 

amygdala (155). Similarly, Guillot-Sestier et al. described the identification of more 

amoeboid microglia in aged males, with consequent increase in their soma area and 

reduced overall area (156). Results were more variable in the amygdala and the 

hippocampus of 3-week-old mice, while striatum and cerebellum did not appear 

affected at either age (155). In a previous study, instead, Hanamsagar et al. 

reported the presence of a more complex arborisation apparatus in baseline 

conditions in the CA3 region of the hippocampus in P60 males, and only observed 

morphological (and transcriptional) changes after intraperitoneal injection of LPS in 

animals of this sex (157).  

Moreover, cells from male animals displayed higher levels of MHCI and -II in the 

cortex and the hippocampus and exhibited higher responsivity to ATP stimulation in 

cortical slices (155). Variable results were reported regarding sex impact on 

phagocytic activity based on age and disease status: Guneykaya and colleagues did 

not determine any significant difference in the healthy adult brain after P17 (155), 

whereas Guillot-Sestier et al. employed a model of AD and reported a significantly 

impaired phagocytosis in aged females. Weinhard et al. also observed a faster 

increase in volume and CD68 expression (which the authors employed as an 

indirect marker of phagocytic potential), followed by a corresponding faster 

reduction, in female microglia two weeks after birth (158).  

Other functional differences still to clarify may include reduced lifespan of male 

microglia as well as an increase in their motility (due to higher levels of P2Y12 

receptor on males, which could increase their ability to migrate) and immune 

response as seen by increased baseline levels of S100a8 (which has been linked to 

TLR4-dependent regulation of proinflammatory mediators (159)) (155). Conversely, 

Thion et al. reported  higher expression of S100a8, and overall of genes involved in 

immune response – in females (160). Villa et al. demonstrated an increased 

expression of NF-κB-related genes in males, which resulted more prone to 

activation than females (161).  

Discrepancies in activation status of microglia among studies could be explained by 

the employment of different protocols for cell isolation, as discussed before, but also 
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by the exposure of animals to non-identical microbiomes, which Thion and 

colleagues showed to differently impact microglial in a sex-related way (160). 

Therefore, while consensus has been reached regarding the presence of sexual 

dimorphism in microglia, the effective impact of sex-driven divergence on microglia 

biology need further clarification and it is thus imperative to include animals of both 

sexes in future studies. 

 

 

1.2. Alzheimer’s Disease 

According to the 2019 World Alzheimer Report, over 50 million people are estimated 

to live with dementia across the globe, expected to increase to 152 million by 2050 

(162).  

Described for the first time by Alois Alzheimer in 1907 (163), Alzheimer’s Disease 

(AD) currently account for at least 60-70 % of the total dementia cases, affecting 

approximately 10 % of the population aged ≥65 years (164). In the pre-clinical stage, 

patients manifest mild memory impairment, a reflection of initial changes in the 

cortex and hippocampus. This phase can last for years, but patients eventually start 

manifesting loss of concentration and memory associated to disorientation and 

mood changes, often accompanied by depression. Symptoms progress in parallel to 

the disease spreading across the cortex, with severe worsening of memory loss as 

well as increased impulsivity and speech difficulties. In the late-stage, patients are 

often bedridden and eventually die due to complications related to severe 

impairment of daily functions (165). To date, AD is uncurable and the only two 

classes of FDA-approved drugs – cholinesterase inhibitors, prescribed in the early 

stages, and NMDA antagonists, for patients with advanced AD – can only 

temporarily improve symptoms (165). In 2021, the Food and Drug Administration 

(FDA) granted accelerated approval for Aduhelm (aducanumab) . This human 

monoclonal antibody is reportedly able to reduce amyloid PET signal in a dose- and 

time-dependant manner (166). However, to date the only available data available on 

the outcome of Aduhelm treatment are controversial and the real efficacy of this 

drug is yet to be determined (167). 

 



21 
 

1.2.1. Aetiopathogenesis of AD  

The two main pathological hallmarks of AD are Aβ plaques and neurofibrillary Tau 

tangles (NFTs), which are often accompanied by diffuse gliosis and synaptic loss 

(165). 

 

1.2.1.1. Amyloid-β plaques 

Aβ is generated by a two-step cleavage of the transmembrane amyloid precursor 

protein (APP), as shown in Figure 1.2. In the nonamyloidogenic pathway, the first cut 

is operated by α-secretase. This produces an extracellular domain (APPsα), which 

gets released, and the α-CTF, retained in the membrane. This fragment is then 

cleaved by a second enzyme, γ-secretase, which produces a 3 kDa fragment (p3) at 

the N-terminus, released outside the cells, and a cytoplasmatic APP intracellular 

domain (AICD) (168). In the amyloidogenic pathway, however, the first cut is operated 

by a β-secretase, with the consequent formation of an APPsβ ectodomain and a 

transmembrane β-CTF carboxy-terminal fragment, available for further processing via 

γ-secretase (168). This pathway can generate Aβ peptides of variable length (38 to 

43 amino acids), however the most abundant species are Aβ40 and Aβ42, which is 

the most hydrophobic and thus fibrillogenic (169).  

The ratio between Aβ42:Aβ40 is significantly increased in AD patients, while the 

clearance results reduced (170). Thus, according to the Amyloid Cascade 

Hypothesis, amyloid plaques are generated by progressive aggregation of Aβ 

monomers into various species of oligomers. These are considered the most toxic 

form of Aβ for multiple reasons reviewed in (171), including their ability to inhibit LTP 

and decrease synaptic spines (172,173). Oligomers, in turn, are prone to further 

aggregate into protofibrils, that eventually become long enough to form insoluble 

fibres (164).  
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Figure 1.2 Schematic representation of APP processing.  

The nonamyloidogenic pathway of APP processing(left) involves two successive cuts, 

operated by α- and γ-secretase, in order. Instead, in the amyloidogenic pathway (right) the 

first cut is performed by a β-secretase. Both processes generate soluble extracellular 

domains (APPsα and APPsβ) and intracellular fragments (AICD) at the C-terminus. 

However, in the nonamyloidogenic pathway, the cleavage by γ-secretase leads to the 

formation of Aβ peptides, that can then accumulate in the extracellular space. Image 

adapted from (168) and generated with BioRender.com. 

 

1.2.1.2. Neurofibrillary Tau tangles 

NFTs, the second major hallmark of AD, are caused by pathological alterations in 

the Tau protein. This is normally involved in microtubules stabilisation and regulation 

of axonal transport. However, in pathological conditions hyper-phosphorylated Tau 

(pTau) can detach from microtubules, causing neuronal disfunction and 

accumulation of Tau aggregates  (174). Accumulation of pTau in the neocortex has 

been proven to better correlate to AD progression compared to β-amyloidosis (175). 

The MAPT gene, encoding for Tau, can originate up to six different isoforms due to 

alternative splicing. In particular, the so called 3R and 4R are characterised by the 

presence of either 3 or 4 microtubule-binding repeats at the C-terminus (176). 

Alterations of the ration 3R:4R from the physiological 1:1 has been observed in the 

brain of AD patients (174). However, the real impact of this ratio is still unclear. A 

recent study has shown that increase in 4R in a mouse model of tauopathy 

exacerbates pathological hyperphosphorylation (177). Notably, excitatory neurones 
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are particularly sensitive to Tau-induced death (178) due to their increased activity, 

which has been shown to concurrently increase Tau release (179). This is  

 

1.2.2. Genetic risk factors  

AD cases can be classified in early-onset (EOAD) and late-onset (LOAD) based on 

the age at the diagnosis: symptoms manifestation before the age of 65 classify as 

early-onset (165). It is estimated that EOAD accounts for a very small percentage of 

cases (approximately 1 %) and it is connect to highly penetrant familial autosomal 

dominant mutations (fAD) in three genes: APP, Presenilin 1 (PSEN1) or Presenilin 2 

(PSEN2), which encodes for subunits of the γ-Secretase complex (180–182). 

Mutations in these last two genes are considered responsible for an increased 

production in Aβ42 (183) and their identification contributed to the success of the 

Amyloid Cascade Hypothesis over the past decades. However, anti-Aβ therapies 

and β- and γ-secretase inhibitors have been repeatedly proven unsuccessful in AD 

treatment, challenging the validity of such a model (184). 

LOAD accounts for the majority of AD cases and presents an estimated 

approximately 70 % of heritability (165). Patients manifest clinical features mostly 

overlapping with those of EOAD but they develop symptoms after the age of 65 

(165). Genetics underlying LOAD risk are extremely complex and have not been 

fully unravelled yet. The most well-known risk gene in LOAD is Apolipoprotein E 

(APOE), which presents three polymorphic alleles – ε2, ε3 (considered the common 

allele) and ε4 – each associated to different risk levels (165,185). In particular, the 

ε4 allele is associated with the highest AD risk in a dose-dependent manner (186). 

Conversely, ε2 appears to exert a marginally protective effect. ApoE is believed to 

contribute to lipid transport in the brain (187), however after decades of studies the 

mechanisms underlying its role in AD are still far from understood. Notably, 

Kraseman and colleagues suggested that APOE acts in collaboration with TREM2 

to suppress TGF-β signalling, leading to the upregulation of genes characteristic of 

the Disease-Associated Microglia (DAM)  signature (which will be discussed in the 

next section) (188). 

In the past years, the advent of genome-wide association studies (GWAs) led to the 

identification of over 40 risk loci for common variants (minor allele frequency [MAF] 

> 0.01) (189) (Figure 1.3). These are often characterised by small effect size (apart 

for those in APOE) and are preferentially found in intergenic or intronic regions 
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(190), increasing the challenges involved in understanding the underlying molecular 

mechanisms (191). Despite this, almost 60 % of genetic variance in sporadic AD is 

unaccounted for (192). It is likely that at least part of this variability is linked to rare 

coding variants ([MAF] ≤ 0.01), whose identification has proven more challenging 

due to the need of extremely large samples to account for the decrease in power of 

association test concurrent to that of the MAF value for that variant. However, rare 

variants preferentially affect protein-coding regions of the genes, which can facilitate 

their modelling in silico and in vitro in order to develop novel therapeutic approaches 

(193).  

Among the first identified common variants were those within CR1, CLU and 

PICALM loci (194,195). Of particular interest, CR1 is the main receptor for the 

complement factor C3b (196) and binds to C1q, which has been shown to be 

upregulated in the presence of Aβ (197–200).Thus CR1 is crucial for Aβ uptake by 

microglia (198). Two AD-risk variants mapped in this locus result in low CR1 

expression in the brain but higher expression on monocytes (201). Other risk 

variants of interest have been identified in the SPI1 gene, which codes for the key 

microglial transcriptional factor PU.1 (202). These have been mapped within PU.1 

binding sited as well as in miR-569 binding site on SPI1, which would suggest an 

effect on gene expression (202). In particular, PU.1 binds, among others, TYROBP, 

MS4As, INPP5D, TREM2, and CD33 (202): thus, alterations in its levels could lead 

to severe repercussion for microglia homeostasis. 

Several rare variants have been identified in genes involved in microglia biology. For 

instance, multiple variants have been identified in TREM2 and appear to cause an 

increased risk of AD due to a partial loss of function of this receptor, which in turns 

impacts microglial phagocytosis and alters microglial gene expression (203–207). 

Variants in CD33 (expressed exclusively by microglia in the brain (208) and involved 

in their phagocytic activity (209)) were originally identified by early GWAS studies 

and resulted associated with alternative splicing and reduced CD33 expression 

(210). However, they did not reach genome-wise significance in recent meta-

analyses (211). A protective variant has been identified in PLCγ2, which in the brain 

is predominantly expressed by microglia (192). This gene encodes for an enzyme 

responsible for Phosphatidylinositol 4,5-bisphosphate (PIP2) cleavage into the 

secondary messengers Inositol trisphosphate (IP3) and diacylglycerol (DAG) and is 

essential for the activation of NF-κB and MAPK pathways (192). In the same work, 

the S209F variant in Abi3 was identified (192), leading to the commencing of this 

study. 
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It is therefore apparent that AD is a complex, polygenic disease (212). While 

individual disease-associated alleles only marginally contributes to disease risk, 

taken together they can provide a useful tool for the prediction of AD susceptibility. 

The development of a tool to analyse polygenic risk score (PRS) currently allows the 

evaluation of an overall risk score that comprises all the identified SNPs across the 

entire genomes, weighted according to their estimated effect size (213). Escott-Price 

and colleagues proved that the combined use of PRS together with predictors such 

as APOE, gender and age provides a model with a predictive ability of 

approximately 78% (212). In the case of individuals with more than 2 standards 

deviation from the PRS, the distinction between low and high PRS reaches an 

accuracy of up to 90% (214). Hence, PRS represents an enormous advantage when 

trying to identify individuals in high risk group during the earliest stages of life. 

 

 

Figure 1.3 Manhattan plot of the results of a metanalysis for genome-wide association 
in Alzheimer’s disease.  

Loci with genome-wide significance are reported on the plot, with the newest identified ones 

highlighted in pink. Variants with p-value below 1 x 10-36 are not shown. The top dotted line 

represents genome-wide significance level (p=5 x 10-8), while the bottom dotted line 

indicates the suggestive significance level (p= 1 x 10-5). ABI3 is indicated by the yellow 

arrow. Adapted from (215). 
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1.2.3. Neuroinflammation and role of microglia in AD 

The first report of a glial involvement in Alzheimer’s Disease (AD) goes back to 

Alzheimer’s original paper, dated 1907 (163). However, it was not until the second 

half of the 20th century that more detailed accounts of microglia association with 

Amyloid β (Aβ) plaques began being published (216–219). The relatively recent 

interest of the scientific community on this subject was sparked by a series of 

publications that reinforced the idea of a crucial – albeit still controversial – role of 

the brain immune system in AD pathogenesis (58,59,220,221).  

Microglia activation contributes to early response to amyloid deposition through the 

secretion of high levels of IL-1β in order to stimulate astrocytes (222). Nlrp3 

inflammasome is essential for the activating cleavage of IL-1β operated by caspase-

1 following Aβ phagocytosis (223). Using both Nlrp3- and Casp1-deficient mice 

crossed to a model of familial AD, in 2013 Heneka and colleagues demonstrated 

that the inhibition of this pathway led to better performance in the Morris Water 

Maze and the Novel Object Recognition test (220) (two well-established memory 

paradigms used to assess spatial and recognition memory (224,225)). The lack of 

Nlrp3 or caspase-1 also resulted in a marked reduction of amyloidosis in both the 

cortex and the hippocampus of these mice, ascribable to a concomitant increase in 

microglia phagocytic activity (220).   

Following the identifications of TREM2 variants connected to an increased risk of 

AD (58,59), Wang et al. further investigated the mechanistic basis of these 

observations (226). They found that the lack of this transmembrane receptor, 

typically present on the surface of myeloid cells (including microglia in the brain 

(227)), aggravated Aβ accumulation in the brain. As the authors demonstrated, this 

was due to a link between TREM2 ability to bind specific lipids, associated with Aβ 

deposits and dead cells, and microglial migration towards Aβ plaques, which was 

severely impaired in TREM2 deficient mice (226,228). 

Expression levels of CD33 (a transmembrane lectin expressed on multiple immune 

cells including microglia (208)) were shown to be increased in post mortem samples 

of AD brains (229). However, higher expression of CD33 appeared to correlate with 

increased accumulation of Aβ due to CD33 negative impact on microglia 

phagocytosis (229). Similarly, Bradshaw et al. reported that human monocytes from 

individual bearing the CD33 risk allele showed a decreased uptake of dextran and 

Aβ42 when tested in vitro (230). Moreover, in the same study, the presence of the 

risk allele (rs3865444C) was shown to cause an increase in fibrillar amyloid burden 



27 
 

in the brain of patients (230). Instead, individuals bearing the rs12459419T variant 

exhibited increased Aβ clearance, which was related to the lack of the IgV domain, 

involved in CD33 functionality (230) as well as its purely intracellular localisation 

(with no mobilisation to the cellular surface observed even after stimulation) (231). 

This has been more recently ascribed to the identification of a negative modulation 

of TREM2 by CD33, supported by the observation of a loss of beneficial effects of 

CD33 ablation when TREM2 was also knocked-out (232). However, a following 

study on murine cell lines and primary mouse microglia showed no difference in 

phagocytosis between CD33-WT and -KO cells (209). Similarly, no difference was 

observed in a CD33-KO human pro-monocytic cell line following overexpression of 

murine CD33, whereas the expression of the long isoform of human CD33 

(preferentially generated by the risk allele) successfully inhibited phagocytosis (209). 

Therefore, mouse CD33 may not represent the correct surrogate for the study of 

CD33 role in AD and further work is required to confirm the putative interactions 

between CD33 and TREM2.  

In line with the previous findings, that suggest a beneficial role of neuroinflammation 

in AD, Chakrabarty and colleagues proved that the increase in IL-10-related proteins 

observed in AD brains (233) aggravates brain amyloidosis and memory deficits due 

to a combination of increased production of ApoE and reduced microglial 

phagocytosis of the plaques (234). Indeed, Il-10-/- mice showed markedly reduced 

amyloid burden, decreased synaptic loss and better performance during behavioural 

assessments (233).  

Conversely, it was demonstrated that mice lacking TNF-α type 1 death Receptor, 

crossed with a model of AD, presented reduced Aβ secretion and accumulation and 

microgliosis (235). These mice also displayed a decrease in neuronal death and a 

parallel amelioration of behavioural scores (235). In addition, Hong et al. showed 

that microglia are responsible for complement-mediated synaptic loss in the early 

stage of the pathology in J20 mice (overexpressing two human App mutations (236)) 

following accumulation of C1q and C3 on synapses (69). Inhibition of CSFR-1 in the 

adult brain, resulting in microglia ablation, did not affect Aβ deposition, but it led to a 

reduction in memory impairment and prevented neuronal and synaptic loss in 

5XFAD mice (237). In a more recent study employing the 5XFAD model, Sosna and 

colleagues inhibited CSFR-1 for a 3-month period starting from the age of two 

months (when neuritic plaque deposition begins in this model) and observed a 

marked reduction in intraneuronal amyloid, neuritic plaques and soluble oligomers 

(238). Likewise, Son et al. recently reported an amelioration of dopaminergic 
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signaling, parallel to a reduction in β-amyloidosis, following a 30-day-long inhibition 

of CSFR-1 (239). 

These sources of evidence seem to indicate a diametrically opposite effect of 

microglia action compared to the one discussed above. Moreover genetic ablation of 

either Cx3cl1 or Cx3cr1 also led to a decrease in Aβ deposition concurrent with 

increase in microglia activation and cytokine production (240,241). However, 

Cx3cr1-deficiency also caused a severe worsening of neuronal and memory deficits 

in a hAPP mouse model, regardless of amyloid burden (242) and it was shown to 

exacerbate Tau pathology (243). Taken together, these evidences support the 

hypothesis of a very thin balance between a protective microglial response and a 

detrimental exacerbation of neuroinflammation. 

Interestingly, epidemiological studies reported that the use of Non-Steroidal Anti-

Inflammatory Drugs (NSAIDs) correlated with a decreased risk of developing 

Alzheimer’s (244,245). However, all the clinical trials based on this assumption 

failed to provide any consistent benefit and, instead, were detrimental for some of 

the most vulnerable patients (246), highlighting the necessity for deeper 

understanding of neuroinflammation mechanisms in AD. 

In 2017, Keren-Shaul et al. described for the first time what they referred to as 

“disease-associated microglia (DAM)” in the 5XFAD model, as well as in human AD 

brain tissue (247). This subtype of microglia cells, localised around Aβ plaques, 

appeared to become activated in a two-step manner. According to the authors, in 

the first stage core microglia genes (including Cx3cr1 and P2ry12) are 

downregulated, while the expression levels of AD risk factors (e.g. Tyrobp, Apoe 

and B2m) are increased. A further Trem2-dependent activation step causes 

upregulation of genes connected to lipid metabolism and phagocytosis (247). At the 

same time, Mathys and colleagues identified two additional microglia populations 

exclusively associated to pathological conditions such as neurodegeneration (248). 

The two groups, defined as “early-response stage” and “late-response stage” were 

isolated at different time points in Ck-p25 mice (an inducible model that presents 

most of AD hallmarks (249)). Interestingly, whilst late-response cell showed a partial 

overlapping with DAM, they also manifested a significant upregulation of genes 

involved in antiviral and interferon response (250). Early-response cells, instead, 

showed a smaller similarity to stage 1 DAM. Based on these observations, it was 

proposed that all the different microglia populations represented activation states 

with an increasing neurotoxic activity, going from the early-response to the 

late-response ones, with the two subpopulation of DAM representing the middle 
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steps (251). A parallel work from Krasemann and colleagues identified a specific 

disease-associated microglial signature, characterized by the upregulation of 28 

inflammatory molecules – including ApoE, Csf1 and Clec7a – in microglia 

surrounding amyloid plaques (MGnD) (188). This change, ascribed to the 

phagocytosis of apoptotic neurons, is consistent with changes observed in 

senescent microglia observed in aging and AD, including the downregulation of key 

sensome genes (such as the TGFβ signalling) (188). Finally, a more recent work 

from Chen et al. employing a spatial transcriptomic approach identified a network of 

57 plaque-induced genes (PIGs), divided in three clusters enriched in microglial and 

astrocytic genes (including ApoE, C1q, TREM2 and Tyrobp/Dap12) (252). These 

genes presented a low connectivity in WT animals, but it was shown to increase 

concurrently to amyloid deposition, leading to speculation about their role in 

coordinating a response to Aβ between astrocytes and microglia (252). 

 

1.2.4. Transgenic mouse models of AD 

Over the course of the years, a vast number of mouse models have been generated 

for the study of AD, in an attempt to recapitulate the complex clinical and molecular 

manifestations of the human disease. Several limitations need to be taken into 

account. Apart from issues related to poor reproducibility across studies and the 

problematic inbred genetic background of these mice, a considerable issue is that, 

in order to obtain results within useful timeframes, most models present particularly 

early onset of symptoms and fast disease progression. This in turn prevents an 

accurate evaluation of interaction between age-dependant factors (for instance, 

increased reactivity of glial cells) and the disease. It also impacts the therapeutic 

window which is considerably reduced when working with these mice, further 

reducing the translatability of the available studies to humans (253).   

Some of the most commonly employed transgenic (Tg) models, relevant for this 

thesis, will be briefly described in this section and the main features of each model 

are summarised in Figure 1.4. For a complete review, please see (254,255).  

First-generation models include single, double and triple App-Tg mice, 

overexpressing APP with or without mutations associated to fAD.  

Among these, the TgCRND8 mice were developed by expressing both the double 

APP Swedish mutation (K670N-M671L) and the Indiana mutation (V717F) (256). Aβ 

accumulation is seen starting at 3 months of age and by 8-9 months of age it has 
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spread to hippocampus, brainstem and cerebellum with parallel gliosis and increase 

in neuroinflammation. Cognitive impairment has been seen to coincide with plaque 

deposition (257). Among the main disadvantages of single APP-Tg mice there is the 

presence of artifacts related to overexpression of APP and random insertion of the 

transgene. These mice also do not recapitulate NFTs pathology (254). 

An example of double APP-Tg mice is instead represented by the 5XFAD model. 

These mice were generated by (258) by crossing APP-Tg mice to animals bearing 

mutations in PSEN1, resulting in accelerated amyloid deposition. They manifest high 

levels of intraneuronal Aβ42 starting from 1.5 months of age and extracellular 

deposits from 2 months (together with parallel gliosis), which reach the 

hippocampus approximately at 6 months of age. Synaptic degeneration begins at 4 

months of age, followed by neuronal loss and moderate behavioural changes (258). 

These mice present similar drawbacks to those described for the TgCRND8 model, 

most notably the lack of NFTs accumulation and the risk of potential bias caused by 

the accumulation of non-Aβ APP fragments (254) However, compared to other first-

generation models, these mice present a preferential deposition of Aβ1-42 rather than 

Aβ1-40, therefore bearing a closer resemblance to the amyloid plaques observed in 

patients (258).  

The 3xTgAD was instead developed through co-injection of two transgenes – 

encoding the Swedish mutation as well as a mutation in the MAPT gene – into 

embryonic cells carrying a mutation in the PSEN1 gene (259). These mice present 

elevated Aβ40 and Aβ42 levels, with plaque deposition from 3 month of age, as well 

as NFTs starting at 12 months of age. They present progressive synaptic function 

and spatial memory impairments 6 months of age (257). As all the other APP-Tg 

models, they present artifacts due to overexpression and random integration of the 

transgenes (254). 

In order to overcome the problematic overexpression of APP, second-generation 

models were generated by humanizing murine APP by introducing two (for the 

APPNL-F model) or three (for the APPNL-G-F, used in this thesis) fAD mutations, 

namely the Swedish and the Beyreuther/Iberian (I716F; with the addition of the 

Arctic,, in APPNL-G-F mice) (260). These mice present increased Aβ42 production, 

higher Aβ42/Aβ40 ratio and, in the case of APPNL-G-F mice, increased 

oligomerisation. APPNL-G-F in particular show plaque deposition in the cortex from 2 

months of age, followed by spreading across other brain regions until saturation at 

around 7 months of age (260). These mice also manifest increase gliosis, synaptic 

deficits (260) and behavioural alterations summarised in (261). One of the major 
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drawbacks of this model is the unknown effect of interactions between three 

separate fAD mutations, as well as fairly moderate cognitive deficits and lack of 

NFTs (254). However, these mice present amyloid plaques more similar to those 

observed in patients compared to App-Tg mice, where the plaques result 

excessively large and mainly composed of Aβ1-40 instead of the Aβ1/3pE-42 more 

commonly observed in patients (254).   
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Figure 1.4 Visual summary of the main features and disadvantages of some of the 
available AD mouse models.  
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A) Visual representation of the timescale of the appearance of key pathological hallmarks in 

some of the most commonly used mouse models of AD. Adapted from the Research Model 

Database of Alzforum (https://www.alzforum.org/research-models/alzheimers-disease). B) 
Summary table of the main features and disadvantages of first and second generation 

models. The most relevant positive or negative traits are highlighted in green or red 

respectively. Adapted from (254). 

 

 

1.3. Abi3  

Numerous cellular processes, including polarisation, adhesion and movement, 

require a fine control of the cortical actin cytoskeleton, which is localised 

immediately underneath the plasma membrane. This is especially true for immune 

cells, including macrophages and microglia, which rely on extremely rapid actin 

remodelling in order to exert their normal functions as scavengers, described in 

section 1.1.3. Indeed, actin disruption has been shown to reduce macrophages and 

microglial chemotaxis and phagocytosis (262–264) as well as microglial production 

of Nitric Oxide (NO) and pro-inflammatory cytokines, such as Tumour Necrosis 

Factor α (TNFα) and Interleukin 6 (IL-6) (264).  

Members of the Ableson-interacting (Abi) protein family, which includes Abi3, play a 

crucial role in the tight regulation of actin dynamics through the WRC.  

 

1.3.1. Role and regulation of the WRC 

Members of the Rho family, in particular RhoA, Rac and Cdc42, regulate actin 

reorganisation following extracellular stimuli (265,266). These small GTPases 

control different aspects of actin dynamics, respectively guiding the formation of 

stress fibres, lamellipodia and filopodia (267). Therefore, a coordinated action is 

essential in order to allow cell movement.  

The downstream effectors of this cascade are the members of the Wiskott-Aldrich 

syndrome protein (WASP) family. In particular, WASP-family verprolin homologous 

(WAVE) proteins are amongst the component of the pentameric WRC (268,269), 

which plays a crucial role in the activation of the Actin-Related Protein (Arp) 2/3 

complex. This is, in turn, essential for the induction of de novo actin nucleation 

(270–273). While the cytoplasm is rich in actin monomers, which can combine 
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relatively easily with pre-existing actin filaments, initiation of the nucleation process 

requires the help of this catalytic complex in order to stabilise dimers and trimers 

(274). This process leads to new actin polymers branching out the pre-existing 

filaments (272,275,276), inducing membrane ruffling and lamellipodia formation 

(271,277).  

Amongst the different WAVE proteins, WAVE2 is the one preferentially expressed 

by hematopoietic cells (269). Contrary to WAVE1, it is essential for lamellipodia 

formation in fibroblasts (278) and CSF-1-dependant membrane ruffling and 

consequent migration in macrophages (279). It is part of the WRC together with 

Specifically Rac-Associated (Sra) 1, NCK-Associated Protein (Nap) 1, 

Hematopoietic Stem Progenitor Cell 300 (HSPC3000) and Abi1 (280,281).  

As the other members of the WASP family, WAVE2 presents a VCA region, formed 

by a Verprolin homology domain (V), a hydrophobic Central or Cofilin homology 

domain (C) and Acidic domain (A). This region is responsible for binding the Arp2/3 

complex (282) and changing its tertiary and quaternary structure (283), thus allowing 

interaction with globular actin (G-actin) monomers and actin nucleation (284). The 

interaction of the VCA region with other WAVE2 residues and with Sra1 surface 

leads to the inhibition of the WRC (281).  

When Rac-GTP binds Sra1 following growth factor or substrate stimulation, it 

causes a conformational change that leaves the VCA region free to interact with 

Arp2/3 complex and actin (281). Another level of control of the WRC is represented 

by its binding to negatively-charged phospholipids forming the cell membrane, in 

particular Phosphatidylinositol(3,4,5)-triphosphate. Indeed, this interaction allows the 

WRC to reach the cell periphery, where it then becomes able to interact with the 

actin-related proteins-2/3 (Arp2/3) complex (285). WAVE2 phosphorylation on 

different residues further increases the complexity of actin polymerisation regulation. 

In particular, the tyrosine-kinase c-Abl specifically targets WAVE2 Tyr150 (286,287), 

allowing the release of the VCA region (281). Finally, ERK (a mitogen-activated 

protein kinase functioning downstream Ras-GTPase) is responsible for the 

phosphorylation of different Serine and Threonine residues in the Polyproline-Rich 

Domain (PRD) of WAVE2 (288–290), increasing WRC interaction with Arp2/3 (288).  

Abi1 is the most represented member of the Abi family in the WRC, and as such, the 

most studied. However, particular cell types – including macrophages (291) and 

microglia in the brain (292,293) – highly express Abi3 in a mutually exclusive way 

with Abi1 within the WRC (294). Abi3 forms a functionally different WRC than Abi1 
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(294), due to its inability to bind c-Abl and therefore enable Tyr150 phosphorylation 

on WAVE2 (Figure 1.5) (295). Thus, the presence of Abi3 in the WRC lead to a 

reduction in WAVE2 translocation to the cell edge and in lamellipodia formation 

(294,295). 

 

 

Figure 1.5 Schematic representation of the Wave Regulatory Complex (WRC).  

The WRC is composed of 5 subunits: Rac1-GTP (yellow), Rac1-associated protein 1(Sra-1, 

orange), Nck-associated protein 1 (Nap1, pink), Haematopoietic Stem/Progenitor Cell 

Protein 300 (HSCP300, purple) WAVE2 (blue) and Abi1 (green) or Abi3 (red). In the 

presence of Abi1, the WRC is activated by c-Abl-mediated phosphorylation (P, black) and is 

thus able to translocate to the cell surface and activate the downstream Arp2/3 complex. 

Instead, if Abi1 is replaced by Abi3, WAVE2 cannot be phosphorylated and is therefore 

unable to reach cell periphery (287,294). Adapted from (296). 

 

1.3.2. Abi3 structure and functions 

ABI3 gene, comprising 8 exons (Figure 1.6A), was firstly identified in 2000 by 

Miyazaki and colleagues, who identified an SH3 domain at the C-terminus (Figure 

1.6B), as well as proline- and serine-rich regions, in the deduced amino acid 

sequence (297). ABI3 also presents an amino-terminal homeo-domain homologous 

region (HHR; Figure 1.6B), homologous to the HHR of other members of the Abi 

family (298). Of particular relevance is the SH3 domain, considered critical for ABI3 

function due to its ability to bind to proline-rich sequences of other proteins (297), 

including p21-activated kinase (PAK) (299). Phosphorylation of human ABI3 on the 

S342 residue by PI3K/AKT has been suggested to negatively modulate ABI3 ability 

to bind the WRC (300). 
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Figure 1.6 Graphical representation of mouse Abi3 exon and protein structure.  

A) Abi3 is comprised of 8 exons, 6 of which are replaced with a LacZ reported in the Abi3-

KO mice. B) Abi3 protein structure (based on RefSeq ID NP_079935.1). Similar to other 

members of the Abi family, Abi3 presents a HHR domain (blue) and Src Homology 3 (SH3) 

domain (green). Known phosphorylation sites at position 213, 216, 219 and 343 are marked 

in red. 

 

The B6N(Cg)-Abi3tm1.1(KOMP)Vlcg/J strain (hereafter referred to as “Abi3-KO”) was 

generated shortly before the commencing of this study by the Jackson Laboratory 

(301). The Abi3-KO model was created by replacing a 9515 base pair (bp) fragment 

of Abi3, corresponding to exons 2-7, with a LacZ reporter gene (Figure 1.7). 

Notably, these mice have been very recently reported to express extremely low 

levels of Gngt2 as well, potentially due to its localisation next to Abi3 on 

chromosome 17 (302,303). Mouse and human protein sequences show an elevated 

homology as seen by BLAST comparison (82 % of identity). 
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Figure 1.7 Abi3-KO model.  

A fragment of Abi3 comprising exons 2-7, as well as part of exon 1 (for a total of 9515 bp), 

was replaced with a LacZ sequence (blue) followed by a Poly-A-tail (purple). The sequence 

for the Abi3-KO mice is ENSMUST00000059026. 

 

Very little is known about Abi3, in particular in the context of physiological levels of 

expression such as in macrophages. Ectopic expression of ABI3 in cancer cells was 

shown to lead to a decrease in cellular motility and metastatic potential in vivo (304). 

Similarly, a study by Latini et al. demonstrated that re-expression of ABI3-binding 

protein (ABI3-BP) in malignant thyroid cancer cells was sufficient to inhibit invasion 

(305). The same authors later showed that a similar result could be obtained 

through forced overexpression of human ABI3, which caused arrest of the cell cycle 

in G0/G1 phase (306). This was ascribed to ABI3-dependant increase of p21WAF1 

and parallel reduction of E2F1, which ultimately induced cell senescence (306).  

In addition to various cancer models, ABI3 has also been studied in cultured 

hippocampal neurons. Bae and colleagues described a direct interaction between 

ABI3 and F-actin (307) and reported alterations of dendritic spines morphogenesis 

as well as synapse formation following either overexpression or knock-down of ABI3 

in vitro (308). However, Abi3 expression in the brain has been shown to be largely 

restricted to microglia (Figure 1.8), to the point of now being accepted as a core 

human microglial gene (293). Notably, single-cell sequencing data shows that Gngt2 

is also expressed in the same cells in the mouse brain (Figure 1.8). 
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Figure 1.8 Abi3 and Gngt2 expression in mouse whole cortex and hippocampus, 
compared to Aif1 (Iba1) and Gfap as shown by scRNAseq.  

A) scRNAseq data obtained with 10x Genomics technology in the whole mouse cortex and 

hippocampus. For ease of visualisation, the region comprising microglia and astrocyte 

populations (in red circles) is presented enlarged in B). Both Abi3 and Gngt2 appeared to 

colocalise with the Aif1/Iba1+ cluster indicating microglia, while almost no expression was 

observed in GFAP+ astrocytes. The scale for all the plots in the bottom right corner indicates 

the Unique Molecular Identifier counts for Abi3 per cell. Data and plots from the Allen Brain 

Map project (309). 

 

While Abi3 has not be studied during development yet, available transcriptomic 

datasets (115,310) on murine microglia have shown that it is expressed in the cortex 
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as early as at E17 and it is increasingly expressed with development (Figure 1.9 A). 

By the P60 stage, Abi3 levels appear comparable to those of Spi1, which encodes 

an essential macrophage transcription factor (Figure 1.9B). 

 

 

Figure 1.9 Time course of Abi3 and Spi1 expression in mouse microglia during 
development.  

RNAseq data for A) Abi3 and B) Spi1 (encoding PU.1) expression in cortical microglia across 

different stages of development, from E17 to P60. Abi3 appear expressed in mouse 

microglia from early development, although the highest levels are visible in adult cells, at 

comparable level to those of Spi1. Values reported as fragments per kilobase of transcript 

per million fragments mapped (FPKM). RNAseq data from the Ben Barres GLIA-seq 

database (115,310).  

 

1.3.3. Proposed role in AD  

ABI3 was firstly implicated in AD in 2017, when GWAS studies identified a non-

conservative amino-acidic change – from Serine to Phenylalanine – in position 209 

(S209F) associated with an increased LOAD risk (MAF=0.011 in cases, MAF=0.008 
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in healthy controls) (192). This rare variant, recorded as SNP rs616338, has recently 

been suggested to cause functional inactivation of ABI3 following phosphorylation 

on the S209 residue (303). 

As discussed before, until recently very little was known about Abi3 role in microglia. 

Following the identification of the rare variant, Satoh and colleagues analysed Abi3 

protein expression in a small cohort of post-mortem human brain samples, finding a 

non-significant difference between AD patients and controls, although the authors 

reported an increased expression in microglia clustered around amyloid plaques. 

This led them to speculate about a potential Abi3 role in microglia migration (311). 

Two publications, both employing the same Abi3-KO model as this study, emerged 

during the final phases of this thesis completion, in November 2021 (302,303). While 

both works investigated the role of Abi3 in AD, the authors utilised two different AD 

models – 5XFAD and TgCRND8 mice respectively, both described in section 1.2.4 – 

and reported contrasting results following Abi3 deficiency.  

Karahan and colleagues (302) revealed a significant increase in Aβ plaque load in 

the cortex of both male and female 8-month-old mice following homozygous deletion 

of Abi3. The authors also analysed soluble and insoluble Aβ40 and Aβ42 levels in 

both the cortex and the hippocampus of these mice, finding increased levels of both 

species in Abi3-deficient mice, coherently with histological observations. The same 

phenotype was observed in 4.5-month-old mice, despite no significant difference in 

the levels of APP (which was significantly higher in the aged cohort) or any other 

protein involved in Aβ processing, suggesting that the increase in Aβ deposition in 

the absence of Abi3 is not caused by excessive APP levels. No significant difference 

was observed between genotypes when assessing microgliosis, but the authors 

noted a reduction in plaque-associated microglia in Abi3-KO brains. 

Gene-expression analyses on aged 5XFAD mice, based on predefined LOAD- and 

neuroinflammation-relevant panels, highlighted a significant upregulation of genes 

involved in complement system (such as C1qa, C4a, C3ar1) and immune response 

(including Cd74, Il-3, and Tlr7), as well as autophagy and lipid metabolism, in the 

absence of Abi3. Following GO analyses identified several enriched pathways 

involved in inflammatory response, but also in phagocytosis and downregulation of 

cell proliferation, as well as TGF-β signalling. Significant alterations were also 

detected in the secretion of multiple chemokines including  CXCL10 and CCL3, 

which resulted upregulated in Abi3-KO 5XFAD mice. CXCL10 expression had been 

previously shown to be particularly elevated in astrocytes in AD (312,313). Instead 

CCL3 levels are significantly increased in plaque-associated microglia in the 5XFAD 
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model compared to healthy controls (314). Given its role as a ligand of CCR5, which 

has been implicated in the infiltration of peripheral immune cells in the brain during 

AD (315), it has been suggested that such increase could contribute to the 

recruitment of T cells, monocytes and microglia (316). The suggestion of a 

dysregulated inflammatory response in Abi3-KO mice was supported by a single-cell 

RNA-seq analysis, which found most of Abi3-deficient microglia constituted a cluster 

enriched in immune-response genes and highlighted an increase expression of 

DAM marker genes in Abi3-KO mice, potentially explained by the increased Aβ 

accumulation (302). Finally, when assessing synaptic function in 6-month-old 

animals, the authors observed a significant reduction in LTP in Abi3-KO 5XFAD 

mice. They were however unable to clarify whether this was directly correlated to 

Abi3 deficiency in neurons, or rather a secondary effect associated to increase 

neuroinflammation and amyloid deposition. Taken together, the data presented by 

Karahan and colleagues supported the hypothesis of an exacerbated pathological 

progression in the absence of Abi3 (302).  

In stark contrast, Ibanez et al. (303) reported an amelioration of amyloid burden at 

both 3 and 6 month of age in Abi3-KO TgCRND8 mice. The authors also reported 

variable levels of micro- and astrogliosis in healthy Abi3-KO mice as well as in mice 

crossed with the AD model. They described an increase in astrogliosis already at 3 

months in healthy Abi3-KO animals, still present in 6-month-old mice, while no 

obvious difference in microgliosis was noted between Abi3-WT and -KO mice. 

Interestingly, bulk RNAseq on forebrains of 3-month-old mice detected increased 

expression of DAM (317), MGnD (188) and PIG (252) signature genes, despite the 

absence of β-amyloidosis. Abi3-KO mice crossed with the TgCRND8 strain did not 

display major alterations in micro- or astrogliosis by histological analyses, however 

bulk RNAseq identified once again upregulation of DAM, MGnD and PIG, as well as 

A1 (126), signature genes, despite the reduced amyloidosis. Ibanez and colleagues 

also described alterations in synaptic markers, with increased levels of 

Synaptophysin and reduced vGlut, suggesting alterations in synapse plasticity. 

Finally, neonatal Abi-3WT and -KO mice were injected with control vector, wild-type 

human tau or P301L/S320F human tau, and examined at 3 and 6 months. 

Conversely to what they had observed in the TgCRND8 model, despite comparable 

tau expression Abi3-KO mice injected with the mutant tau presented a marked 

increase in p-tau and misfolded pre-tangle tau at 3 months and increased levels of 

p-tau (both WT and mutant) at 6 months. Changes in mutant tau levels were 

accompanied by increased GFAP immunoreactivity in Abi3-KO mice, while Iba1 
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levels were increased only at the 6-month time point. Overall, in contrast with (302), 

Ibanez and colleagues reported a dichotomy in response to Aβ and tau, with Abi3 

ablation proving partially beneficial in the first model while leading to an aggravation 

of tau pathology (303).    

A recent PhD thesis abstract from Cambridge University provided additional 

evidence in support of a beneficial effect of Abi3 ablation in AD (318). Karahan and 

colleagues employed a human microglia cell line (HMC3) to perform a 

scratch-wound assay, and reported a detrimental effect of Abi3 knock down on 

microglia migration in vitro (302). Conversely, Ghaffari described a significant 

increase in microglia migration following Abi3 knock-down in the BV2 cell line, as 

well as in Abi3-KO primary microglia (318). The abstract also reported a significant 

decrease in Aβ plaques size and number in the brain of Abi3-KO crossed with a 

TgCRND8 mouse model of AD. Interestingly, TgCRND8 mice showed a significant 

increase in Abi3 protein levels compared to the controls, especially in plaques-

associated microglia (280). This results appear to collide with Karahan et al. 

observation of ABI3 mRNA expression in human cortex samples, as well as of ABI3 

protein levels in para-hippocampal samples (from a proteomics dataset provided by 

Mount Sinai Brain Bank study (319)), which appeared to be increased simply due to 

the microgliosis observed in the LOAD group compared to controls (302). However, 

the full text of Ghaffari manuscript is currently under embargo, preventing further 

evaluation of these results.  

While these recent works provided novel insights regarding the impact of Abi3 

ablation, much is left to be clarified. For instance, the use of microglial cell lines 

poses several caveats to the interpretation of the published observations due to their 

notoriously problematic discrepancies in gene expression (114) and immune 

response (320) compared to primary cells. Therefore, additional in vitro functional 

assays are required to clarify the role of Abi3 on microglia and macrophages. 

Another essential aspect, yet to clarify, is the extent of morphological alterations 

likely caused by Abi3 ablation in microglia. This in turn may limit the validity of the 

gliosis evaluation performed by Ibanez and colleagues, since they did not evaluate 

cell count and simply relied on Iba1 immunoreactivity (303). Karahan et al., instead, 

did not asses microglia distribution in the brain of young, healthy mice, but only 

focused on adult mice on the 5XFAD background by means of Western Blots (302). 

Moreover, both works employed different AD mouse models than the one in this 

manuscript which could explain the contrasting findings reported by the authors in 

regards to amyloid burden. As such, it is crucial to assess the effects of Abi3 
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ablation in additional models, such as the AppNL-G-F mice used in this thesis, in order 

to provide further insights on the matter. Finally, to date there is no available 

information regarding behavioural changes observed in Abi3-KO mice, either 

healthy or crossed with any AD mouse model. Given the impact of amyloidosis and 

neuroinflammation on cell death, and therefore on synaptic disruption and 

behavioural changes, amyloid burden assessment ought to be complemented by 

behavioural assessment of these mice, in order to fully understand the extent of the 

repercussions of Abi3 deletion on brain physiology. 

 

 

1.4. Project aims and hypothesis  

To date, limited studies have addressed the role of Abi3 in macrophages and 

microglia and little is known about the impact of its inhibitory effect of 

WRC-mediated actin regulation. Abi3 expression is mostly restricted to microglia 

within the brain (293). It has also been identified as a component of a 56-gene 

interaction network enriched in immune-response genes related to microglia 

functionality and AD risk, such as TREM2, SP1 and CSF-1R (192). Thus, given the 

imperative need for finely tuned actin dynamics for microglial functionality, it was 

hypothesized that the newly identified S209F rare coding variant in Abi3 would 

promote AD development through disruption of normal microglial function. As such, 

a combination of in vitro and in vivo approaches, based on an Abi3-KO model, were 

employed to clarify the role of Abi3 on macrophage and microglia phenotype and 

functionality, both in health and disease.  

More specifically, the aims of this thesis were: 

• Chapter 3: 

To date, our knowledge of the impact of Abi3 on actin polymerisation is restricted 

by the use of non-physiologically relevant cellular models, such as tumour cell 

lines and NIH 3T3 fibroblasts (294,295,299,307,308,321). Recent work from 

Karahan et al. and Ibanez et al., instead, provided contrasting results about 

functional alterations in microglial cells (302,303), which were only published in 

the final writing stages of this manuscript completion. As such, the overall aim of 

the first result chapter was to functionally investigate the role of Abi3 in the WRC 

by employing more physiological in vitro models. 
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Given the identification of the S209 variant of Abi3, a first aim was to replicate 

published results by Sekino  et al. (294), which were only focused on the 

common F209-ABI3, including NIH 3T3 overexpressing the rare human variant in 

order to expand our understanding on the role of ABI3 on actin polymerisation. 

Oestrogen-regulated Hoxb8 conditionally-immortalised bone marrow precursors 

(MØPs) were also employed in order to overcome the limitations imposed on 

results interpretation by the use of a fibroblast cell line.  

A second aim of this chapter was to clarify the role of Abi3 on key macrophage 

functions, such as phagocytosis and release of inflammatory mediators, which 

have been shown to be impacted by alterations in actin turnover 

(264,302,322,323). To do so, bone marrow derived macrophages (BMDMs), 

derived from Abi3-deficient and control mice, were employed in a series of assay 

aimed to measure particles uptake and inflammatory response to immunological 

stimuli, such as the release of ROS and NO.  

• Chapter 4:  

At the commencing of this thesis, the Abi3-KO mouse model employed in this 

study was still entirely uncharacterized and little was known about Abi3 role in 

microglia (311). Moreover, while MØPs and BMDMs derived from Abi3-deficient 

animals can be useful in vitro models, they cannot recapitulate the complexity of 

the interactions between microglia and the brain microenvironment.  

For this reason the first aim of this chapter was to evaluate microglia morphology 

and distribution in young healthy Abi3-KO by means of histological analyses of 

brain sections. 

While immunofluorescence images can provide useful indications of Abi3 

ablation impact on microglia, they cannot account for the extremely dynamic 

nature of these cells. Given the putative inhibitory role of Abi3 on filopodia 

formation, a second aim of this chapter was to assess microglial process motility 

in Abi3-deficient mice by means of in vivo two-photon imaging. 

Motile ramifications are also essential for microglia phagocytic activity and 

interact with surrounding cells. Moreover, alterations in actin cytoskeleton had 

been previously reported to affect microglial activation status (264), which could 

in turn affect other glial cells. As such, a third aim was to evaluate the phagocytic 

activity of Abi3-KO microglial by immunostaining of brain sections, as well as to 

assess the impact of Abi3 ablation on astrocytes in young, healthy mice. 
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• Chapter 5:  

While microglial contribution to disease progression in AD is extremely complex 

and not fully clarified yet, as discussed in details in section 1.2.3, it is now 

established that these cells are deeply involved in Alzheimer’s pathogenesis. 

Published works on TREM2 highlighted the importance of a correct translocation 

of microglia towards amyloid plaques and their ability to clear amyloid deposits 

(324–326). Recognition of Aβ, however, triggers a cascade of pro-inflammatory 

events that ultimately leads to severe neuroinflammation (374).  

Upon discovery of the rare S209F ABI3 variant, it was hypothesized that the risk 

variant could affect microglial functionality, leading to a dysfunctional response to 

Aβ and therefore to an increase in brain inflammation. Thus, a first aim of this 

chapter was to evaluate microgliosis and astrogliosis in adult mice crossed with a 

mouse model of AD by means of histological techniques.  

Given the necessity of a concerted action between microglia and astrocytes in 

response to amyloid deposition, a second aim was to assess whether any 

observed change in gliosis and in microglial morphology and functionality 

(investigated in the previous chapter) affected amyloid deposition. Moreover, 

microglia ability to migrate towards Aβ plaques was assessed by means of 

immunostainings due to the potential impact of Abi3 ablation on microglial 

motility. 

Finally, Abi3-KO mice with and without amyloid pathology were aged and tested 

with various behavioural paradigms in order to establish whether any alteration in 

gliosis and plaque burden observed via histological analyses led to parallel 

changes in anxiety, motility, memory and depression, based on alterations in 

these behaviours observed in AD patients (328). 

 

 

 

 

 

 

  



46 
 

 

 

 

 

 

 

 

 

 

 

 

2. Chapter 2 – Materials and 
methods 
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2.1. Buffers and solutions 

 

Buffer/Solution name Ingredients 

Mammalian Cell Lysis Buffer 

100 mM Tris pH 8.5 

5 mM EDTA 

200mM NaCl 

0.2% (v/v) Sodium Dodecyl Sulfate  

Tris-Acetate-EDTA (TAE) Buffer 
50X TAE stock solution 

Distilled water 

MUSE Staining Solution 

625 ng/ml Propidium Iodide (PI) 

500 ng/ml LDS 751  

1X DPBS  

Freezing Media 
10 % (v/v) Dimethyl Sulfoxide (DMSO) 

90 % (v/v) Heat-Inactivated filtered FBS  

4 % Paraformaldehyde (PFA) 
4 % (w/v) Paraformaldehyde powder 

1X PBS 

10X TBS (pH 7.6) 

200 mM Tris base 

1.5 M NaCl 

Sufficient HCl to get pH 7.6 

Distilled water 

0.5 % (v/v) Triton-X 100 
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Immunofluorescence permeabilization 

and blocking buffer 

1 % (w/v) BSA 

0.3 M Glycine  

1x TBS 

Immunofluorescence staining buffer 

0.5 % (v/v) Triton-X 100 

1 % (w/v) BSA 

1x TBS 

Thioflavin S solution 

0.02% (w/v) Thioflavin S 

70% (v/v) Ethanol 

Distilled water 

Brain storage solution 
0.1 % (w/v) Sodium Azide 

1x DPBS 

 
Table 2.1 List of Buffers and Solutions used in the thesis.  

All reagents were provided by ThermoFisher Scientific or Sigma-Aldrich. 

 

 

2.2. Animals 

All animal work in this thesis was conducted in accordance with UK Home Office 

Guidelines and Animal [Scientific Procedures] Act 1986 which encompasses EU 

Directive 2010/63/EU on the protection of animals used for scientific purposes. 

Animal work was undertaken by trained staff under a Home Office approved 

establishment licence, project licences (P7B7153B9, PP9138610, 3003313 and 

P92CA01DA) and individual’s personal licences at Cardiff University’s Biological 

Services (BIOSERV) Unit, in a specific pathogen free (SPF) unit which undergoes 

quarterly bespoke health screens.  

Animals were housed in conventional open top ventilated cages in racks with 

shaded tops, or alternatively in scantainers, under controlled conditions (humid 



49 
 

20-24 °C environment, 12-hour light/dark cycle, food and water ad libitum). Cages 

exceeded the minimum space allocations specified in Annex III of Directive 

2010/63/EU and Appendix A to the Council of Europe Convention ETS 123. A 

maximum of 5 mice under 30g in weight were housed in each cage. Whenever 

possible, mice were co-housed with appropriate sex- and age-matched controls 

animals from weaning. 

The solid floor polycarbonate cages were provided with an appropriate depth of Eco 

6 premium dust-free softwood bedding substrate (Datesand). Environmental 

enrichment provided consisted in Bed-r’Nest nesting material (made of compacted 

dust-free virgin kraft paper; Datesand) or nestlets (made of dust-free and pulped 

virgin cotton fibre; Datesand), along with 50 mm Ø polycarbonate (Datesand) or 

recycled fibreboard tunnels (International Produc Supplies Limited). Animals were 

also provided with 30 mm Ø aspen balls or 5 x 1 x 1 cm aspen chew blocks 

(Datesand) for added cage complexity and as gnawing material. In addition, 

sunflower seeds were provided for variation and foraging when animals were not 

undergoing procedure.  

Cage cleaning procedures took place regularly, providing fresh bedding substrate, 

chow and water; scent-marked nesting material was refreshed only when required 

and more often transferred between cages to reduce stress. Welfare-related 

assessments and interventions, if required, were performed by the Named Animal 

Care and Welfare Officers (NACWOs) and the Named Veterinary Surgeon (NVS). 

For bone marrow harvest, animals were culled according to approved Schedule 1 

methods by asphyxiation due to exposure to increasing CO2 concentration, followed 

by confirmation of death by dislocation of neck. For histological analyses, mice were 

culled with intraperitoneal overdose of Euthatal® (Merial Animal Health Ltd) followed 

by intracardial perfusion-fixation after confirmation of permanent cessation of the 

circulation. Details of the age, gender and number of mice used in each experiment 

can be found in the figure legends. 

Table 2.2 lists all the transgenic mice lines used in this thesis. 

B6N(Cg)-Abi3tm1.1(KOMP)Vlcg/J and B6.129P2(Cg)-Cx3cr1tm1Litt/J mice were 

originally purchased from The Jackson Laboratory. Instead, APPNL-G-F mice were 

kindly provided by the RIKEN Center for Brain Science (Japan). All lines were bred 

inhouse. 
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Table 2.2 Official and abbreviated names of the transgenic mice strains used in this 
thesis. 

 

2.2.1. Genotyping  

BIOSERV staff provided ear-punch biopsies from which genomic DNA (gDNA) was 

isolated for animal identification. Biopsies were digested in 1.5 ml microcentrifuge 

tubes (Starlab) for 1 hour at 52 °C in 50 µl of mammalian lysis buffer and 100 µg/ml 

of proteinase K (from Tritirachium album; Sigma-Aldrich). Proteinase K was 

inactivated at 72 °C for 30 minutes. During the whole digestion step, samples were 

continuously shaken at 800 rpm in a Thermoshaker (Grant-bio). After cooling the 

tubes to room temperature, 400 µl of nuclease free water (ThermoFisher Scientific) 

was added to each sample prior to vortexing. Genotyping was performed by PCR 

using GoTaq® Green Mastermix (Promega) as per manufacturer’s instructions. 

Briefly, each reaction was conducted in a 0.2 ml PCR tube or 0.2 ml PCR 96-well 

plate (Starlab) with the addition of 0.5 µl of gDNA. For each sample, 12 μl of 

reaction mix (comprised of 6.25 μl of 2X GoTaq® Green Master Mix, 0.0625 μl of 

100uM of each primer and enough nuclease-free water to reach the desired volume) 

were added to each well. Specific DNA primer sequences for targets of interest 

listed in Table 2.3, provided by The Jackson Laboratory and the RIKEN Center, 

were purchased through Sigma-Aldrich.  
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Table 2.3 PCR primers used for genotyping of transgenic mice strains used in this 
thesis and corresponding expected product size in base-pair (bp). 

 

The plate was then sealed using appropriate PCR seals (STARLAB) and placed in a 

Mastercycler® Nexus Gradient (Eppendorf) PCR machine. The final products of the 

PCR reaction were electrophoresed on a 2 % (w/v) agarose (ThermoFisher 

Scientific) gel in 1X Tris-Acetate-EDTA (TAE) buffer (ThermoFisher Scientific). 

SYBR™ Safe (ThermoFisher Scientific) was added at 1:20,000 dilution to the 

dissolved agarose solution to allow DNA visualisation. Once the agarose gel was 

hardened inside an appropriately sized Fisherbrand™ gel mould, samples were 

loaded alongside 100 base pair (bp) DNA ladder (Promega) in individual wells 

(formed with the addition of a comb (Fisher Scientific) to the mould while the 

agarose solution was still warm) and run using the Biorad PowerPac™ HC 

High-Current Power Supply at 100 V for ~25 minutes. The gels were then 

transferred to a G:BOX Chemi XX6 gel doc system (SynGene) where they were 

imaged. 

In the case of gDNA isolated from MØP cells by Dr R. Jones, 2 x 106 

undifferentiated or differentiate cells were lysated in accordance with the instructions 

of the GenElute™ Mammalian Genomic DNA Miniprep Kit (Sigma). For full details, 

please refer to (329). 

 

2.2.1.1. Abi3-KO mice 

Male and female transgenic Abi3-KO mice purchased from The Jackson Laboratory 

as heterozygous were inter-crossed to generate lines of Abi3-WT and -KO mice 

derived on a C57BL/6NJ background. To generate Abi3-KO mice, a 9515 base pair 
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(bp) fragment comprising exons 2-7 of Abi3 was replaced by a LacZ reporter gene 

encoding β-Galactosidase, followed by a poly-A-tail to terminate transcription.  

Separate PCR reactions were prepared for Abi3-WT and -KO primers and were 

amplified using the touchdown PCR protocol described by Figure 2.1. 

 

 

Figure 2.1 Touchdown PCR program used for Abi3-KO genotyping, based on standard 
Jackson Laboratory protocol.  

 

2.2.1.2. App-KI mice 

Male and female App-KI mice obtained from the RIKEN Centre were crossed to 

Abi-KO animals, in order to obtain double-homozygous App-KI Abi3-KO mice, whilst 

an independent homozygous App-KI line was maintained to be used as control. To 

generate App-KI  mice, Swedish, Beyreuther/Iberian and Arctic mutations were 

introduced into exon 16 (in the case of the first mutation) and exon 17 (for the other 

two) of the humanized Aβ sequence, together with a pgk-neo gene cassette with a 

lox/FRT sequence (placed in intron 16) for positive selection (260).  

PCR reactions for App-WT and -KI primers were performed independently and were 

amplified using the PCR protocol described by Figure 2.2. 
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Figure 2.2 PCR program used for App-KI genotyping, based on the protocol provided 
by the RIKEN Center.  

 

2.2.1.3. Cx3cr1-GFP mice 

For two-photon experiments, Abi3-WT and –KO mice were crossed to the 

Cx3cr1-GFP reporter mice strain. This particular strain expresses eGFP under the 

Cx3cr1 promoter, so that the fluorescent signal in the brain is limited to microglia 

cells. Specifically, the first 390 bp of the only coding exon (exon 2) of Cx3cr1 were 

replaced by a sequence encoding green fluorescent protein (GFP), which prevented 

Cx3cr1 expression (330).Only mice that were heterozygous for Cx3cr1-GFP were 

used, in order to ensure continuous Cx3cr1 expression on microglia due to its 

crucial role in microglia morphology and function (331). Genotyping was performed 

on using a standard touchdown protocol as shown in Figure 2.3 in separate 

reactions for Cx3cr1-WT and -KI primer pairs. 

 

 
Figure 2.3 Touchdown PCR program used for Cx3cr1-GFP genotyping, based on 
standard Jackson Laboratory protocol.  
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2.3. Cell culture 

 

2.3.1. NIH 3T3 cell lines 

The NIH 3T3 cell line was originally derived from a NIH Swiss mouse embryo 

fibroblasts (332). Cells were cultured in standard DMEM and were passaged every 

3-4 days at a 1:10 dilution. In order to detach the cell monolayer, media was 

aspirated and cells were gently washed with Dulbecco’s Phosphate Buffered Saline 

(DPBS). The monolayer was then covered with 0.05 % Trypsin-EDTA (Thermofisher 

Scientific) and incubated at 37 °C for 5 minutes. Two volumes of DMEM were added 

to neutralise the Trypsin-EDTA and the cell suspension was then transferred to a 50 

ml falcon tube, centrifuged at 350 x g for 5 min and, after removing the supernatant, 

the pellet was resuspended in fresh DMEM and plated in a new flask. 

 

2.3.2. Macrophage Precursor (MØP) cell lines 

CD117+ enriched bone-marrow cells, harvested from individual 8-week-old animals 

following CO2 asphyxiation, were conditionally-immortalised using a retroviral vector 

containing an oestrogen-regulated Hoxb8 gene as previously described (333) in 

order to obtain Macrophage Precursor (MØP) cell lines. During the course of this 

thesis, Dr R. Jones generated six MØP lines using sex- and age-matching pairs of 

Abi3-WT and -KO animals (an initial pair derived from 8-week-old females was 

followed by 2 additional pairs, one for each sex).  

MØP cells were cultured in standard RPMI media supplemented with 1 µM 

oestrogen (10 mM β-estradiol (w/v) in absolute ethanol; Sigma) and 10 ng/ml 

recombinant murine Granulocyte-Macrophage Colony Stimulating Factor (GM-CSF; 

Peprotech). Cells were passaged every 2-3 days at a 1:20 dilution. 

Three or four days before an experiment, cells were depleted of oestrogen by three 

consecutive washes with 10 ml of standard RPMI media. Cells were centrifuged at 

350 x g for 5 minutes in between washes. After the final wash, the cell pellet was 

resuspended in RPMI media supplemented with 20 ng/ml Macrophage Colony 

Stimulating Factor (M-CSF; Peprotech). Cells were counted as described above and 

seeded in muti-well plates as required. The differentiation media was replenished on 

day 2. On day 3 or 4, differentiated cells were harvested using AccumaxTM 
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(Sigma-Aldrich). The media was discarded, and cells were gently washed with 

DPBS before sufficient AccumaxTM was added to ensure the bottom of the well was 

fully covered. Cells were incubated at 37 °C for 20 min and then lifted with a cell 

scraper. Cell suspension was then transferred to a falcon tube, centrifuged at 

350 x g for 5 minutes and resuspend in medium according to the requirement of the 

downstream assay. 

 

2.3.3. Bone-Marrow Derived MØs (BMDMs)  

Femur and tibia bones were harvested from individual 6-week-old male App-KI and 

App-KI Abi3-KO mice following CO2 asphyxiation and placed into 15 ml falcon tube 

filled with ice-cold DPBS. After removing the epiphyses of each bone, a 27-gauge 

needle on a 10 ml syringe containing standard RPMI media was used to flush the 

bone marrow out of the medullary cavity into a 70 µM strainer placed on a 50 ml 

falcon tube. Cells were pushed through the strainer using a 5 ml syringe plunger and 

centrifuged at 350 x g for 5 minutes and resuspended in freezing media in order to 

cryopreserve them as described in Section 2.3.6. 

Upon thawing, bone-marrow cells were resuspended in 10 ml of high-glucose 

DMEM with GlutaMAXTM (Gibco®, ThermoFisher Scientific), supplemented with 

10 % (v/v) heat-inactivated FBS, 100 U/ml Penicillin, 10 μg/ml Streptomycin 

(henceforth referred to as “standard BMDM media). Cells were then counted as 

described in details in Section 2.3.5, seeded at 1x107 per plate in 25 ml of BMDM 

media supplemented with 20 ng/ml of M-CSF and incubated for 7 days at 37 °C. 

Differentiation media was refreshed every 2 days before being harvested with 

8 mg/ml Lidocaine, 5mM EDTA in DPBS (sterile filtered). The media was discarded, 

cells were washed once with DPBS, covered with Lidocaine-EDTA and incubated 

3-4 minutes at 37 °C. Following the addition two volumes of BMDMs media (to 

inactivate the Lidocaine-EDTA), cells were moved into a 50 ml falcon tube and 

centrifuged at 350 x g for 5 minutes.  

 

2.3.4. Incubation and media preparation 

All cells used in this thesis were maintained in a humid incubator at 37 °C with 95 % 

air, 5 % CO2. Unless stated otherwise, Dulbecco's Modified Eagle Medium (DMEM; 

Gibco®, ThermoFisher Scientific) and Roswell Park Memorial Institute 1640 (RPMI; 
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Gibco®, ThermoFisher Scientific) were supplemented NIH 3T3 cells were 

maintained in T175 cm2 flasks with filter caps (Greiner Bio One); undifferentiated 

MØPs were cultured in multi-well plates, T75 cm2 or in T175 cm2 flasks with filter 

caps according to the need (Greiner Bio One) with 10 % (v/v) heat-inactivated 

Foetal Bovine Serum (FBS, Gibco®, South America) and 100 U/ml Penicillin, 

10 μg/ml Streptomycin (Gibco®, ThermoFisher Scientific); finally, BMDMs were 

plated in 145 mm x 20 mm (diameter x height) culture dish (Greiner Bio One). 

 

2.3.5. Cell counting 

Cells were counted utilising a Muse® Cell Analyzer (Luminex), which also allowed 

viability assessment due to the presence of LDS 751 (a cell-permeant nucleic acid 

dye that enables the count of nucleated cells) and propidium iodine (a membrane 

impermeant nucleic acid dye which allows exclusion of non-viable cells). Cells were 

diluted 1:20 in Muse staining solution, incubated at room temperature for 5 min and 

run on the Muse® Cell Analyzer as per manufacturer’s instructions. 

 

2.3.6. Cryopreservation and thawing 

Before freezing, cells were counted as described above and centrifuged at 350 x g 

for 5 min. The supernatant was discarded and the cell pellet was then resuspended 

in freezing media at a concentration of ~3 x 106 cells in 1 ml. 1 ml aliquots of the cell 

suspension were then frozen down overnight in a Mr. Frosty™ (ThermoFisher 

Scientific), or alternatively in a CoolCell® LX (Biocision), at -80 °C in a New 

Brunswick ULT freezer. Cells were then moved into liquid nitrogen for long term 

storage. 

In order to defrost cells, aliquots were thawed into a water bath at 37 °C until visible 

disappearance of the ice crystals. Cells were then quickly added to 10 ml of the 

required media and centrifuged at 350 x g for 5 minutes. Finally, after discarding the 

supernatant, the pellet was resuspended in the appropriate culture media below. 
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2.3.7. Human ABI3 overexpression   

Before the commencing of this thesis, Dr D. Fathalla generated lentiviral vectors 

containing either of the two variants of human ABI3, which Dr R. Jones then 

employed to generate hABI3 overexpressing NIH 3T3 and MØP cell lines.  

A SFEW cloning vector, previously established in the lab and derived from the 

SFRW plasmid (7), was utilised for the overexpression of the sequences of interest. 

The SFEW vector contains the coding sequence for ampicillin resistance, Simian 

Virus 40 (SV40) promoter and an enhanced green fluorescent protein (eGFP) 

reporter (335). The eGFP reporter was placed under the control of the spleen focus 

forming virus (SFFV) promoter (336) and the woodchuck hepatitis virus 

posttranscriptional regulatory element (WPRE). The use of a T2A peptide sequence 

(337) allowed the generation of multiple separate proteins from a single mRNA 

sequence (under the control of a single promoter). Gene insertion was enabled by 

the presence of the XhoI restriction enzyme cut site, positioned between the SFFV 

promotor and T2A peptide sequence.  

A second-generation HIV-1 vector system was employed for the creation of the 

ABI3-overexpressing lines, to ensure increased safety of lentivirus production (338). 

Specifically, the genes necessary for an efficient generation of the viral particles 

were expressed in two separate packaging constructs: the pCMV-Δ8.91 plasmid 

(comprising viral capsid components of group antigens, gag; reverse 

transcriptase-polymerase, pol; trans-activator of transcription, tat; and regulator of 

expression of virion particles, rev) and the pMD2.G plasmid (encoding the vesicular 

stomatitis virus G envelope), both under a cytomegalovirus (CMV) enhancer and 

promoter (339). 

Lentiviral production and cell transduction were then performed following 

established protocols (329). Briefly, custom primers were used to amplify the 

desired hABI3 sequence (NM_016428, purchased from Origene; Cytosine residue in 

position 1124 was replaced by a Thymine in the case of the rare variant) by PCR  

and the resulting products were purified after gel-electrophoresis. The XhoI 

restriction enzyme was used to linearise the plasmid, prior to combining it to an 

hABI3 insert to generate the final overexpression plasmids per the Clontech 

In-Fusion (Takara) manual. Clones positive for the insert, as confirmed by a PCR 

band of the predicted size, were selected and grown for 24 hours before purifying 

the plasmid using PureLink® Quick Plasmid Miniprep Kit according to manufacturer’s 

instructions (Invitrogen) and sending samples to Eurofins Genomics 
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(Wolverhampton, UK) for Sanger sequencing. Primers specific to the vector located 

on either side of the insert site were used for sequencing and the resulting 

sequences were checked against the predicted template for confirmation. 

HEK 293T cells were then transfected with the two lentiviral packaging plasmids and 

the desired  SFEW plasmid (340) using Effectene® transfection reagent (Qiagen), a 

cationic non-liposomal lipid reagent that allowed transfer of DNA into the cells (341). 

After 48 hours, the virus was harvested by centrifugation on 20 % (w/v) sucrose 

gradient and titrated using human Jurkat leukemic T-cell line (342) to determine the 

best viral concentration for downstream applications. An optional 72-hour titre was 

used, after adding fresh media to the cells at 48 hours. For the complete protocol, 

please refer to Dr R. Jones thesis (329) and to detailed lentivirus production 

described in (343). 

 

 

2.4. Functional cell assays  

 

2.4.1. Spreading assay 

Sterile 13 mm coverslips were coated with 50 µg/ml fibronectin (Sigma) in Hank's 

Balanced Salt Solution (HBSS; Gibco®, ThermoFisher) for a minimum of 40 minutes 

at room temperature. Triplicate coverslips were prepared for each experimental 

group. NIH 3T3 fibroblasts or M-CSF differentiated MØPs-derived macrophages 

were detached from the bottom of the flask/plate (as described in sections 2.3.4 and 

2.3.5), counted (see section 2.3.2) and plated onto 24-well plates containing the 

FN-coated coverslips and 500 µl per well of complete DMEM or RPMI media 

(supplemented with 20 ng/ml M-CSF) respectively. In the case of the long-term 

spreading assay on MØs, M-CSF was replenished every 48 hours to maintain cell 

viability. Four time points after replating were chosen for the analysis: two short 

ones (15 and 30 minutes) and two longer ones (2h and 4h). The first two allowed 

evaluation of the impact of ABI3 alteration immediately after substrate stimulation, 

while the longer incubations were crucial to assess the ability of the cells to assume 

their physiological elongated morphology. For the two short timepoints, 15 and 30 

minutes, 104 cells were plated in each well while for the longer incubations (2 and 4 

hours) 5x103 cells were used to prevent overcrowding.  



59 
 

At each time point the media was discarded and cells were washed once with 

DPBS, before being fixed with 4 % PFA for 10 minutes at room temperature. Cells 

were then washed with DPBS, permeabilised for 3 minutes at room temperature 

with 0.1 % Triton-X-100 (Sigma) in DPBS, washed again as before and blocked with 

1 % Bovine Serum Albumin (BSA; Sigma) in DPBS for 20 minutes at room 

temperature. F-actin was stained for 20 minutes at room temperature with 

fluorescent Phalloidin (Invitrogen, ThermoFisher Scientific) conjugated to Alexa 

Fluor (AF) -555 or -647 at a 1:40 dilution in 1% BSA in DPBS. Finally, cells were 

washed, incubated 5 minutes with at room temperature with 500 ng/ml 

4',6-Diamidino-2-Phenylindole Dilactate (DAPI; ThermoFisher Scientific) in DPBS 

and mounted in ProLong® Gold Antifade Mountant (ThermoFisher Scientific) on 

Superfrost Plus Microscope Slides (ThermoFisher Scientific).  

Coverslips were imaged using a Zeiss Apotome Axio Observer microscope (Zeiss) 

or an EVOS™ FL Auto 2 Imaging System (ThermoFisher Scientific) microscope with 

a 20x objective. Slides were independently blinded and 15-30 random fields were 

analysed for each experimental group (10 for each coverslip) using Fiji software (Fiji 

is just ImageJ, version 1.52p(344)) as shown in Figure 2.4. After a first step of 

brightness and contrast optimisation, manual separation of cells in close contact 

was performed using a 2 μm-thick black line. After carefully adjusting the threshold 

and generating a binary file, the “Fill holes” tool automatically filled any gap within 

the particles, which were then analysed using the “Analyse Particles” function.  
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Figure 2.4 Schematic representation of the spreading assay analysis performed using 
Fiji software.  

The same workflow, here shown on NIH 3T3 fibroblasts, was applied to MØPs-derived 

macrophages.1) The original TIFF images of the Phalloidin staining (orange) were imported 

into Fiji. 2) Images were then processed by adjusting brightness and contrast 3) in order to 

facilitate the following manual separation of adjacent cells with a 2 μm-thick black line (red 

arrow). 4) Following conversion to the 8-bit format,5) a threshold was manually adjusted 

taking care to exclude the background and include all the cellular processes. 6) This led to 

binary images, to which 7) the “Fill holes” function was applied in other to fill up any artificial 

gap inside the particles. A minimum area of 20 µm2 was chosen to avoid including debris 

and any particle present on the borders was excluded from the following analysis. In 

experiments including DAPI staining, bigger debris were manually removed based on visual 

comparison to the relative DAPI/Phalloidin co-stained image, to increase accuracy. 8) The 

“Analyse particles” tool finally provided an outline image of each picture and the values of 

cell area and circularity/solidity used for the subsequent statistical analysis.   

 

Cell area was evaluated for both cell lines. In the case of NIH 3T3 cells, which 

should physiologically assume an elongated morphology, the second parameter 

assessed was cell circularity (the circularity value of a true circle is 1), calculated 
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using the following formula: 4𝜋𝜋 × [𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴]
[𝑃𝑃𝐴𝐴𝐴𝐴𝑃𝑃𝑃𝑃𝐴𝐴𝑃𝑃𝐴𝐴𝐴𝐴]2

 (345). Instead, due to the ramified 

nature of macrophages, in the case of MØPs-derived macrophages cell circularity 

was replaced by cell solidity (described by the equation: [Area]/[Convex Area]). The 

area or circularity/solidity values obtained from all the images obtained by the 3 

coverslip of any given sample were then pooled to perform the final statistical 

analysis. 

The experiment was repeated three times on the same set of NIH 3T3 cell lines, but 

only once in the case of ABI3-overexpressing MØPs-derived macrophages. Instead, 

in the case of Abi3-WT and -KO MØP cells, the experiment was repeated twice on 

the original pair of cell lines, and one more time on the two additional pairs 

generated in a later occasion, in order to exclude cell line-specific artefacts. 

Spreading assay data on over-expressing cells (sections 3.2.1 and 3.2.2.) were 

analysed via Kruskal-Wallis test to compare the medians, and wherever a significant 

difference was found, the individual p-values were calculated using Dunn’s multiple 

comparison test. Instead, the results of the spreading assays performed on Abi3-WT 

and -KO MØPs (section 3.2.2) were analysed via Mann-Whitney test. In both 

instances, the choice of the test was dictated by the elevated number of cells 

analysed and the non-normal distribution of the data, as well as by the number of 

samples being compared. All of the above experiments were analysed in blinded 

conditions to avoid operator bias. 

In the case of ABI3-overexpressing cells, aliquots of each NIH 3T3 or MØP-derived 

macrophage cell line were centrifuged at 350 x g for 5 min, fixed with 1 ml 4 % (w/v) 

PFA for 10 min, washed twice with DPBS and stored in DPBS at 4 °C, shielded from 

light. GFP reporter levels were then assessed on an Attune NxT flow cytometer 

(Thermo Fisher Scientific). Photo multiplier tube (PMT) voltage settings were kept 

constant between experiments. 

 

2.4.2. Phagocytosis assay 

Before the beginning of the assay, 1 vial of pHrodoTM Red Zymosan (ThermoFisher 

Scientific) was resuspended in in 8 ml of Live Cell Imaging (LCI) solution 

(ThermoFisher Scientific) and sonicated using the ice bath attachment of a 

Vibra-Cell™ sonicator (Soncis). The Zymosan suspension underwent 15 

30-second-long cycles of sonication at 50% amplitude, followed by 10 cycles of 30 

seconds at 60% amplitude, to ensure full dissociation of the clumps.  
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The day before the assay, BMDMs were detached from the culturing dish as 

described in section 2.3.6, counted and re-seeded at 3x104 in a flat bottom 

96-well-plate (Greiner Bio One). Each sample was plated in 9 wells (3x non-treated 

control, 3x Zymosan + DMSO, 3x Zymosan + Cytochalasin D); spare cells of either 

genotype were plated in additional wells and later used as unstained or single colour 

controls. Cells were plated in 200 μl of standard BMDMs media (see 2.3.6) 

supplemented with 10 ng/ml M-CSF and incubated overnight to ensure adhesion.  

On the day of the assay, media was replaced with 100 µl/well of standard BMDM 

media supplemented with 10 ng/ml M-CSF and either 5 µM Cytochalasin D (CytoD, 

1:2000 dilution from a 25 mg/ml stock in DMSO; Sigma-Aldrich) for the negative 

control wells, or DMSO in a 1:2000 dilution for all the remaining wells. Cells were 

incubated for 45 min at 37 °C, and the media was then replaced with 100 µl/well of 

LCI solution supplemented with 10 ng/ml M-CSF and 1:2000 DMSO or CytoD, as 

required, as well as a 1:1000 dilution of CellMaskTM Green (ThermoFisher Scientific) 

and 2 drops/ml of NucBlue Hoechst 33342 (ThermoFisher Scientific). Care was 

taken to prepare appropriate solutions for unstained or single colour controls. 

Following a 10 min incubation at 37 °C, cells were washed twice with LCI solution, 

and media was replaced with 100 µl/well of LCI solution additioned with 10 ng/ml 

M-CSF and 1:2000 DMSO or CytoD, as appropriate.  

Baseline images (T-1) were obtained for each well on an Opera Phenix Plus 

High-Content Screening System (set at 37 °C and 5 % CO2, in order to ensure cell 

viability throughout the assay) using a 20x water immersion objective in 

non-confocal mode. The optimal focal point was selected following a test z-stack 

and a single plane was imaged across 12 fields for each well. The plate was then 

ejected and the media was replaced with 120 µl/well of wither LCI (for the untreated 

wells) or Zymosan solution supplemented with 10 ng/ml M-CSF and 1:2000 DMSO 

or CytoD. For the unstained and single colour controls (with the exception of the 

Zymosan only control), 120 µl of LCI solution with 10 ng/ml M-CSF and 1:2000 

DMSO were added to the wells; a positive control was obtained by adding 120 µl of 

pH 4 solution to the pHrodoTM Red Zymosan in a well with no cells (Figure 2.5). The 

plate was then returned to the Opera Phenix and all the selected wells were imaged 

every 20 minutes for 2 hours, for a total of 7 time points (T0 to T6). 
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Figure 2.5 Representative images of single colour controls for the phagocytosis 
assay.  

 

All images were exported, but only files deriving from treated wells (with and without 

CytoD) were automatically analysed on Fiji as shown in Figure 2.6. All the fixed 

values selected for any brightness/contrast and thresholding step were tested on 

random images to ensure high accuracy, before running the macro in a fully 

automated way on the whole experiment. Briefly, after a first step to increase the 

brightness of the CellMaskTM Green channel and remove the background, an 

automated threshold was applied in order to generate binary images. After filling any 

artificial gap within the cells, a mask was generated excluding unwanted background 

pixels and the deriving ROI was used to select only Zymosan particles co-localizing 

with cells. Finally, after generating a binary image of the Zymosan channel, 

CellMaskTM/Zymosan colocalization and mean Zymosan intensity were measured 

for each image.   
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Figure 2.6 Schematic representation of the automated workflow of the Fiji analysis 
performed on the phagocytosis assay images.  

1) CellMaskTM Green channel was imported into Fiji and 2) brightness and contrast were 

automatically adjusted with a fixed value ("Enhance Contrast", "saturated=0.35") to facilitate 

the downstream analysis. Background was removed with the “Subtract Background” tool, 

and 3) an automated threshold (“setThreshold=5500, 65535”) was applied. Holes were filled 

with the “Fill holes” option and particles with surface ≥0.02 pixels (enough to ensure removal 

of background pixels and small debris) were analysed to generate a mask. 4) The resulting 

binary image was then used to create an ROI that 5-6) was applied to the relative pHrodoTM 

Red Zymosan channel image, before selecting the “Clear Outside” option to ensure inclusion 

of only co-localizing pixels. 7) Brightness and contrast were automatically increased 

(“setMinAndMax=75, 3500”) and an automated threshold was applied (setThreshold=11000, 

65535). 8) The ROI from the CellMaskTM Green channel was applied again to the mask 

obtained from the pHrodoTM Red Zymosan image and the average percentage of 

colocalization in each image was calculated using the “Measure” tool, set on the “Area 

fraction” option. 9) Finally, an ROI was obtained from the binary image of the Zymosan 

particles and applied to the original (not brightness-corrected) image of the same channel, to 

measure the average Zymosan intensity (“Mean gray value” option” of the “Measure” tool).  
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All the values obtained from triplicates of the same sample were pooled together for 

the final statistical analysis. This experiment was repeated three times, using three 

distinct pairs of sex- and age-matched mice. Data was analysed via Three-way 

ANOVA tests, followed by Tukey’s multiple comparison test wherever appropriate. 

 

2.4.3. ROS detection via DHR 123 staining 

After 7 days in differentiation media, BMDMs were detached, counted and 

re-seeded at 2x105 in 24-well ultra-low adherence plates (ThermoFisher Scientific). 

Each sample was plated in 6 wells (3x non-treated control, 3x Zymosan); spare cells 

of either genotype were plated in one additional well to be used as unstained 

control. Cells were plated in 300 μl of standard BMDMs media (see 2.3.6) 

supplemented with 10 ng/ml M-CSF and incubated overnight.  

The next day, cells were detached by gently pipetting and transferred to 

round-bottom low-adherence 96-well plates (ThermoFisher Scientific). The plate 

was centrifuged at 350 x g for 5 min, supernatant was discarded and cells were 

resuspended with 200 μl/well RPMI without Phenol Red (Gibco®, ThermoFisher 

Scientific) supplemented with 10 % (v/v) FBS and 100 U/ml Penicillin, 10 μg/ml 

Streptomycin, with or without unlabelled Zymosan (Sigma-Aldrich) in a 1:1 ratio to 

cells. Following a 30-minute incubation at 37 °C, cells were centrifuged at 350 x g 

for 5 min, washed once with DPBS and centrifuged again. The cell pellet was then 

resuspended in 100 μl/well DPBS and 100 μl of 10μM Dihydrorhodamine 123 in 

DPBS were added to each well, except for the unstained control. Cells were 

incubated 15 min at 37 °C, washed once with ice cold DPBS, centrifuged one last 

time at 350 x g for 5 min, resuspended in 200 μl/well ice cold DPBS and transferred 

to 1.5 ml microcentrifuge tubes. Samples were kept on ice and shielded from light 

until they were run on the Attune NxT flow cytometer to evaluate the percentage of 

cells showing fluorescent Rhodamine 123 signal (derived from DHR oxidation in the 

presence of ROS). PMT voltage settings were kept constant between experiments.  

Results were analysed using a Two-way ANOVA tests (section 3.2.4). 
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2.4.4. Griess Nitrites quantification assay 

On day 7, differentiated BMDM cells were detached from the culturing dish as 

described in section 2.3.6, counted and re-seeded with 300 μl/well standard BMDMs 

media (supplemented with 10 ng/ml M-CSF) at 2x105 in 2x 24-well plates, 

6 wells/plate for each genotype (3x non-treated control, 3x stimulated).  

After an overnight incubation to ensure adherence, media was replaced with 

600 μl/well of RPMI without Phenol Red supplemented with 2 % (v/v) FBS, 100 U/ml 

Penicillin, 10 μg/ml Streptomycin, and 10 ng/ml M-CSF, with or without the addition 

of 100 ng/ml LPS (Sigma-Aldrich) and 20 ng/ml Interferon-γ (BioLegend). Cells were 

incubated 24 or 48 hours at 37 °C.   

Immediately before each time point, the 1 mM sodium nitrite standard solution 

provided in the Griess Reagent Kit (ThermoFisher Scientific) was diluted with 

distilled H2O to obtain calibration solutions with concentrations between 1–100 µM, 

as shown in Table 2.4. 

 

 

Table 2.4 Summary table of standards preparation for nitrite quantification during the 
Griess assay. 

 

At the chosen time points, from each well 3x 150 μl of the supernatant were 

transferred to 3 individual wells of a flat bottom 96-well plate (for a total of 450 μl of 

supernatant evaluated for each original well). The supplied reagents A 

(N-(1-naphthyl)ethylenediamine dihydrochloride, 1 mg/ml) and B (Sulfanilic acid, 

10 mg/ml) were mixed in equal volumes and 20 μl of this reagent solution were 

added to each well together with 130 μl/well of distilled H2O. The same volume of 
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reagent mix and water was also added to 3x blank wells (containing 150 μl of 

complete RPMI without Phenol Red) and to the calibration wells (comprising 

150 μl/well of standard solutions prepared as described above). Following a 30-min 

incubation at room temperature, shielded from light, the absorbance at 548 nm was 

measured with a FLUOstar Omega microplate reader (BMG Labtech).  

During the incubation, 200 μl/well of DPBS additioned with 2 drops/ml 

NucBlue Hoechst 33342 were added to the cells, before a 10-min incubation at 

37 °C. Stained nuclei were then imaged on the EVOS™ FL Auto 2 Imaging System 

using a 20x objective. A single focal plane was then acquired for 20 pre-selected 

random field (Figure 2.7A) per well using the “large object” autofocus mode. Imaged 

were then imported on Fiji and converted to the 8-bit format to be analysed as 

shown in Figure 2.7B. Briefly, after a background subtraction step, followed by a 

fixed brightness/contrast adjustment (“saturated=0.35”), binary images were 

generated using a standardised threshold (“setThreshold=25, 255”). After applying 

the “Fill Holes” tool, adjacent nuclei were automatically separated using the 

“Watershed” tool and counted with the “Analyse Particles” option. The results 

obtained from all 20 images of each well were averaged before being used to 

normalise the relative absorbance value.  

Data was analysed via Three-way ANOVA tests, followed by Tukey’s multiple 

comparison test wherever appropriate. 
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Figure 2.7 Visual representation of the nuclei count analysis used for the 
normalisation of nitrite measurements.  

A) Representation of the 20 pre-selected fields imaged on the EVOS™ FL Auto 2 Imaging 

System for every sample, in all replicates of this experiment. It was chosen to avoid borders 

due to the consistent low number of cells present in that area across multiple repeats of the 

assay during the set up phase. B) Workflow of the automated nuclei count on Fiji. 1) The 

original TIFF images of the nuclei staining (blue) were imported into Fiji. 2) Images were 

converted to 8-bit format and 3) processed by subtracting the background and adjusting 

brightness and contrast to a fixed value (“saturated=0.35”). 4) An automatic threshold 

(“setThreshold=25, 255”) was applied, followed by the “Watershed” option to separate 

overlapping nuclei. 5) The deriving binary images were analysed with the “Analyse particles” 

function to obtain the number of nuclei in the image. 
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2.5. Quantitative PCR (qPCR) 

 

2.5.1. Ribonucleic Acid (RNA) Extraction 

RNA isolation from approximately 2x106 MØPs or M-CSF differentiated MØP cells 

was performed by Dr R. Jones using the RNeasy Mini Kit (Qiagen). Instead, for this 

thesis, the RNeasy Micro Kit (Qiagen) was preferred due to less than 5x105 BMDMs 

available for each sample. Cells were lysed in the required volume of RLT buffer 

and samples were stored at -80 °C for a few days before the RNA was extracted. 

The samples were then defrosted on ice and then processed in accordance with 

manufacturer’s instructions (Qiagen). Finally, spin columns were eluted in 30 µl (for 

MØPS) or 15 µl (for BMDMs) nuclease-free water. 

 

2.5.2. Reverse transcription 

Isolated RNA was measured using a DS-11 FX+ spectrophotometer (DeNovix®), 

which provided both concentration of nucleic acid and 260:280 ratio (used as an 

index of purity of nucleic acid to protein). Samples were normalised based on their 

RNA concentration and processed as per manufactures instruction of High-Capacity 

cDNA Reverse Transcription Kit (ThermoFisher Scientific) to generate 

complementary DNA (cDNA) for qPCR (Figure 2.5.1).  

 
Figure 2.8 Schematic representation of the High-Capacity cDNA Reverse Transcription 
Kit PCR protocol.  
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2.5.3. qPCR reaction 

All qPCR reactions were performed using the Fast SYBR™ Green Master Mix 

(ThermoFisher Scientific) according to manufacturer’s instructions. qPCR reactions 

were conducted in a 96 well plate format with a 20 µl reaction on a QuantStudio™ 7 

Flex Real-Time PCR Systems (Applied Biosystems™), using the protocol shown in 

Figure 2.9.  

 

 

Figure 2.9  Schematic representation of the temperature and cycling times used to 
generate the qPCR data. 

 

All qPCR primers (Table 2.5) were designed to be intron spanning, checked using 

NCBI Primer-BLAST, and generated by Sigma-Aldrich. 

 

 

Table 2.5 List of the qPCR primers used to quantify Abi3 expression in BMDMs. 

 

Abi3 mRNA expression data was assessed using the x40 cycle and ΔΔCT method 

where Ywhaz was used as an endogenous control gene using the QuantStudio™ 

Real Time PCR software. The choice of Ywhaz as endogenous control was 

validated for mouse peritoneal macrophages, bone marrow derived macrophages 

and MOPS by both Dr. Luke Davies and Dr. Ruth Jones (independently) using a 
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geNormTM Reference Gene Selection Kit (Primerdesign) and has been since used 

in published works from members of our research group such as (333).  

No template controls (NTC), where nuclease free water was used to replace the 

RNA, were utilised in all qPCR reactions to control of contamination. BMDMs 

derived by three separate animals were assessed for each genotype (n=3 per 

group). qPCR data for Abi3 expression in both MØPs and BMDMs (sections 3.2.2 

and 3.2.3) were analysed by One-Way ANOVA followed by Tukey’s multiple 

comparison test to compare all means. 

 

2.6. Histological analyses 

 

2.6.1. Brain extraction and preparation for immunostainings  

To ensure preservation of the original brain structure and avoid artifacts during the 

following histological analyses, 8-9 week-old mice were euthanised with 

intraperitoneal overdose of Euthatal® (Merial Animal Health Ltd) followed by 

intracardial perfusion-fixation with 20 ml ice cold DPBS and 50 ml ice cold 4 % PFA. 

Brains were removed from the skull taking care not to damage the cortex while 

doing so, and they were left over-night in 4 % PFA at 4 °C to allow appropriate 

fixation. The next day, the brains were then transferred and stored in DPBS with 

0.1 % Sodium Azide (Sigma) at 4 °C until further processing. The addition of Sodium 

Azide is crucial to prevent microbial contamination.  

Brains were cut using a Leica VT1200S vibratome (Leica Biosystems) in order to 

obtain free-floating coronal sections thick enough (50µm) to ensure the inclusions of 

microglia cells with their entire ramification apparatus. To do so, each brains was cut 

at the level of the Inferior Colliculus using a disposable scalpel (ThermoFisher 

Scientific) in order to provide a stable and flat surface, which was then glued to the 

magnetic specimen holder of the vibratome. If required, due to tissue damage, the 

region near the Superior Colliculus was embedded in 3 % Agarose (ThermoFisher 

Scientific) which had been previously dissolved in DPBS and let cool down in order 

to avoid heat-induced damage of the tissue. The specimen holder was then moved 

to the buffer tray filled with enough DPBS to entirely cover the sample and a 

double-edger razor blade was used to cut the sample using a fully automated cutting 

mode at a speed of 1 mm/s. Whenever possible, all the sections comprised between 
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the beginning of the Prefrontal Cortex and the end of the Ventral hippocampus 

region were collected using a thin-tip paint brush and moved in sequential wells of 

24-well plates full of DPBS. 12 wells were used to accommodate each brain. 

Sections were stored long-term in 24-well plates at 4 °C in 1 ml of DPBS with 0.1 % 

Sodium Azide.  

 

2.6.2. Immunofluorescent staining of free floating sections 

Coronal sections from two regions of interest, the Prefrontal Cortex (between 

3.08 mm to 2.58  mm from the bregma, the anatomical intersection of the coronal 

and the sagittal sutures of the skull) and the hippocampus (-1.34 mm to -2.18 mm 

from the bregma), were selected for each mouse using Images from the Mouse 

Brain atlas (346) as a visual reference (Figure 2.10).  

 

 

Figure 2.10 Selected regions of the Prefrontal Cortex (PFC) and the hippocampus 
used for the Iba1 staining.  

A) and B) Schematic representation of a section comprising the PFC (A) or the hippocampus 

(B) obtained (reproduced with permission of Elsevier, see Appendix 1) from the Mouse Brain 

Stereotaxic Atlas (346). The anteroposterior distance from the bregma is indicated in the 

bottom right corner. C) and D) Exemplar images of Iba1 staining (red) for microglia on 

regions comprising the PFC (C) and the hippocampus (D). Images were acquired with a 20x 

objective using a Zeiss Axioscanner Z1 slide scanner microscope and represent the result of 
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the tiling of multiple fields. Sections were selected using the tables provided by the atlas as a 

visual reference.  

 

In order to perform immunostainings, sections were moved between different wells 

of 24-well plates using a paint brush. In order to ensure appropriate exposure of the 

whole section to any given solution, no less than 200 μl were added to each well (up 

to 500 μl for washing steps) and plates were kept in constant movement on a 

Cole-Parmer™ Stuart™ Orbital Shaker (Fisher Scientific) on a low speed 

(40-50 rpm). No more than 4 slices of the same sample were incubated in the same 

well to stop them from adhering to each other, which could have compromised the 

quality of the staining.  

Upon removal from the 0.1 % Sodium Azide in DPBS solution, sections were 

washed once for 5 min with 1x Tris-buffered saline. They were then permeabilized 

and blocked in immunofluorescence blocking buffer for 1 hour at room temperature. 

Brain slices were then moved to a different well and incubated overnight (or for 

48 hours, in the case of 6E10 antibody) at 4 °C in 0.5 % Triton X-100, 1 % BSA in 

1x TBS with one or more of the following antibodies: 
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Table 2.6 List of all antibodies used for immunostainings and their specifications.  

 

All the washes following the addition of any  fluorescent antibody were performed as 

quickly as possible to reduce tissue exposure to the light, and the plates were 

thereafter covered in foil during all the incubation steps. At the end of primary 

antibodies incubation, the sections were washed 3 times for 10 min with 1x TBS at 

room temperature and incubated for 2 hours at room temperature with appropriate 

secondary antibodies in 0.5 % Triton X-100, 1% BSA in 1x TBS. Samples were 

washed 2 more times for 10 min in 1x TBS at room temperature and they were then 

counterstained for 10 minutes at room temperature with 500 ng/ml DAPI in 1x TBS. 

After a last wash in 1x TBS (10 min at room temperature), the samples were rinsed 

in dH2O and mounted on Superfrost Plus Microscope Slides using ProLong® Gold 

mounting media, covered with a 24 x 50 mm coverslip (ThermoFisher Scientific) and 

stored in the dark at 4 °C.  

Isotypes controls were used only during the optimisation process of each staining, 

together with secondary-only controls, to ensure signal specificity (Figure2.11), and 

were not further employed after a protocol was established. Before changing lot of 
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any antibody, a visual comparison between the new and the old batch was 

performed to ascertain reproducibility (data not showed). Abi3 deficient samples 

were always stained at the same time, and with the same solutions, as age- and 

sex-matched controls, to exclude any artefact caused by differences in the tissue 

preparation.  

 

 

Figure 2.11 Representative images of the isotype and secondary only compared to the 
real staining for all the antibodies used for histological analyses in this thesis.  

Controls were imaged at the same time, with identical laser power and gain and exported 

with the same brightness levels as the real staining images, to ensure the validity of the 

protocol. 
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2.6.3. Thioflavin-S staining 

Two coronal sections, including the PFC and the hippocampus, per mouse were 

stained with 400 μl of freshly prepared Th-S staining solution for 20 min at room 

temperature inside 24-well plates, kept in constant movement as described in the 

previous section. Sections were then washed for 5 min in 50 % EtOH, and finally 

washed 3 times for 5 min with distilled water. During all these steps, sections were 

shielded from light by covering the plates in foil. Once stained, sections were 

mounted on Superfrost Plus Microscope Slides (ThermoFisher Scientific) as 

described above and stored in the dark at 4 °C for up to two weeks. Due to the 

potential batch-dependant variability in the Th-S solution, as well as to the high 

photosensitivity of this staining, all the samples were stained in a single occasion 

and imaged in the shortest timeframe possible to avoid loss of fluorescent signal.  

 

2.6.4. Image acquisition and analysis 

2.6.4.1. Image acquisition and z-stack processing 

For basic Iba1, GFAP and CD68 analyses, brain sections were imaged using a 

Zeiss Cell Observer Spinning Disk confocal microscope (Zeiss) with a 20x objective. 

For Iba1 and CD68 staining, 8 z-stacks were acquired for the PFC and 14 for the 

hippocampus region, due to the presence of different sub-regions inside this 

structure. For GFAP staining, instead, only 14 images were acquired in the 

hippocampus, due to the extremely low expression level of this astrocytic marker in 

the cortex (347). The central 30 optical sections of each z-stacks (for a total 

thickness of ~ 15 μm) were transformed into a frontal maximum-intensity orthogonal 

projection using the “Maximum” option in the Zen Blue Lite software (Zeiss, version 

2.6). Due to the relatively limited power of the 20x objective and the thickness of the 

section, there may have been a slight difference in z-stack thickness even amongst 

images acquired from the same sample. However, any bias due to this difference 

was prevented by analysing the same number of planes for each image. 

To obtained Iba1 images for the morphometric analysis of individual microglia, 

hippocampal sections stained with an anti-Iba1 antibody were images using the 

same Zeiss Cell Observer Spinning Disk confocal microscope (Zeiss) with a 40x oil 

immersion objective. All images were acquired in the CA1 region to avoid any bias 
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due to region-specific morphological diversity (134,348). Between 4 and 6 z-stacks 

of random fields were acquired for each mouse. 

In the case of the whole-section Aβ-plaques analysis, as well as for the pilot Th-S 

staining, images were acquired using the EVOS™ FL Auto 2 Imaging System with a 

20x objective. A single plane was acquired for each section, using the “large 

structures” Autofocus mode to automatically focus on plaques within each individual 

field. The final stitched image was used for the subsequent Fiji analysis. 

Finally, for the evaluation of microgliosis around individual plaques, 10 random fields 

comprising at least one Aβ-plaque each were acquired per mouse across the PFC 

region using a Leica TCS SP8 confocal microscope (Leica Microsystem) with a 40x 

oil immersion objective. The whole thickness of the tissue was acquire to ensure the 

most accurate count of peri-plaques microglia. Only plaques that were visibly fully 

comprised in the z-stack were analysed, and areas with high density of overlapping 

amyloid deposits were excluded to avoid biases in the microgliosis analysis. The full 

z-stack was then used for the ensuing Imaris analysis.  

All experiments were performed in blinded conditions starting from the image 

acquisition stage, in order to avoid any operator bias. In case of contribution to the 

analysis from other members of the group, processed images were briefly inspected 

to ensure consistency across operators. 

 

2.6.4.2. Iba1 and GFAP analysis 

The orthogonal projections were then analysed with Fiji Software (Fiji is just ImageJ, 

version 1.52p (344)) as shown in Figure 2.12. After utilising the “Background 

subtraction” tool, Iba1 or GFAP positive cells were manually counted using the “Cell 

Counter” plugin. Care was taken not to include cells with their cell body partially 

outside the edges of the image. After assessing the number of Iba1+ or GFAP+ cells 

in the acquired field and calculating the number of cells per square mm (cell/mm2), 

each image was converted to the 8-bit format. A brightness and contrast adjustment 

was then performed to allow an easier identification of cell bodies and ramifications. 

A threshold was then applied to select the positive pixels, taking extreme care to 

avoid artefacts and trying to select even the thinnest ramifications, although a 

minimal loss was unavoidable. The resulting binary image was then analysed using 

the “Measure” tool to obtain the numerical value of area percentage covered by 

Iba1+ or GFAP+ pixels.   
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In the case of the microglial staining, the 8-bit image was further processed to obtain 

Nearest Neighbour Distance (NND) values. Two sequential filters from 

the MorphoLibJ plugin library were applied to the images: first, a Gray Scale 

Attribute filter was applied to isolate the cells from the background 

(Operation = “Opening”, Attribute = “Area”, Minimum Value = 25 pixels, Connectivity 

= 8), followed by an opening Morphological filter (Operation = “Opening”, 

Element = “Octagon”, Radius = 1 pixel) in order to separate the cell body from the 

ramifications. The plugin “Entropy Threshold” was used to obtain binary images, 

which were then inspected to correct any potential bias originated from missing cell 

bodies or wrongly included ramifications. The final binary was then analysed to 

obtain Centroids coordinates, which were used by the “NND” plugin to calculate the 

relative values for all the identified cell bodies. Finally, the ROIs obtained from the 

analysis were applied on the original image to prove the quality of the analysis. 

 

 

Figure 2.12 Schematic representation of Iba1 analysis performed using Fiji software.   

Workflow of the Fiji analysis of brain sections stained with an anti-Iba1 antibody (red). 1) The 

original TIFF images of the Iba1 staining were imported into Fiji. 2) They were the processed 

by subtracting background using the “Subtract background” option in order to reduce any 

potential bias during the subsequent thresholding step. 3) Cell bodies were manually 

quantified using the “Cell counter” plugin. 4) The images were then converted to the 8-bit 
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format and a fixed brightness and contrast adjustment (min displayed value = 3, max 

displayed value = 25) was performed to facilitate the following steps. 5a) For the area 

percentage analysis, the threshold was manually adjusted taking care to exclude any 

artefact and include all the cellular processes. 6a)This led to binary images, which were then 

used to assess the area fraction covered by the Iba1+ particles thanks to the “Measure” tool. 

5b) For the NND analysis, instead, the 8-bit image went through a first step of filtering using 

two MorphoLibJ plugins. A Gray Scale Attribute Filtering (“Operation = Opening”, 

“Attribute = Area”, “Minimum Value = 25 pixels”, “Connectivity = 8”) and a Morphological 

Filter (“Operation = Opening”, “Element = Octagon”, “Radius = 1 pixel”) were applied to 

obtain cell bodies isolated from both the background and the cell ramifications. 6b) The 

“Entropy Threshold” plugin was used to convert the filtered images in binary ones. Centroids 

were calculated for each cell body selecting a 30µm minimum size filter in the “Analyse 

Particles” tool. 7) Finally, Nearest Neighbour Distance (NND) values were calculated using 

the homonymous plugin and the ROIs of the cell bodies were applied to the original image to 

evaluate the accuracy of the selection. 

 

Data resulting from both microglia and astrocyte characterisation was analysed via 

Two-way ANOVA for 8-week-old mice (sections 4.2.1 and 4.2.4), while adult 

samples (section 5.2.1) were analysed via Three-way ANOVA, followed by Šidák’s 

multiple comparison test wherever appropriate. 

Three-way ANOVA tests were employed for the analysis of the phagocytosis and 

Griess assay (sections 3.2.3 and 3.2.4), and for all behavioural data (section 5.2.4), 

followed by Šidák’s multiple comparison test wherever appropriate . 

 

2.6.4.3. Iba1/CD68 co-localisation analysis 

In the case of CD68 and Iba1 co-localisation analysis, for each image the Iba1 and 

CD68 channels were analysed separately as described above (see Figure 2.12, 

steps 4-6a) to obtain binary images of either Iba1+ cells or CD68 staining. ROIs 

generated from the Iba1 channel when then applied to the respective CD68 binary 

image before using the “Measure” tool set on the “Area fraction” option, in order to 

make sure only colocalizing pixels were comprised in the analysis. 

Data shown in section 4.2.4 was analysed via Two-way ANOVA. 
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2.6.4.4. Morphometric analysis of single cells  

Each image was carefully cropped to isolate single cells. Only cells that were 

entirely comprised within the z-stack and whose cell body was not overlapping with 

adjacent cells were used for the analysis. A total of 5 cells per animal was then 

analysed using the Filament Tracer module of Imaris software (Bitplane, Oxford 

Instruments, version 9.3.1). The “AutoPath (no loops)” algorithm was used to trace 

the cells. Both the starting point and the seed point threshold were manually 

adjusted to make sure the starting point corresponded to the cell body and the seed 

points included most if not all the ramifications. After the filament was automatically 

generated, wrong connections and duplicate branches were manually deleted. At 

the same time, any branch that had been ill- or partially-traced was manually edited 

and any small process missed by the algorithm was added to the structure. Due to 

the elevated level of editing required, and the consequent time consuming nature of 

this process, technical help was provided by Dr. R. Jones and Dr. A. Kouzeli, who 

processed a portion of the samples (which were then reviewed to avoid additional 

bias due to different operators). The chosen parameters to carry on statistical 

evaluations included those showed in Table 2.7, whose definition here reported has 

been adapted for microglia from the original software reference manual (349). For 

the purpose of this work, an increment in radius of 3µm was selected for the Sholl 

analysis and to evaluate data at specific branch levels. 
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Table 2.7 Definition of selected parameters obtained from Imaris 3D tracing of 
microglia. 
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Data shown in section 4.2.2 was analysed using linear mixed-model analysis in R. 

To account for possible confounders, in addition to the genotype the regression 

models included sex and mice IDs, as well as radius or branch level wherever 

appropriate; genotype, sex and radius/branch level were included as fixed effects, 

while the animal's ID was included as a random effect to account for the animal-

specific variability. 

 

2.6.4.5. Whole-section Aβ-plaques evaluation 

As shown in Figure 2.13, regions of interest (PFC and hippocampus) were carefully 

cropped out of the original stitched images, converted to the 8-bit format and used to 

generate a mask. After subtracting the background and adjusting brightness and 

contrast to facilitate plaques detection, a manual threshold was applied to the 

section taking care to include as much plaque surface as possible without creating 

artefacts due to the inclusion of background pixels. The resulting binary images 

were then manually edited, by visual comparison to the original file, to remove any 

obvious artefact (such as blood vessels, folds in the tissue, out of focus areas etc.) 

and plaque number and area were obtained using the “Analyse particles” tool. After 

different trials, a minimum size threshold of 200µm was selected to avoid including 

any remaining background pixels or small artefacts not removed during the previous 

manual assessment. Furthermore, the previously created mask was used to 

evaluate the percentage of tissue covered in plaques using the “Measure” tool set 

on the “Area fraction” option. Finally, the ROIs created from the particles analysis 

were flattened onto the original section to visually assess the quality of the selection. 

Statistical analysis was performed via Two-way ANOVA (as shown in section 5.2.2). 
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Figure 2.13 Schematic representation of 6E10 analysis performed using Fiji software.  

Brain sections comprising either the PFC (shown here) or the hippocampus were stained 

with a commercial 6E10 antibody (red), specific for residues 1-16 of Aβ (350). 1) The 

stitched TIFF files obtained were imported in Fiji and 2) converted to 8-bit images. 3a) A 

mask was created taking care to exclude any rip in the tissue as well as the Olfactory Nuclei 

(in PFC-comprising sections) due to their absence in most of the samples. Similarly, at this 

stage the hippocampus was isolated from the corpus callosum, the hippocampal fimbria and 

any other adjacent structure to avoid biases. 3b) The same 8-bit image was also processed 

using the “Subtract Background” tool and brightness/contrast were adjusted to allow easier 

identification of the plaques. 4) A threshold was then applied, taking care to include as much 

of the plaque area as possible without selecting non-specific background. 5) The resulting 

binary images were manually edited to remove obvious artefacts and 6) the remaining 

particles were analysed using the “Analyse particles” tool, with a size threshold of 200 µm 

minimum to avoid including background pixels. This step provided the total number of 

plaques and the area of each of them within the section. 7) The mask created during step 3b 

was then applied to measure the total area of the section and the percentage of area 

covered by plaques. 8) Finally, a ROI was created based on the identified plaques and 

overlaid to the original image to assess the quality of the selection. 

 

2.6.4.6. Individual Aβ-plaques microgliosis assessment  

Each 3D image was opened with Imaris a and analysed as shown in Figure 2.14. 

Plaques comprised within the stack, sufficiently far from the image border and not 

overlapping with other Aβ aggregates were manually rendered using the “Surface” 
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creation module on “Absolute intensity” mode, with surface detailing set to 0.910 μm 

to avoid artefacts due to the high background of the staining (any higher detailing 

was observed to cause artefactual indentations in rendering due to the inclusion of 

background pixels into the surface). The volume of the plaque was then calculated 

and exported for the downstream analysis.  

The “Spots” creation module, with an estimated volume of 8 μm, was then employed 

to automatically locate microglial cell bodies across the whole z-stack. 

Miss-assigned spots and unrecognised cell bodies were manually amended as 

required. Finally, the “Find spots close to surface” extension was used to count the 

number microglial cells within 15 and 30 μm radius from the plaque. Despite every 

effort to avoid extremely small or big deposits, imaging plaques of different volume 

was unavoidable; for this reason, following Imaris analysis plaques were divided in 3 

groups based on size, to avoid bias in the subsequent analysis. Specifically, a first 

group of “small” plaques included all the aggregates with a volume of 

9,000-20,000 μm3; plaques of >20,000 and <30,000 μm3 were considered “middle-

sized”, and finally any aggregate with a volume comprised between 30,000 and 

39,000 μm3 was categorised as “big”.  

 

 

Figure 2.14 Schematic representation of peri-plaques microgliosis analysis performed 
using Imaris software.  

1) The 3-channels z-stack, including Iba1 staining for microglia (red), 6E10 staining for Aβ 

plaques (green) and DAPI staining for nuclei (blue), were imported into Imaris software. 2) 
Any plaque fully comprised in the z-stack, not overlapping with others and not too close to 

the borders was rendered in 3D using the “Surface” creation module (white arrow). 3) The 

“Spots” creation tool was then used to automatically identify microglial cell bodies across the 

whole image. If needed, spots were then manually edited to remove incorrect cell bodies and 

add any missing one. 4) Finally the “Find spots close to surface” extension was used to 

automatically identify cell bodies within 15 and 30 μm from the plaque (pink spots). 
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Peri-plaque microgliosis analysis (section 5.2.3) was conducted using a linear mixed 

model in R, in order to analyse the effect of genotype and sex (as fixed effects) on 

microgliosis, while the animal's ID was included as a random effect, for each of 

three size classes of Aβ-plaques. 

 

2.7. Two-photon microscopy 

Prior to commencing surgical procedures on Cx3cr1-GFP animals, the specificity of 

EGFP staining was assessed on brain slices. Two brains were extracted without 

perfusion-fixation, to avoid any impact of PFA on EGFP signal, and were then snap-

frozen embedded in Tissue-Tek® Optimal Cutting TemperatureTM compound 

(Sakura Finetek). 16 µm-thick slices were obtained using a ThermoFisher Scientific 

CryoStar NX50 cryostat, mounted on Superfrost Plus Microscope Slides using 

ProLong® Gold mounting media and immediately imaged on a Zeiss Cell Observer 

Spinning Disk confocal with a 20x objective (Figure 2.15A). 

Before being imaged, mice underwent a craniotomy in order to make brain tissue 

accessible. Following the indications from Goldey et al. (351), a 3 mm-large circular 

portion of skull was removed and replaced with two 3 mm cover glasses and one 

5mm cover glass on the top, together with a metal head plate (fixed by dental 

cement) to allow head immobilisation during the imaging session. The cranial 

window was centred over the primary visual cortex (V1), which is located in the left 

hemisphere of the brain (Figure 2.15B). The V1 region was identified by using 

coordinates 3.00 mm lateral to lambda and 1.6 4mm anterior to the lambdoid suture 

(351). All the surgical procedures were performed by Ms. F. Chen.  

A week after the surgery – during which the mice entirely recovered from the 

craniotomy – mice were imaged using a customised two-photon resonant scanning 

microscope (Thorlabs, B-Scope; Figure 2.15C). Mice were awake during the 

imaging session and placed on a cylindrical treadmill to try reduce anxiety and 

therefore head movements due to stress, which would not only impair the image 

quality but could also lead to detachment of the head plate.  

 

https://medic3.cardiff.ac.uk/CBSBooking/view.php?id=117
https://medic3.cardiff.ac.uk/CBSBooking/view.php?id=117
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Figure 2.15 Representative images of EGFP expression in microglia and two-photon 
microscopy set up.  

A) Representative picture of EGFP expression (green) in the brain of an Abi3-KO Het x 

Cx3cr1-GFP Het mouse, obtained with a 20x objective on a Zeiss Cell Observer Spinning 

Disk confocal microscope. Even with a low magnification it was possible to appreciate the 

specificity of the staining and the presence of a ramification network. B) Schematic 

representation of primary visual cortex (V1) location projected on the overlying skull. V1 was 

identified using the lambda and the lambdoid suture as reference (3.00mm lateral to lambda, 

1.64mm anterior to the lambdoid suture). Image of the skull was obtained (reproduced with 

permission of Elsevier, see Appendix 1) from the Mouse Brain Stereotaxic Atlas (346). C) 
Image shows the customized setup utilized for two-photon imaging. A resonant scanning 

microscope (Thorlabs, B-Scope) with a 16x 0.8 NA objective with 3-mm working distance 

(Nikon) was used to obtain two-photon data. During the imaging sessions, mice were 

clamped in place through the head place, but they were left free to run on a spinning wheel 

to try reducing the unavoidable anxiety generated by the restriction of head movements. A 

plastic cone was adjusted on top of the cranial window and filled with water to allow imaging 

of the underlying tissue. Finally, the mobile tray on which the wheel is located was moved in 

position and the water-immersion objective was lowered at the adequate starting depth 

within the cone. A black curtain was then lowered to protect the operator from the lasers. 

Animals were constantly monitored throughout the session by means of a camera. 

 

Laser power was set to 30mW (at the sample) for all recordings. Each mouse 

underwent a single imaging session, for a total of 45 minutes, with 50µm-thick z-



87 
 

stacks (comprised of 25 sections, for a total a 2µm step size) acquired every 90 

seconds. A 7x zoom was used allow visualisation of the thin processes. Each focal 

plane of the z-stack was imaged 10 consecutive times before moving to the next 

one. Following the acquisition, a custom written software in MATLAB® (R2019 and 

following; MathWorks) (reported in Appendix 2 and developed by Dr. A. Ranson) 

allowed image registration and therefore the alignment and merging of all 10 images 

constituting a single focal plane. This step was crucial to obtain a higher signal/noise 

ratio and be able to visualize most if not all the thin microglia ramifications. Other 

than providing registered z-stacks for each of the 30 time points, this pipeline 

produced a single time-stack, where each z-stack resulted merged in a maximum 

intensity orthogonal projection and then collated with all the others, in chronological 

order.   

The resulting file was then used to perform a quantification of the area covered by 

Abi3-WT and –KO microglia using Fiji software as shown in Figure 2.16 below. Each 

TIFF file was appropriately cropped to remove artefacts due to the registration step, 

more prominent in some animals due to higher stress-related movements. The time 

stack was then flattened into a single orthogonal projection and brightness and 

contrast were adjusted to facilitate the downstream analysis. Different thresholds 

were applied to the resulting 8-bit image to obtain two binary images: a first one 

comprising all the ramifications and a second one including exclusively the brightest 

objects, which resulted mostly cell bodies. The percentage of “dynamic area” – i.e. 

the area covered only by dynamic structures – was measured after subtracting the 

second binary image from the first one. The quality of the selection was assessed by 

overlaying the ROI of the dynamic surveillance area to the orthogonal projection of 

the time stack. Finally, a rainbow LUT was applied to the time stack and the 

resulting image, showing ramifications color-coded on the basis of their 

chronological appearance in the time stack, was used to visualise changes in 

processes length and position. 

Data was analysed via Two-way ANOVA (section 4.3.2). 
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Figure 2.16 Schematic representation of the analysis pipeline performed on 2-photon 
videos through Fiji software.  

 Each original file comprises 25 optical planes, with a 2 µm step size; 30 z-stacks were 

acquired in one session for each animal. A first step of registration was performed on Matlab 

using the code reported in Appendix 1 in order to maximise the signal/noise ratio. Each 

registered z-stack, representing a single time point, was then flattened into a single 

orthogonal projection image and collated to the remaining ones in order to obtain single TIFF 

file. 1) These files were then imported into Fiji software. 2) Images were cropped to remove 

artefacts due to the registration step and the time stack was flattened by applying a 

maximum intensity orthogonal projection, to then adjust brightness and contrast in order to 

facilitate the following analysis. 3) A first threshold was applied taking care to include all the 

ramifications, 4) while a second threshold was used to select only the regions with highest 

intensity, which mostly coincided with the cell bodies. 5) The latter, defined as “static” region, 

was then subtracted from the first binary image, in order to obtain a binary including only 

dynamic structures. The area percentage covered by the dynamic structures and the one 

never surveyed by microglia ramifications were both quantified using the “Measure” tool. 6) 
Finally, the ROI of the dynamic area was applied to the orthogonal projection in order to 

assess the quality of the analysis. 7) In addition, a LUT was applied to the original time stack 

in order to assign to each frame a different colour: the resulting orthogonal projections allows 

visualization of changes in position or length of the processes.  

 

2.8. Behavioural assays 

Before any task, mice were allowed at least 30 min habituation inside the testing 

room prior to being assessed. All animals were tested in the same room, using the 

same equipment and in temperature conditions comparable to those in the holding 
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room. To reduce light-induced stress, lights in the room were partially shielded to 

ensure than the centre of the arena was illuminated at no more than 30 lux as 

measured with a light meter. Moreover, arenas and objects were wiped between 

animals using 20 % (v/v) EtOH in order to reduce olfactory cues. The operator sat in 

the room – more than one meter away from the arena – through all the assays, 

avoiding loud noises or excessive movements. 

Whenever possible, age- and sex-matched mice of two different genotypes were 

cohoused from weaning and each behavioural cohort included animals of all four 

genotypes tested, as shown in Table 2.8. All behavioural tasks were performed 

during the 12-hour light cycle, taking care to alternate genotypes (cycling through 

groups of the two sexes), to reduce biases due to the influence of the circadian 

rhythm on mice behaviour. For instance, a group of 4 females (one of each 

genotype), was followed by an equivalent group of males, repeated until all mice 

had been tested. 

 

 

Table 2.8 Summary table of the animals tested for the scope of this thesis.  

Any effort was made to include mice of both sexes for all four genotypes tested in evert 

cohort, although this was not always possible due to difficulties with breeding.  

 

Animals were aged to 40 weeks, and were handled for approximately a minute each 

five times during the week preceding the commencing of the behavioural tasks, in 

order to reduce the stress caused by the operator during testing. Animals were then 

tested with multiple paradigms as shown in Figure 2.17. In case of particularly big 

cohorts, animals were split as equally as possible between two sub-cohorts, tested 

with a 24-hour delay. Anxiety was first assessed with the Elevated Plus Maze (EPM) 

paradigm, followed by two consecutive days of the Open Field (OF) task, which 
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provided additional information regarding animal anxiety as well as allowing the 

animals to get accustomed to the arena. After one habituation day in the presence 

of a single object (not used in the successive tasks), mice memory was assessed 

using two paradigms, the Novel Object Recognition (NOR) and the Object In Place 

(OIP). Each animal was tested twice for each paradigm – with two separate sets of 

objects for each task – with a day of rest in between sessions; the two repeats of 

each task were completed before moving to the next one. Each cohort (or 

sub-cohort, when present) was divided in two balanced groups in order to allow both 

memory tasks to be performed on the same day to avoid biases caused by the 

habituation to the arena.  

 

 

Figure 2.17 Visual summary of the behavioural schedule.  

Mice of each cohort were tested over the span of 11 days, starting with the Elevated Plus 

Maze (EPM) paradigm, on day 1, and the Open Field (OF) paradigm, on day 2, to measure 

anxiety. They were then given another habituation day in the empty arena (OF2), and an 

additional one in the presence of a single object (OF + 1 object). Finally, starting from day 5, 

animals were tested twice with each memory paradigms, the Novel Object Recognition 

(NOR) and the Object In Place (OIP), with a day of rest in between testing sessions. Each 

cohort was split in two, maintaining wherever possible a balanced mix of sexes and 

genotypes, with half cohort tested on the NOR and half on the OIP every day; each mouse 

was tested with the same paradigm in two consecutive occasions before switching to the 

remaining one. Due to time constraints, the analysis of the OIP videos will be performed after 

the completion of this thesis and will therefore not be shown in this manuscript.     

 

Mice were tested again, following the same schedule (but with different sets of 

objects) at 50 months of age to follow the disease progression. However, due to the 

elevated manual scoring required and the high number of animals tested, this 

second time point will not be part of this thesis; the OIP tasks at 40 weeks will be 

analysed after submission for the same reason.  

Four weeks after the completion of the second time point, mice were isolated in 

large cages with full enrichment and tested with a Sucrose Preference (SP) 
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paradigm and, after assessing the Nest Score for each animal, mice were culled by 

an approved Scheduled 1 method and tissue was harvested for future experiments.  

The EPM and OF videos were automatically analysed using the EthoVision 

video-tracking system (v. XT 13; Noldus Information Technology Inc), while NOR 

videos, requiring manual assessment, were analysed in blinded conditions.  

Statistical analysis for all behavioural data (section 5.2.4) was performed using 

Three-way ANOVA tests, followed by Šidák’s multiple comparison test wherever 

appropriate. 

 

 

2.8.1. Elevated Plus Maze (EPM) paradigm 

The EPM apparatus consisted of a cross-shaped raised platform, 70 cm above the 

floor. A shown in Figure 2.18A, the maze presented four equally-sized arms 

(6 x 39 cm), two opposing open arms, surrounded by a 1 cm-high transparent plastic 

wall to avoid falls, and two closed arms encircled by a 15 cm-high opaque black 

wall, with a central area of 6 x 6 cm. The maze was placed in a rat open field arena 

(100 x 100 cm) to stop any animal from escaping after falling from the open arms. 

Mice were placed individually in the centre of the arena, facing a closed arm. The 

recording was started before each mouse was placed in the arena and animals were 

left free to explore the maze for 10 minutes before being returned to their home 

cage. The arena was cleaned with 20 % EtOH and thoroughly dried in between 

animals.  

Videos were analysed automatically using EthoVision software after dividing the 

arena in areas of interest as shown in Figure 2.18B, in order to measure: latency to 

the first entry and the number of entries in the open arms, time spent in the open 

arms, total distance travelled in both types of arms as well as average speed in 

either the open or closed arms. The percentage of time spent moving in either type 

of arm ([time spent moving in {open/close} arms / total time spent in {open/closed} 

arms] * 100) were also calculated for each animal.   
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Figure 2.18 Elevated Plus Maze (EPM) layout.  

A) The elevated arena is formed by two opposing open arms, where mice are free to dip 

their head over the 1 cm-high wall to explore the surrounding environment, and two closed 

arms, surrounded by high black walls that provide shelter to the animals. Mice were placed 

at the intersection of the four arms and left free to explore the arena for 10 minutes. B) EPM 

videos were analysed at a later time using EhoVision XT 13 software. The open (green) and 

closed (red) arms were delineated in the software, which tracked mice movements in the 

different areas and provided information regarding mice motility and time spent in each area, 

as well as the number of times a mouse crossed into one of the open arms. 

 

2.8.2. Open Field (OF) paradigm 

The OF arena consisted in a 60 x 60 cm box surrounded by 40 cm-high white 

opaque walls. All animals were placed individually in the same corner of the maze, 

as shown in Figure 2.19A, and left free to explore it for 10 minutes, prior to being 

returned to their home cage. The arena was cleaned with 20 % EtOH and fully dried 

between animals. Start recording before placing the animal and stop it 10 minutes 

from when you sit down having placed the animal in it. This was repeated for two 

days in a row; however, the second day was only treated as an habituation step for 

the following memory tasks and therefore mice performance during the second OF 

day will not be discussed in this thesis. 

Videos were automatically assessed using EthoVision. As shown in Figure 2.19B, 

the arena was divided in a 5 x 5 squares grid, with the central 9 squares forming the 

“centre” area, while the surrounding 16 squares were indicated as “borders”. For all 

animals, EthoVision assessed the latency to the first entrance in the centre, the 

number of entries in the centre and the total time spent in that area, as well as the 

total distance travelled, the average speed and the percentage of time spent in 

movement (regardless of the position in the arena).   
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Figure 2.19 Open Field (OF) arena layout.  

A 50 x 50 cm square arena, surrounded by opaque white walls (that precluded the mice from 

seeing the operator sitting in the room) was employed for this task. A) Mice were placed 

consistently in the same corner of the arena and left free to explore the arena for 10 minutes. 

This was repeated twice during two consecutive days of testing, to not only obtain 

information regarding strains locomotor and exploratory activity, but also to habituate them to 

the arena for the following tasks. B) OF videos were analysed using EhoVision XT 13 

software. The arena was divided in a 5 x 5 grid and two areas (“border”, in yellow, and 

“centre”, in blue) were identified in the software. Mice movements around the arena were 

automatically tracked by the software and values regarding speed, distance moved and time 

spent in each area were extracted for downstream analysis. 

 

2.8.3. Novel Object Recognition (NOR) paradigm 

After being tested twice in the empty OF arena, mice were further habituated with 

one object (shown in Figure 2.20) on day 4 of the behavioural schedule. As before, 

mice were placed in the same corner of the maze and left free to explore the arena 

and interact with the object for 10 min each. Arena and object were cleaned with 

20 % EtOH in between animals.  
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Figure 2.20 Visual representation of the additional habituation phase mice underwent 
before performing NOR task.  

A) An object similar in size to those used for the following memory tasks was used to 

habituate the mice to the presence of foreign objects in the arena. B) Mice were placed in 

the same corner as before and left free to explore the object for 10 min before returning to 

their home cage until the next day.  

 

On day 5 and 7 or 9 and 11, animals were tested with two sets of objects (as shown 

in Figure 2.21). Object were tested with untrained adult C57BL6/J mice prior to 

commencing of the experiments to ensure lack of preference for either object of 

each set. Objects were all of roughly similar size, high enough to prevent the 

animals from climbing them and sufficiently heavy to minimize the risk of an object 

falling due to an animal rearing and pushing on it.  

As mentioned before, half of the cohort/sub-cohort was tested with the NOR 

paradigm on day 5 and 7, while the other half was tested with the OIP paradigm 

(which will not be shown in this thesis); the two groups were then tested again on 

day 9 and 11 with the appropriate remaining task. Objects were placed in two 

corners, along a diagonal line, and mice were individually transferred to the arena 

and positioned in the same corner as in the previous days, equally distanced to both 

objects. During the training phase, mice were left free to explore for 10 min two 

copies of the same objects, prior to being returned to their home cage. After a 

10-min resting phase, mice were once again placed in the cage and tested for 10 

min with a third copy of the same object used during the training phase (in order to 

further reduce olfactory cues, in combination with 20 % EtOH washings between 

animals) and a copy of a second object (Figure 2.21A).  
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Figure 2.21 Representative images of the NOR assay set-up.  

A) Mice were trained for 10 min with two identical copies of an object placed across a fixed 

diagonal, returned to their home cage for a 10-min rest phase and finally tested for 10 more 

minutes with a third copy of the familiar object, while a novel object was placed at the other 

side of the diagonal (red arrow). The diagonal was maintained constant, with mice being 

consistently placed in the same corner as the habituation phase, equally distant from both 

objects. B) Two sets of objects were employed during the NOR task. Each set comprised of 

3 copies of object A and 3 of object B. An equal number of mice in each group was allocated 

either object A or B (for both repeats of the task) as novel object. The use of 3 copies of the 

same object ensured the task was not biased by olfactory cues which could help mice 

recognize the familiar object. Objects were all similar in size and tall enough to prevent 

animals from climbing on them. The time spent exploring each object during the test phase 

was manually quantified in blinded conditions. 

 

Mice were allocated either object A or B (for both sets) as novelty object, taking care 

to maintain a balanced distribution across sexes and genotypes (so that 

approximately 50% of any group was tested with either object). The diagonal line 

along which objects were positioned was maintained constant throughout all testing 

sessions; however, during the test phase the novel object was allocated either to the 



96 
 

left or the right side, once again in a balanced way to compensate for any potential 

position bias.  

Videos were recorded and were scored in a later occasion, to reduce interference 

during testing, using two stopwatches (one for each object; ThermoFisher 

Scientific); evaluation was performed in blinded conditions. Exploration was defined 

as the mouse's noise being pointed towards the object within 2 - 3 cm of the object, 

as well as the mouse rearing on the object, actively sweeping or sniffing. Animals 

that did not reach a minimum of 20 s total exploration time during the test phase 

were excluded from the analysis, due to potential confounding stress factors 

influencing mice behaviour (352). A percentage of exploration ([total exploration 

time / total test phase duration] * 100) and a discrimination index ([time spent 

exploring the novel object – time spent exploring the familiar object] / total 

exploration time) were calculated for each mouse.  

 

2.8.4. Sucrose Preference (SP) paradigm 

As mentioned above, at the age of approximately 54 weeks mice were isolated and 

transferred from medium to large polycarbonate cages with standard enrichment. 

Cage labels were then blinded and animals were allowed to habituate to the new 

environment for 24 hours. The next day, a second bottle of water was added to the 

cage and the mice were again allowed 24 hours to get accustomed to the change. 

The next morning both bottles were emptied, filled with either H2O or a freshly made 

2 % (w/v) sucrose solution (a commonly used concentration for this task (353)) and 

labelled accordingly. After being weighted, bottles were returned to the respective 

cages, randomly alternating position (left or right side of the cage) of the sucrose 

bottle (2.22).  
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Figure 2.22 Sucrose Preference (SP) test set-up.  

A) Example of cages set-up during the SP assay. B) A close-up from the previous image 

allows better visualization of the cage blinding, as well as of individual cages set-up. In 

particular, it is possible to appreciate the presence of two bottle per cage, one labelled with 

“H2O”, while the other contains freshly prepared 2 % sucrose solution. As it is possible to 

see, the water bottle positioning on either side of the cage is alternated across all animals, in 

order to account for any potential bias due to the position (e.g. bottles presented at different 

angles).  

 

After 12 hours, bottle were weighted again and switched place to avoid any bias due 

to the position. Finally, after another 12 hours, bottles were weighted one last time, 

taking care to note any evident leak in the cage (which would lead the relative 

mouse to be excluded from the analysis). Mice were then returned to normal 

housing condition, i.e. provided with a single water bottle, and allowed to rest till the 

next day, before performing the nest scoring as discussed in the next session. A 

sucrose preference percentage ([volume of 2 % sucrose consumed over 24 

hours / total volume of liquid consumed over 24 hours] * 100) was calculated for 

each animal. 

 

2.8.5. Nest Scoring   

After being allowed to rest, mice were tested one last time to assess their ability to 

efficiently build a nest. At the end of the day (5-6 pm) any nesting material present in 

the cage was removed and replaced with two clean squarest of nestlets 

(approximately 8g total), consistently placed in the bottom left corner of the cage as 

shown in Figure 2.23A. Nests were scored the following day as close as possible to 

1pm, in order to reduce variability across batches due to different length of testing. 
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Each cage was photographed for records, but nests were scored (still in blinded 

conditions) at the same time as image acquisition due to the difficulty of accurately 

assess depth of the nest site from the pictures. Nests were scored according to an 

established protocol (354). Briefly, if the material had not been manipulated at all 

(i.e. it had not been shredded or even moved from the initial position), the cage 

received a score of 0. If no nest site was obviously visible (with squares of nesting 

material simply moved around the cage and/or only partially shredded, with no clear 

central nest site) the cage received a score of 1. Finally, if a centralised nest site 

was visible, the nest was scored as if it was a square, with each side scored 

independently to then obtain an average value as shown in Figure 2.23B. If the walls 

were entirely flat, the nest/side was assigned a value of 2; if a slightly cupped shape 

was present, the nest/side scored a 3; if the wall appeared approximately half the 

height of a dome that would enclose the nest, it was assigned a 4 and, finally, in 

case of walls closer to the full height of a dome the score was a 5. 

 

 

Figure 2.23 Representative images of the nest scoring set-up and scoring system.  

A) Representative image of a random cage at the beginning of the test. The old nesting 

material was replaced by two nestlets squares (red arrow), but no other enrichment object 

was removed from the cage to avoid ulterior stress to the animal. B) In case of nest material 

manipulation and clear central nest site presence, nests were scored according to this visual 

reference chart. However, instead of scoring the nest as a single unit, it was treated as an 

imaginary square and each side assessed individually. The 4 values were then averaged to 

obtain the final nest score.  
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2.9. Statistics and analysis softwares 

2.9.1. Cell assays 

All the repetitions of the spreading assay, as well as the phagocytosis assay and the 

nuclei count for the Griess assay were performed using (Fiji is just ImageJ, version 

1.52p). 

 

2.9.2. qPCR data 

Data was collected using QuantStudio™ Real-Time PCR software (version 1.7.1; 

Thermofisher Scientific). For each sample, 40-CT values were calculated as 40 

(total number of cycles) minus the cycle threshold (number of cycles required for the 

fluorescent signal to exceed background level) for that sample. Similarly, 

40-delta-CT (ΔCT) values were calculated as 40 minus the difference in cycle 

threshold between that of the target gene and the CT value of the endogenous 

control (Ywhaz). Relative quantification of fold change gene expression utilised the 

average ∆CT values of the biological replicates of the control group to create a 

‘Control Average’, which wass subtracted from the individual ΔCT to generate 

relative delta-delta CT (∆∆CT), which was then converted to a log fold change 

(2^--(∆∆Ct)). 

 

2.9.3. Flow Cytometry data 

All flow cytometry files (for quantification of GFP expression in 

hABI3-overexpressign lines, as well as for DHR 123 analysis) were analysed using 

Flow Jo software (version 10.7.1; Beckton Dickinson).  

 

2.9.4. Immunofluorescence and two-photon data 

All histological analyses were performed on either Fiji Software or Imaris (Bitplane, 

Oxford Instruments, version 9.3.1) according to the protocols detailed in section 2.6. 

Similarly, two-photon videos were registered with MATLAB® (R2019 and following; 

MathWorks) and then processed with Fiji. 
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2.9.5. Behavioural paradigms data 

Automated analysis of EPM and OF videos was performed using the EthoVision 

video-tracking system (v. XT 13; Noldus Information Technology Inc). Instead, NOR 

videos were manually scored in blinded conditions using two stopwatches.  

 

2.9.6. Graphs and statistics 

Statistical analyses were mostly performed using GraphPad Prism (GraphPad 

Software, version 8) and JASP (v0.16.3), or R (version 4.0.0).  

All graphs were generated using GraphPad Prism. p-values of >0.05 were taken as 

non-significant (ns). p-values of ≤0.05 will be denoted with a single asterisk (*), 

p-values of ≤0.01 will be written as **, p-values of ≤0.001 by *** and p-value of 

≤0.0001 as ****. 
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3. Chapter 3: Role of Abi3 on 
macrophages and microglia 

physiological activity 
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3.1. Introduction 

Meticulous regulation of actin dynamics is essential to ensure correct execution of a 

multitude of cellular processes, including chemotaxis (277,355), phago- and 

endocytosis (356,357), as well as cell polarization, antigen presentation and other 

pro-inflammatory responses (262,264,323,358). It is therefore unsurprising that 

alterations of crucial regulators of the actin cytoskeleton can lead to 

immunodeficiencies such as the Wiskott-Aldrich syndrome and many more, as 

reviewed in (359). Changes in the rate of polymerisation/depolymerisation of actin 

filaments have also been associated to neurodegenerative diseases, including AD 

(360,361).  

The identification of an AD risk variant (S209F) in ABI3, raises the question of how, 

exactly, this little-known member of the Abl-interactor family affects actin dynamics. 

As discussed in section 1.4, Abi3 is now accepted as a core microglia marker (293) 

and it is highly expressed in macrophages (291). It has been shown to form WAVE 

Regulatory Complex (WRC) distinct from that of Abi1, preventing WAVE2 

phosphorylation and thus impacting cellular spreading (294,295). However, most of 

the studies currently available regarding the role of Abi3 on the actin cytoskeleton 

are based on non-physiological exogenous expression in vitro models 

(294,295,299,307,308,321). 

For this reason, despite evidence supporting the decisive role of Abi3 in actin 

dynamics regulation, we are still lacking a deeper understanding of how exactly this 

factor modulates the WRC – and, consequently, the immune response – when 

expressed endogenously in macrophages. More is known about the role of Abi3 in 

microglia due to studies published during the writing of this thesis (302,303). 

Karahan et al. recently reported a significant reduction in microglia motility during an 

in vitro wound-healing assay, as well as a lower phagocytic activity, when Abi3 was 

knocked down, while in vivo data suggested a role of Abi3 in immune response 

regulation (302). However, further investigation is required to understand the 

mechanisms behind these observations. 

Thus, the aim of this chapter was to investigate the effect of Abi3 alterations on 

macrophages. In order to do so, oestrogen-regulated Hoxb8 

conditionally-immortalised bone marrow precursors (MØPs) and bone marrow 

derived macrophages (BMDMs) were obtained from Abi3-deficient and control mice, 

differentiated with the addition of M-CSF (20ng/ml) to model macrophages with 

“relevant” Abi3 expression in vitro. In the course of this chapter, cells were tested to 



103 
 

assess changes in their ability to spread on a fibronectin substrate following forced 

overexpression of human ABI3 or knockout of endogenous Abi3. Abi3-deficient 

BMDMs were also functionally challenged to evaluate Abi3 impact on phagocytic 

activity and release of inflammatory mediators, specifically ROS and NO. 
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3.2. Results  

 

3.2.1. Overexpression of Abi3 impacts actin-mediated cell 
spreading in NIH 3T3 cell lines 

As previously mentioned (see section 1.4), Sekino et al. reported a disruption of 

actin polymerisation following ABI3 overexpression (294). To do so, the authors 

transduced NIH 3T3 fibroblasts, a mouse embryonic fibroblast cell line expressing 

extremely low levels of endogenous Abi3 (294), with a recombinant retrovirus 

containing FLAG-tagged human ABI3 (hABI3).  

At the commencement of this study, due to the identification of the rare S209F 

variant of ABI3, Dr R. Jones transduced NIH 3T3 cells with lentiviral vectors (kindly 

generated by Dr D. Fathalla) encoding either of the two known human variants of 

hABI3 (the common S209 and the rare F209) linked via a T2A-peptide to eGFP. A 

control cell line, transduced with a vector containing exclusively the T2A-eGFP 

construct (hereafter called “Empty Vector”), was generated at the same time.  

These cells were then employed in an actin-mediated spreading assay, described in 

detail in section 2.4.1 of the Methods. Notably, the following assessment of hABI3’s 

effect on lamellipodia formation was not limited to the quantification of the number of 

cells showing membrane protrusions as shown by Sekino et al., but was based on 

morphological analysis of the cells through Fiji software. 

The experiment was repeated three times on the same set of cell lines, before 

switching to a different cellular model for reasons that will be discussed below. 

Figure 3.1 shows representative images (Figure 3.1A), as well as area and 

circularity quantification (Figure 3.1B-I), from the first repeat of the experiment.  

The Fiji analysis showed that both variants displayed a significant reduction in cell 

area at 15 and 30 minutes compared to the control (p≤0.0001 for both groups at 

both time points, Figure 3.1B and D and Table 3.1, part I, replicate 1). At 15 

minutes, the S209 variant resulted in smaller cells compared to the F209 variant 

(p≤0.0001, Figure 3.1B and Table 3.1, part I, replicate 1). It was interesting to note 

that at all the other time points the F209 variant showed the strongest effect on the 

NIH 3T3 cell spreading ability. Indeed, after 30 minutes of incubation the cells 

overexpressing the F209 variant were significantly smaller than both the common 

variant and the control (p≤0.0001 for both, Figure 3.1D and Table 3.1, part I, 
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replicate 1). At 2 hours, there was no significant difference in area values between 

the ABI3-S209 expressing cells and the control, while the ABI3-F209 expressing 

cells still showed a significant decrease compared to both the empty vector 

(p≤0.0001) and the S209 variant (p≤0.001, Figure 3.1F and Table 3.1, part II, 

replicate 1). The same was true after 4 hours, where only the rare variant appeared 

still significantly smaller than both the control (p≤0.01) and the S209 variant 

(p≤0.0001), as shown in Figure 3.1H and Table 3.1, part II, replicate 1.  

When considering cell circularity, at 15 minutes it appeared to be significantly higher 

in the ABI3-S209 expressing group compared to the ABI3-F209 expressing sample 

(p≤0.0001, Figure 3.1C), with both overexpressing cell lines being significantly more 

circular than the empty vector control (p≤0.0001 for the common variant, p≤0.01 for 

the rare one, Figure 3.1C and Table 3.1, part I, replicate 1). After 30 minutes of 

incubation, the difference between the two variants became insignificant, but they 

both showed a less elongated morphology than the control (p≤0.0001 for both, 

Figure 3.1E and Table 3.1, part I, replicate 1). At the following time point, ABI3-S209 

expressing cells were once again the least circular ones (p≤0.001 compared to the 

control and p≤0.05 compared to the rare variant), with the empty vector being the 

most elongated (p≤0.01 compared to ABI3-F209 expressing cells; Figure 3.1 G and 

Table 3.1, part II, replicate 1). Finally, at 4 hours the rare variant still showed a 

rounder morphology compared to the other two lines (p≤0.001 compared to the 

control and p≤0.01 compared to the S209 variant), although the S209 variant was 

still significantly less circular than the control (p≤0.05; Figure 3.1 I and Table 3.1, 

part II, replicate 1).  
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Figure 3.1, part I. Representative images of NIH 3T3 cells during the first of three 
repetitions of the actin-mediated spreading assay.  

A) NIH 3T3 transduced with either an empty vector (which was identical to the other two, bar 

the ABI3 coding sequence), the common S209, or the rare F209 variant of ABI3, were 

stained using Phalloidin-AF555 (orange) to visualize actin cytoskeleton. Both overexpressing 

cell lines showed an impaired spreading capacity, with smaller and rounder cells compared 

to the empty vector control.  
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Figure 3.1, part II. Quantification of NIH 3T3 cell surface area and circularity following 
the first repetition of the spreading assay.  

Area and circularity values obtained from the Fiji analysis are shown as normalized 

histograms of the frequency distribution of the samples. Grey line represents the empty 

vector control, while the blue line indicate the cells overexpressing the common S209 variant 

and the red line those transduced with the rare F209 variant. The results of the 

non-parametric ANOVA performed on each set of samples are reported on every graph. B) 
Graphical representation of the cell surface after 15 minutes, D) 30 minutes, F) 2 hours and  
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H) 4 hours. C), E), G) and I) Evaluation of cell circularity at the same time points (C, 15 

minutes; E, 30 minutes; G, 2 hours; I, 4 hours). Data were analysed via Kruskal-Wallis test to 

compare the medians, and wherever a significant difference was found, the individual 

p-values were calculated using Dunn’s multiple comparison test. **p≤0.01 and ****p≤0.0001. 

n>1400 for the 15 and 30 minutes time points, whereas n>300 for the 2 and 4 hours 

incubations. 

 

The second and third repetitions of the spreading assay, performed in a different lab 

with new equipment, were carried out with half the amount of NIH 3T3 cells, to 

increase the number of spatially separate cells available for the analysis, especially 

at the longer time points. The data shown in Figure 3.1 were consistent with 

previous observations of ABI3 inhibitory action on cell spreading and motility 

(294,299,305), and led to speculation about a possible hyper-functional nature of the 

rare F209 variant. However, a notable variability in the results was observed in the 

following repetitions, as shown in Table 3.1.  

During the second repetition, the S209 variant resulted in a bigger cell size 

compared to both the empty vector and the rare variant after 15 minutes of 

incubation (p≤0.0001 compared to both the other groups), whereas cells expressing 

the F209 variant were significantly smaller than the control as well (p≤0.0001; Table 

3.1, part I, replicate 2). After 30 minutes, the empty vector control was significantly 

bigger than the two overexpressing cell lines (p≤0.01 compared to the ABI3-S209 

expressing cells, p≤0.0001 compared to the ABI3-F209 sample) and the F209 

variant led to a greater reduction in cell area than the other variant (p≤0.0001; Table 

3.1, part I, replicate 2). At both the longest time points, however, cells 

overexpressing the S209 variant resulted once again significantly bigger than the 

empty vector control (p≤0.05 for both at both time points), as well as than the ABI3-

F209 expressing cells (p≤0.0001), which appeared to be the smallest (p≤0.0001 

compare to empty vector at both time points, Table 3.1, part II, replicate 2).  

A similar pattern was observed during the third repeat. The F209 variant proved to 

exert the strongest effect on cell size at all time points compared to both the empty 

vector control (p≤0.0001 for all) and the ABI3-S209 expressing cells (p≤0.0001 at 

15, 30 and 240 minutes, p≤0.05 at 120 minutes; Table 3.1, replicate 3). Instead, no 

significant difference in cell size was noted at 15 and 30 minutes between the 

common variant and the empty vector (Table 3.1, part I, replicate 3), although the 

ABI3-S209 expressing fibroblasts resulted smaller than the control line at the longer 
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time points (p≤0.001 and p≤0.01 for 2 and 4 hours respectively Table 3.1, part II, 

replicate 3). 

The variability between biological replicates was even more visible when analysing 

cell circularity. Indeed, at 15 minutes the empty vector control appeared the most 

circular in both repeats (p≤0.0001 compared to both variants in the second replicate, 

p≤0.05 compared to the S209 variant in the third), while the difference between the 

two variant wasn’t significant in either experiment (Table 3.1, part I, replicate 2 and 

3). After 30 minutes, in the second repetition the rare variant resulted the least 

circular (p≤0.0001 compared to both control and common variant) while the ABI3-

S209 expressing cells were significantly more elongated than the empty vector 

(p≤0.0001;Table 3.1, part I, replicate 2). Instead, no significant difference in 

circularity was observed at the same time point during the next repetition (Table 3.1, 

part I, replicate 3). On the other hand, neither variant caused a significant 

impairment in cell elongation compared to the empty vector at 2 and 4 hours during 

the second repeat (Table 3.1, part II, replicate 2). However, at 2 hours the ABI3-

S209 expressing cells resulted significantly less elongated than the ones 

overexpressing the F209 variant (p≤0.05), while at the last time point this trend 

appeared inverted (p≤0.0001; Table 3.1, part II, replicate 2). In the third experiment, 

instead, the empty vector control was the most elongated at both the longest time 

points (p≤0.0001 and p≤0.001 compared to ABI3-S209 and -F209 expressing cells 

respectively at 2 hours, p≤0.0001 for both variants at 4 hours; Table 3.1, part II, 

replicate 3), while in both cases ABI3-S209 overexpressing cells emerged as the 

most circular (p≤0.001 and p≤0.0001 compared to the rare variant at 120 and 240 

minutes respectively; Table 3.1, part II, replicate 3).
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Table 3.1part I.  Detailed report of descriptive statistics and ANOVA results for the shortest time points of all three repetitions of the NIH 3T3 
spreading assay.  

The table shows  the number of cells evaluated in each group, as well as the median of each sample. The summarised results of Dunn’s multiple 

comparison test are reported for each pair of cell lines within the same experiment whenever the Kruskal-Wallis test was significant. To facilitate 

visualisation, asterisks are colour coded: for each pairwise comparison A vs. B, grey cells indicate no significant difference, blue cells indicate A > B and 

orange cells mean A < B. *p≤0.05, **p≤0.01, ***p≤0.001 and ****p≤0.0001. 
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Table 3.1, part II. Detailed report of descriptive statistics and ANOVA results for the longest time points of all three repetitions of the NIH 3T3 
spreading assay.  

Data analysed via Kruskal-Wallis test.  To facilitate visualisation, asterisks are colour coded: for each pairwise comparison A vs. B, grey cells indicate no 

significant difference, blue cells indicate A > B and orange cells mean A < B.*p≤0.05, **p≤0.01, ***p≤0.001 and ****p≤0.0001. 
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The differing results observed during the first experiment could have been a result of 

different expression levels of the lentiviral construct in the various cell lines. To 

address this potential confounder, during the second and third repetition of the 

experiment the levels of the GFP reporter were assessed for each group. Figure 

3.2A shows the gating strategy applied in the analysis of both repetitions, while 

Figure 3.2B reports the percentage of GFP+ single cells for each cell line. During 

both experiments, ABI3-S209 expressing cells showed the highest percentage of 

positive cells (93.7 % and 95.1 %, Figure 3.2B), while only 88.5 % of ABI3-F209 

cells expressed GFP in the second experiment and 90.3 % in the third repeat 

(Figure 3.2B). At the same time, ABI3-F209 expressing cells displayed the highest 

Mean Fluorescence Intensity (MFI) among the three groups in both cases, while the 

fibroblasts expressing the common variant exhibited more variable expression 

(Figure 3.2C). This was confirmed when considering both the MFI and the 

percentage of GFP+ cells at the same time (as indicated by the “Fluorescence 

Index” in figure 3.2D). While the number of repetitions (n=2) prevented a statistical 

confirmation of these observed differences in expression, the difficulty in stably 

expressing ABI3 via lentiviral transduction could explain the variation observed 

among experimental repetitions, as discussed in section 3.3. 
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Figure 3.2 Detection of GFP in NIH 3T3 cells transduced with a lentiviral construct 
containing either of the human ABI3 variants.  

Grey represents the empty vector control, blue the ABI3-S209 overexpressing cells and red 

the ABI3-F209 expressing ones, while black indicates the non-infected control.  A) Set of 

consecutive plots demonstrating the gating strategy to evaluate GFP expression in the 

overexpressing NIH 3T3 cells. A first gate was applied to exclude the majority of debris 

based on cell size and complexity. A second gate delimited the single cell population to 

avoid biases due to the analysis of doublets. Finally, a non-infected NIH 3T3 line was used 

to set up a gate to identify GFP+ cells based on signal intensity. B) Combined histograms of 

the GFP expression in the empty vector control, ABI3-S209 and -F209 overexpressing cells 

compared to a non-infected control during one of the repetitions, with a table detailing the 

percentage of GFP+ cells in each sample (referred to the single cell population). C) Graphical 

representation of the Mean Fluorescence Intensity (MFI) values, relative to the non-infected 

control, in the GFP+ population of both experimental sets. D) Evaluation of the fluorescence 

index (MFI X the percentage of single cells expressing GFP) calculated for each cell. Due to 

the lack biological triplicates, no statistical test could be performed. n=2. 

3.2.2. Alterations in Abi3 levels cause defective spreading 
ability in Macrophages 

While it may have been possible to sort all three cell lines again to obtain cells with 

comparable levels of expression of the lentiviral construct, it was decided to stop 

working with NIH 3T3 cells and start using more biologically relevant cells, where we 

could better control Abi3 expression. Dr R. Jones generated three independent pairs 

of conditionally immortalised MØP cell lines from the bone marrow of Abi3-WT 

and -KO mice as described in Methods section 2.3.5. She had previously confirmed 

the absence of Abi3 exons 5-7 at the genomic level in Abi3-deficient animals (Figure 

3.3A) and in the first pair of cell lines she generated (Figure 3.3B) (329). She had 

also evaluated the impact of GM-CSF and M-CSF differentiation (in order to obtain 

dendritic cell-like or macrophage-like cells respectively) on Abi3 expression levels 

compared to MØP cells maintained indefinitely in culture with GM-CSF and 

β-Estradiol in the media (329). Consistently with the ImmGen microarray analysis of 

Abi3 expression in BMDMs and bone marrow-derived dendritic cells (291), she had 

reported a slightly higher (but not significant) Abi3 expression in the 
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M-CSF-differentiated samples compared to the GM-CSF ones analysed by qPCR

(329). Considering the higher pertinence of macrophage-like cells in the study of

Abi3 in a microglial context and the known importance of Colony Stimulating Factor

1 receptor (CSF-1R) in macrophages and microglial biology (15,41), it was decided

to use M-CSF in all the following experiments.

Once all three pairs of cell lines had been generated, Dr R. Jones confirmed Abi3 

knock-out at the mRNA level by qPCR. Figure 3.3 shows the 40-CT (Figure 3.3C), 

and relative gene expression (normalised to the average value of Abi3-WT controls, 

Figure 3.3E). The 40-ΔCT values were normalised by the expression level of the 

endogenous gene Ywhaz (Figure 3.3D). Abi3 levels were barely detectable in both 

differentiated and undifferentiated samples derived from Abi3-KO mice, showing a 

significantly lower 40-CT (p≤0.0001 for both treated and untreated cells; Figure 

3.3C) and 40-ΔCT (p≤0.01 in MØPs and p≤0.001 in M-CSF differentiated cells; 

Figure 3.3D) values than their respective control. Congruently, Abi3 expression was 

significantly lower in differentiated cells derived from Abi3-deficient mice compared 

to the differentiated control (p≤0.0001; Figure 3.3E). Notably, Abi3-WT cells showed 

significantly higher levels of Abi3 after M-CSF treatment (p≤0.0001) as reported by 

Dr R. Jones in her thesis (329).  
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Figure 3.3. Confirmation of Abi3 knock-out at genomic and transcriptional level in 
Abi3-KO mice and cell lines.  

The raw data shown in this figure were kindly provided by Dr R. Jones, but were then 

analysed autonomously for the purpose of this thesis. Band size in PCR gels was estimated 

using a Promega 100bp Ladder. Blue represents Abi3-WT cells while orange indicates the -

KO samples. Each dot represents the average of 3 technical replicates. Three different cell 

lines were tested for each genotype and each cell line was tested in 3 separate experiments. 

The horizontal black lines indicate the means, while the vertical bars reflect the standard 

deviation within each group. Cells were tested after being either maintained with GM-CSF 

and β-Estradiol (MØPs, represented by empty circles) or differentiated using M-CSF (filled 

circles). Ywhaz mRNA was used as endogenous housekeeping control. Whenever Abi3 

mRNA levels in Abi3-KO cells resulted in no signal despite high levels of Ywhaz, a CT of 40 

was assigned to allow for statistical analysis. A) Confirmation of the knock-out of Exon 5-7 in 

genomic DNA extracted from Abi3-WT, -Het (HT) and -KO mice. B) Genomic PCR for Abi3 

Exons 5-7 and 8 on Abi3-WT and -KO MØPs. C) Graphical representation of the 40-CT 

values and D) of the 40-ΔCT values deriving from the qPCR analysis. E) Relative gene 

expression for Abi3, normalised to the average value of the Abi3-WT MØPs. Asterisks 

indicate p-values, where **p≤0.01 ***p≤0.001 and ****p≤0.0001. Data analysed by One-Way 

ANOVA followed by Tukey’s multiple comparison test. n=3. 

 

Prior to the results of the NIH 3T3 spreading assay, Dr R. Jones had transduced the 

original Abi3-KO MØP cell line with the same Abi3 over-expression and control 

lentiviral vectors used with the fibroblast line. For this reason, considering the 

variability in GFP reporter expression mentioned earlier in this chapter, a single 

experiment was performed on MØPs-derived macrophages (MØs) originated from 

these overexpressing cells, in order to assess whether MØs would react differently 

to Abi3 alterations compared to fibroblasts.  

Figure 3.4A shows the timeline of the differentiation protocol preceding the 

spreading assay performed on hABI3-overexpressing MØs, while Figure 3.4B 

shows representative images of the assay. At the first time point, Fiji analysis 

highlighted a reduction in surface area in both variants compared to the control, 

although this was only significant in the case of the ABI3-F209 expressing cells 

(p≤0.001) and no significant difference was noted between the two variants (Figure 

3.4C and Table 3.2). As expected from the visual assessment, at 30 minutes the 

cells transduced with the empty vector resulted bigger than those expressing the 

rare variant (p≤0.01), but only slightly smaller than the ABI3-S209 expressing 

sample (data not significant, Figure 3.4E and Table 3.2). Similar to the NIH 3T3 
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experiments, the F209 variant appeared to lead to a greater reduction in cell size 

than the common one (p≤0.0001). At 2 hours, cells expressing the S209 variant 

resulted significantly bigger than the rare variant (p≤0.0001). However, they did not 

differ in size from the control cells, which were instead significantly bigger than the 

ABI3-F209 expressing group (p≤0.0001, Figure 3.4G and Table 3.2). Finally, after 4 

hours both variants led to a decrease in cell size compared to the control (p≤0.0001 

for both) while it was not possible to observe a notable difference between them 

(Figure 3.4I and Table 3.2).  

With respect to cell solidity, a certain variability between time points was observed. 

After 15 minutes of incubation the empty vector led to the cells with the most solid 

morphology (p≤0.0001, compared to both variants), while no significant difference 

was seen between the variants. At 30 minutes a significant difference could be 

appreciated only between the two variants (p≤0.05; Figure 3.4F and Table 3.2). At 2 

hours the frequency distribution of all three samples was extremely variable, leading 

to a complete lack of significant differences (Figure 3.4H and Table 3.2). Finally, at 

the last time point, both variants impaired cell spreading resulting in more solid cells 

compared to the control (p≤0.05 for the ABI3-S209 and p≤0.0001 for the ABI3-F209 

expressing cells), with no significant effect between variants (Figure 3.4J and Table 

3.2).  
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Figure 3.4, part I. Representative images from the single spreading assay experiment 
performed on Abi3-overexpressing M-CSF differentiated MØs.  

A) Schematic representation of the M-CSF differentiation timeline used for all the

experiments in this section employing MØPs-derived MØs. MØPs cells were supplemented

with 20 ng/ml of M-CSF at day 0 and 2, before being tested on day 3 (or 4, in the case of

subsequent experiments). For more details please see Methods sections 2.3.2 and 2.4.1. B)
Representative images of all experimental groups at each of the chosen time-points, stained
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with Phalloidin-AF555 (orange) to assess their actin cytoskeleton. Similarly to what had been 

observed in the fibroblast cell line, the over-expression of the F209 variant led to smaller and 

less ramified cells compared to the empty vector control. Morphological changes in the ABI3-

S209 expressing group were visible but not as easily interpreted without the aid of the 

following Fiji analysis. 
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Figure 3.4, part II. Quantification of ABI3 overexpressing MØs cell surface area and 
solidity.  

As before, area and solidity values obtained from the Fiji analysis are shown as normalized 

histograms of the frequency distribution of the samples. Grey line represents the empty 

vector control, while the blue line indicates the cells overexpressing the common S209 

variant and the red line those transduced with the rare F209 variant. The results of any 

significant Kruskal-Wallis test are reported on the relative graph by means of asterisks. C), 
E), G) and I) Graphical representation of cell area over the four chosen time-points (C, 15 

minutes; E, 30 minutes; G, 2 hours; I, 4 hours). D), F), H) and J) Evaluation of cell solidity at 

the same time points (D, 15 minutes; F, 30 minutes; H, 2 hours; J, 4 hours). Data were 

analysed via Kruskal-Wallis test to compare the medians, and wherever a significant 

difference was found, the individual p-values were calculated using Dunn’s multiple 

comparison test. *p≤0.05, **p≤0.01 and ****p≤0.0001. n>190. 

Table 3.2 Detailed report of descriptive statistics and ANOVA results for the spreading 
assay performed on Abi3-overexpressing MØs.  

As before, the table shows the number of cells evaluated for each experimental group, 

noteworthy descriptive statistics and the summarised results of Dunn’s multiple comparison 

test following a significant Kruskal-Wallis test result. To facilitate visualisation, asterisks are 

colour coded: for each pairwise comparison A vs. B, grey cells indicate no significant 

difference, blue cells indicate A > B and orange cells mean A < B. *p≤0.05, **p≤0.01, 

***p≤0.001 and ****p≤0.0001. 
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Once again, the rare variant appeared to have a slightly stronger impact on actin 

dynamics than the common one. However, as in the previous case, this difference 

could have been due to a higher expression of the lentiviral construct in the ABI3-

F209 overexpressing cells. Therefore, a small aliquot of M-CSF-differentiated cells 

utilised for the spreading assay was analysed by flow cytometry in order to quantify 

the GFP reporter expression. Unlike the NIH 3T3, the percentage of cells expressing 

GFP was extremely variable, going from a minimum of 76% in the ABI3-S209 

expressing line to a maximum of 92.7% in the ABI3-F209 expressing line (Figure 

3.5A). Moreover, the ABI3-F209 overexpressing cells seemed to be, once again, the 

ones with the highest MFI (Figure 3.5B) and highest overall expression when 

considering the Fluorescence Index (Figure 3.5C). Since these cells were not used 

any further experiment, the lack of triplicates made it impossible to evaluate the 

statistical significance of this observations, therefore this could have simply an 

aleatory event. 

Figure 3.5 Detection of GFP in MØs derived from MØPs cells overexpressing either of 
the human ABI3 variants.  

GFP expression in the transduced MØs was assessed by means of flow cytometry after 

applying a gating strategy similar to the one shown in Figure 3.3A. Grey represents the 

empty vector control, blue the ABI3-S209 overexpressing cells and red the ABI3-F209 
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overexpressing ones, while black indicates the non-infected control. A) Combined 

histograms of the GFP expression in the empty vector control, ABI3-S209 and -F209 

overexpressing cells compared to a non-infected control. B) Graphical representation of the 

MFI values relative to the non-infected control, obtained after GFP+ population analysis. C) 
Evaluation of the fluorescence index, calculated as the product of MFI x percentage of GFP+ 

cells. n=1. 

While the data obtained with this model supported the hypothesis of a 

hyperactivation of Abi3 in the presence of the F209 mutation, the variation in the 

lentiviral construct expression posed a great limitation to obtain clear data. The final 

aim of this chapter was to better elucidate the role of Abi3 at physiological levels, 

making the use of overexpressing cell lines not entirely biologically relevant. 

Furthermore, a mouse model harbouring the rare variant was being developed at 

the time of these experiments. Therefore, it was decided to focus on the Abi3-WT 

and -KO MØPs, while waiting for the Abi3F212 mice to be delivered and used to 

generate additional MØP cell lines.  

Two repetitions of the spreading assay were performed on the original Abi3-WT and 

-KO MØs, indicated as “Cell line pair A” in Table 3.3. One last repetition was

performed using the two newest pairs of cell lines, “B” and “C”. The first repetition of

the experiment (including the longer time points, which are discussed below) was

performed on the first pair of cell lines, after 3 days of differentiation, but sub-optimal

cellular adhesion was observed at the shortest time points. The protocol for

differentiation of these lines allows for 3-4 days in presence of M-CSF. Therefore for

the remaining repetitions reported in Table 3.3 (including the second repetition of

“pair A”, showed in Figure 3.6), the cells were left one day longer in M-CSF before

testing, to improve their fitness and maturation and facilitate cell adhesion and

therefore data interpretation at shorter time points.

Figure 3.6 shows images and results of the analysis performed on the second 

repetition of the original MØPs pair (“pair A”). These results are representative of all 

experiments (summarised below in Table 3.3). The following Fiji analysis and 

statistical evaluation showed a significant increase in cell area and solidity in 

Abi3-deficient cells compared to the -WT at all the time points (p≤0.0001, Figure 

3.6B-H). The values of solidity at 4h were not significantly different (Figure 3.6I). 
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Figure 3.6, part I. Representative images from the second spreading assay 
experiments performed on M-CSF differentiated MØs derived from the original 
Abi3-WT and KO precursors cell lines.  

A) Representative images of M-CSF differentiated Abi3-WT and -KO MØPs stained with

Phalloidin-AF555 (orange) at different intervals after replating. DAPI (blue) was added to the

staining protocol to visualise the cell nucleus and help distinguishing between small cells and

debris. Even after the shortest incubation, Abi3-KO cells presented a visible increase in

surface area and a concomitant reduction in ramifications compared to -WT cells.



125 

Figure 3.6, part II. Quantification of Abi3-WT and -KO MØs cell surface area and 
solidity following the second repetition of the spreading assay.  

As before, area and solidity values obtained from the Fiji analysis are shown as normalized 

histograms of the frequency distribution of the samples. The blue line indicates cells derived 

from Abi3-WT mice, while the orange line those from Abi3-KO animals. The p-values 

resulting from the non-parametric t-test performed on each set of samples are shown in the 

graphs as asterisks. B), D), F) and H) Evaluation of cell area at increasing time points 

(respectively, 15 minutes, 30 minutes, 2 hours and 4 hours). C), E),G) and I) Quantification 
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of cell solidity at the respective time points. Data were analysed via Mann-Whitney test. 

p-values are shown as asterisks, where ****p≤0.0001. n>140.  

 

When considering all the repetitions of this assay, as shown in Table 3.3, it was 

possible to identify a clear trend, despite a small level of expected variability among 

biological replicates.  

During the first repetition (after only 3 days of differentiation with M-CSF) no 

significant difference in area emerged at 15 or 30 minutes, however at the first time 

point Abi3-deficient cells already showed an impairment in the ability to form 

ramifications compared to the -WT (p≤0.01), which became more noticeable after 30 

minutes (p≤0.0001; Table 3.3, part I, first “pair A”). At the longer time points the 

increase in Abi3-KO surface became significant (p≤0.0001 at both time points), with 

-WT cells resulting significantly more ramified at 2 hours (p≤0.0001; Table 3.3, part 

II, first “pair A”). At 4 hours the difference in solidity lost statistical significance.  

During the  final repetition, cell line pair “B”  showed a significant increase in cell 

area in Abi3-KO cells already at the first time point (p≤0.0001; Table 3.3, part I, “pair 

B”), while no difference was observed in the other pair (Table 3.3, part I, “pair C”). 

Both pairs presented significantly higher solidity in the absence of Abi3 at this time 

point (p≤0.0001 for both; Table 3.3, part I). The phenotype manifested by Abi3-KO 

cells appeared to be consistent in all the following time points. Indeed, after 30 

minutes both parameters were significantly different between genotypes (p≤0.0001 

for the area of both sets; p≤0.0001 in the case of “pair B” solidity, p≤0.05 in “pair C”; 

Table 3.3, part I). While the area difference at 2 hours didn’t appear significant in 

“pair C”, the area of Abi3-KO cells in “pair B” as well the solidity values in both sets 

of cell lines resulted once again significantly different (p≤0.0001 for all; Table 3.3, 

part II). Finally, both parameters presented a p≤0.0001 between genotypes at the 

last time point (Table 3.3, part II).
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Table 3.3, part I.  Detailed report of descriptive statistics and Mann-Whitney test results for the shortest time points of all repetitions of the 
spreading assay performed on Abi3-WT and -KO MØs. 

To facilitate visualisation, asterisks are colour coded: for each pairwise comparison A vs. B, grey cells indicate no significant difference, blue cells 

indicate A > B and orange cells mean A < B. *p≤0.05, **p≤0.01 and ****p≤0.0001. 
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Table 3.3, part II. Detailed report of descriptive statistics and Mann-Whitney test results for the 2- and 4-hour time points of all repetitions 
of the spreading assay performed on Abi3-WT and -KO MØs.  

To facilitate visualisation, asterisks are colour coded: for each pairwise comparison A vs. B, grey cells indicate no significant difference, blue cells 

indicate A > B and orange cells mean A < B. ****p≤0.0001. 
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In order to investigate whether the difference between the two genotypes was due to 

transient responses to substrate stimulation or it was maintained over time, a longer 

experiment (up to a week) was performed using pair “A” cells. Figure 3.7A shows 

representative images acquired at each chosen time-point. The surface area of 

Abi3-KO MØs was significantly increased compared to the -WT samples at all time 

points, with p≤0.0001 at 24, 48 and 72 hours (Figure 3.7B, D and F) and p≤0.01 at 1 

week (Figure 3.7H). Similarly, the KO cell showed an increased solidity at 48 hours 

(p≤0.0001, Figure 3.7E), 72 hours (p≤0.001, Figure 3.7G) and 1 week (p≤0.001, 

Figure 3.7I). At 24 hours there was no significant difference in solidity between the 

two genotypes (Figure 3.7C). The detailed descriptive statistics are reported in 

Table 3.4. 
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Figure 3.7, part I. Representative images from the single spreading assay experiment 
performed at longer time points on M-CSF differentiated MØs derived from Abi3-WT or 
KO precursors cell lines.  

A) MØs were analysed after 24, 48 and 72 hours or 1 week after transfer to a new culture 

dish. As in the previous experiment, cells were stained with Phalloidin-AF555 (orange) and 

DAPI (blue). Even after longer incubations, it was possible to observe increased area and 

solidity in Abi3-KO cells compared to -WT cells. 
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Figure 3.7, part II. Quantification of Abi3-WT and KO MØs cell surface area and solidity 
at longer time points.  

Area and solidity values are shown as normalized histograms of the frequency distribution of 

the samples. The blue line indicates cells derived from the Abi3-WT mice, while the orange 

line those from the Abi3-KO animals. The p-values resulting from the non-parametric t-test 

performed on each set of samples are shown in the graphs as asterisks. B), D), F) and H) 
Graphical representation of cells surface after 24 (B), 48 (D), 72 hours (F) and 1 week (H). 

C), E), G) and I) Evaluation of cell solidity at the same time points. Data were analysed via 
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Mann-Whitney test. p-values are shown as asterisks, where **p≤0.01, ***p≤0.001 and 

****p≤0.0001. n>380. 

Table 3.4 Detailed report of descriptive statistics and Mann-Whitney test results for 
each time point of the long-term spreading assay performed on Abi3-WT and -KO 
MØs.  

To facilitate visualisation, asterisks are colour coded: for each pairwise comparison A vs. B, 

grey cells indicate no significant difference, blue cells indicate A > B and orange cells mean 

A < B.  **p≤0.01, ***p≤0.001 and ****p≤0.0001. 

All of these observations, taken together, confirmed a crucial role of Abi3 in actin 

dynamics and in the cellular ability to spread and form lamellipodia-like structures. 

3.2.3. Abi3 ablation does not seem to impact the phagocytic 
activity of BMDMs 

BMDMs were harvested from 6-week-old male APPNL-G-F  (henceforth referred to as 

App-KI) and App-KI Abi3-KO mice as described in Methods section 2.3.3. The strain 

had been crossed with Abi3-KO mice to obtain double-homozygous mice that were 

also employed for the experiments presented in Chapter 5. BMDM cells were 
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stimulated for 24 hours with 100 ng / ml LPS and 20 ng / ml IFN-γ. RNA was then 

extracted and Abi3 levels were quantified by qPCR (see Section 2.5).  

Figure 3.8 shows the results of the 40-CT (Figure 3.8A), 40-ΔCT (normalised by the 

expression level of the endogenous gene Ywhaz; Figure 3.8B) and relative gene 

expression (normalised to the average value of unstimulated App-KI controls; Figure 

3.8C) analysis following the qPCR.  

As in the case of the MØP cell lines, Abi3 was essentially undetectable in both 

treated and untreated samples derived from Abi3-deficient mice. A significant 

reduction of Abi3 levels in App-KI Abi3-KO cells was evident when looking at both 

the 40-CT (p≤0.0001; Figure 3.8A) and 40-ΔCT (p≤0.001; Figure 3.8B) values, 

regardless of the stimulation. While stimulated App-KI cells showed an apparent 

reduction in Abi3 relative expression compared to the unstimulated cells, this 

difference was not significant (Figure 3.8C), while treated and untreated Abi3-

deficient cells expressed significantly less Abi3 compared to their respective control 

(p≤0.001 for unstimulated cells, p≤0.05 for stimulated ones; Figure 3.8C). Having 

confirmed the deficiency of Abi3 in the double-homozygous mice, these cells were 

then used for all the functional assays discussed in the next sections. 
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Figure 3.8 QPCR analysis of App-KI and App-KI Abi3-KO BMDMs to confirm Abi3 
knock-out.  

In all graphs, blue represents App-KI cells while orange indicates the App-KI Abi3-deficient 

samples. Each dot represents the average of 3 technical replicates. Three animals were 

tested for each genotype. The horizontal black lines indicate the means, while the vertical 

bars reflect the standard deviation within each group. Cells were tested after being 

stimulated for 24 hours with 100 ng / ml LPS and 20 ng / ml IFN-γ, in the presence of 2 % 

FBS and 10 ng / ml M-CSF (filled circles) and compared to unstimulated controls 

(maintained with 2 % FBS and 10 ng / ml M-CSF; empty circles). Ywhaz mRNA was used as 

endogenous housekeeping control. Whenever Abi3 mRNA levels in App-KI Abi3-KO cells 

resulted undetectable despite high levels of Ywhaz, a CT of 40 was assigned in order to be 

able to perform the following statistical analysis. A) Graphical representation of the 40-CT 

values and B) of the 40-ΔCT values deriving from the qPCR analysis. C) Quantification of 

the relative gene expression, normalised to the average value of the App-KI BMDMs. 

Asterisks indicate p-values, where *p≤0.05, ***p≤0.001 and ****p≤0.0001. Data analysed by 

One-Way ANOVA followed by Tukey’s multiple comparison test. n=3. 
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As previously discussed (see section 1.1), macrophages and microglia rely on their 

actin cytoskeleton to execute their phagocytic activity (54,362). The phenotype 

manifested by Abi3-KO MØs during the spreading assay described earlier in this 

chapter underlined the importance of assessing the impact of Abi3 on phagocytosis. 

App-KI and App-KI Abi3-KO BMDMs were differentiated for a week with addition of 

M-CSF and then tested using the Opera Phenix Plus High-Content Screening

System (please see Methods section 2.4.2). For this assay, cells were stimulated

using Zymosan (a cell wall preparation, rich in β-glucans, derived from

Saccharomyces cerevisiae) conjugated to pHrodoTM Red, a pH-sensitive dye that

increases in fluorescence as the pH of its microenvironment decreases (as per

manufacturer’s product description), such as in the case of phago-lysosomes.

Cytochalasin D (CytoD), a fungal toxin able to inhibit actin polymerisation (363), was

used as a negative control (148,264,364). Figure 3.9 shows representative pictures

of selected time points of the assay.
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Figure 3.9, part I. Representative images from selected time points of a phagocytosis assay performed on BMDMs. 

A) App-KI and App-KI Abi3-KO BMDMs were stained using a combination of CellMaskTM Green (to visualize the plasma membrane, green) and Hoechst

33342 (to visualise the nuclei, blue) and challenged with pHrodoTM Red Zymosan (red). Images were acquired immediately before the addition of

Zymosan (T-1, not shown) and immediately after (T0), and then again every 20 minutes for a total of 2 hours. Images show a representative field for

each genotype across 4 of the 8 time points. White squares indicate a representative area chosen to be enlarged, as shown in Figure 3.9, part II.
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Figure 3.9, part II. Enlargements of the representative images shown in part I. B) For each image, the area identified by the white square was 

enlarged and it’s here presented without CellMaskTM Green channel to facilitate Zymosan visualisation.  
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Zymosan area and fluorescence intensity within the cells were quantified as 

described in Methods section 2.4.2. Figure 3.10A represents the percentage of 

CellMaskTM-positive area colocalised with Zymosan. This percentage was shown to 

increase with the passing of time (p≤0.0001 for the “Time point” effect; Figure 

3.10A), while CytoD treatment appeared to significantly inhibit the uptake of 

Zymosan particles (p≤0.0001 for the “CytoD” main effect and p=0.0136 for the two-

way interaction between CytoD and Time point; Figure 3.10A) confirming the assay 

validity. However, genotype did not impact the percentage of colocalisation 

(p=0.6284 for the “Genotype” main effect; Figure 3.10A) and no significant two- or 

three-way interaction including the Genotype factor was identified.  

Similarly, pHrodoTM Red intensity increased over time (p≤0.0001 for the “Time point” 

main effect; Figure 3.10B) regardless of the genotype (p=0.6888 for the “Genotype” 

main effect; Figure 3.10B). CytoD-treated samples displayed a reduced intensity 

throughout the assay (p=0.0036 for the “CytoD” main effect and p<0.0001 for 

interaction between CytoD and Time point; Figure 3.10B).  

The combined effect of genotype and CytoD treatment was also not significant for 

both parameters analysed (p=0.9118 and p=0.9084; Figure 3.10A and B 

respectively), indicating that any pre-existing difference in actin cytoskeleton due to 

the lack of Abi3 has apparently no impact on cellular response to CytoD actin 

inhibition. 
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Figure 3.10 Quantification of pHrodoTM Red Zymosan area and mean intensity within 
App-KI and App-KI Abi3-KO BMDMs during a live-imaging phagocytosis assay.  

Blue represents App-KI cells while orange indicates the App-KI Abi3-KO samples. Empty 

dots represent samples treated with CytoD, while filled dots indicate non-inhibited samples. 

All the values reported in these graphs were obtained by averaging the results of all the 

fields acquired for each well. Each dot represents the average of 3 biological 

replicates ± SD. The p-value of any significant main effect or two- and three-way interaction 

identified by the statistical analysis is reported on each graph. A) Graphical representation of 

the percentage of cell surface and zymosan colocalization. B) Quantification of Zymosan 

fluorescence intensity. Data analysed by Three-Way ANOVA, . n=3. 

A source of concern was the high colocalisation percentage observed in both 

CytoD-treated groups at the beginning of the assay. This was, however, explained 

when assessing the relative images in more detail. Figure 3.11A shows the 

comparison between CytoD treated and untreated cells. The treatment caused a 

change in morphology in the cells, which appeared unable to spread correctly on the 

well surface. However, it also seemed to cause an increase in CellMaskTM 

brightness around the nuclei. While bleed through from the green channel to the red 

in the untreated samples had been negligible, the brighter CellMaskTM signal present 
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in the CytoD-treated wells caused fluorescence being visible in the red channel – 

and therefore being detected during the Fiji analysis – even before the addition of 

Zymosan to the plate, affecting multiple cells for each field of view (Figure 3.11B, 

T-1). However, this signal remained relatively consistent during the time course, with 

T6 images looking similar to the pre-treatment ones (Figure 3.11B) and visibly 

different from the time point-matched samples shown in Figure 3.9. 
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Figure 3.11. Representative images of 
App-KI cells with and without CytoD 
treatment. 

Images were acquired with a 20x water-

immersion objective on an Opera Phenix 

Plus High-Content Screening System. 

Green staining represents the plasma 

membrane (CellMaskTM Green), blue cell 

nuclei (Hoechst 33342) and red Zymosan 

(pHrodoTM Red Zymosan). The white 

squares drawn on some of the images 

indicate the areas that were chosen to be 

enlarged (as shown in the row immediately 

below) to ease cell visualisation. A)  
Representative images of morphological 

alterations caused by CytoD treatment. B) 
Comparison of Zymosan signal in 

CytoD-treated  samples at the end of the 

assay and images acquired for the same 

cells before Zymosan addition (T-1). 
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3.2.4. The lack of Abi3 may cause alteration in ROS and NO 
production in BMDMs 

Concurrent histological assessments performed on Abi3-WT and -KO brains, 

discussed more in detail in Chapter 4, evidenced a significant alteration in microglia 

morphology in vivo following Abi3 knock-out. Briefly, Abi3-KO mice presented less 

ramified microglia – consistent with the morphology manifested by Abi3-KO MØs in 

section 3.2.2 – reminiscent of activated cells.  

An unbiased approach to clarify whether Abi3-KO microglia are indeed activated or 

simply dystrophic would be the employment of single-cell RNA sequencing. 

However, no consensus has been reached yet regarding an optimally balanced 

protocol to extract microglia without interfering with their activation state (more 

details regarding the challenges involved are presented in section 3.3). While this 

work was ongoing, it was decided to concurrently assess classical macrophage 

inflammation mediators to gain early insights into how MØs respond when a lack of 

Abi3 affects actin cytoskeleton reorganisation during immune challenges. Due to the 

role of oxidative stress in AD pathogenesis (365), the first preliminary analyses 

focused on ROS and NO production. 

To stimulate ROS production, differentiated BMDMs were exposed to Zymosan 

particles and stained with Dihydrorhodamine 123 (DHR 123) as described in section 

2.4.3 of the Methods. Figure 3.12A and B show the gating strategy employed in this 

assay. A ROS index – expressed as the product of DHR+ single cells percentage 

and MFI of the DHR+ cells – was calculated for each sample as shown in Figure 

3.12C. Zymosan treatment successfully induced a significant increase in ROS 

production (p≤0.0001; Figure 3.12C). Interestingly, Abi3-deficient samples did seem 

to present an increase in ROS production. While the changes are fairly small in size, 

the difference in genotype appeared to have a significant impact on the ROS index 

(p=0.0088; Figure 3.12C). No significant interaction was noted. 
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Figure 3.12 Assessing ROS production in App-KI and App-KI Abi3-KO BMDMs by flow 
cytometric analysis of DHR 123 staining.  

App-KI samples are displayed as blue dots, while orange represents App-KI Abi3-KO cells; 

empty dots indicate unstimulated samples, whereas filled dots represent samples 

supplemented with Zymosan. Each dot depicts the average of three technical replicates 

assessed for each biological triplicate, while the black horizontal lines represent the mean of 

each experimental group ± S.E.M. The p-value of any significant main effect or interaction 

identified by the statistical analysis is reported on the graph. A) Gating strategy used to 

quantify ROS production. Single cells and doublets were analysed separately after gating on 

the main cellular population to exclude debris. A DHR+ gate was then created based on an 

unstained control and the percentage of single cells falling into the gate, as well as their MFI, 

was calculated for each sample. B) Representative flow cytometry plots of DHR+ gate on 

BMDMs with (bottom row) and without (top row) Zymosan stimulation. C) Quantification of 

the ROS index in the single cells population. Data analysed via Two-way ANOVA. n=3. 
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In order to confirm whether the difference between genotypes was due to a higher 

ROS baseline in Abi3-deficient mice, a second gate was applied to the stimulated 

cells, based on App-KI controls, to identify a “DHRhigh” population as shown in Figure 

3.13A. Quantification of the ROS index in these cells, followed by a paired t-test, 

noted a lack of significant difference between stimulated App-KI and App-KI 

Abi3-KO cells (p=0.4011, Figure 3.34B). Overall, these results seem to suggest a 

higher baseline production of ROS in the absence of Abi3, not necessarily followed 

by an equally increased response following stimulation. 

 

 

Figure 3.13 Alternative gating on stimulated BMDMs to focus on the DHRhigh 
population.  

As before, blue indicate App-KI samples, orange App-KI Abi3-KO cells. Each dot represents 

the average of 3 technical replicates for that given biological triplicate. The black horizontal 

lines represent the mean of each experimental group. Error bars indicate S.E.M. Only 

Zymosan-stimulated samples are displayed. A) Flow cytometry plots indicating a second, 

DHRhigh gating strategy exclusively applied on stimulated single cells to better evaluate 

genotype-related differences after Zymosan stimulation. B) Graphical representation of the 

ROS index calculated for the DHRhigh  population. Data analysed via paired t-test. n=3 
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It has been previously shown that both CytoD and Jasplakinolide (an 

actin-stabilising drug (366)) cause significant inhibition in NO production in 

LPS-stimulated primary microglial (264). Given the clear impact of Abi3 ablation on 

actin reorganisation, differentiated BMDMs deriving from App-KI and App-KI 

Abi3-KO cells were stimulated with LPS and IFN-γ as per Methods section 2.4.4 in 

order to investigate whether a comparable effect was achieved following Abi3 

ablation (Figure 3.15A). The supernatant of stimulated and unstimulated cells was 

then tested with the Griess reagent to quantify nitrite concentration as an indicator of 

NO secretion.  

Due to the cell number-dependant nature of the assay, nuclei were quantified for 

each samples at the chosen time points (see section 2.4.4), as shown in Figure 

3.14A. Cell counts resulted significantly impacted by the length of the stimulation 

(p≤0.0001; Figure 3.14A), with a dramatic reduction in cell number after 48 hours. A 

significant interaction was also identified between the stimulation and its length 

(p≤0.0001; Figure 3.14A). Genotype did not appear to influence cell numbers 

(p=0.0636 for the “Genotype” main effect; Figure 3.14A) and no additional significant 

two- or three-way interactions were identified. Tukey’s post-hoc test identified a 

significant decrease in cell number for each experimental group after 48 hours 

compared to the respective 24 hours sample (p≤0.0001 for all except stimulated 

App-KI Abi3-KO, in which case p≤0.001; Figure 3.14A). However, while after 

24 hours a significant decrease was observed in the stimulated App-KI samples 

compared to the genotype-matched unstimulated group (p=0.0097; Figure 3.14A), 

such a difference was not observed in the 48-hour group. 

Overall, the results of the ANOVA confirmed the necessity of considering the cell 

count when evaluating nitrite concentration. For this reason, Figure 3.14 displays 

nitrite concentration values pre- (Figure 3.14B) and post-normalisation (Figure 

3.14C) by the average nuclei count of the respective sample.  

When considering non-normalised data the stimulation protocol successfully 

stimulated a response in both genotypes (p≤0.0001 for the “Stimulation” main effect; 

Figure 3.14B). The length of the stimulation also caused a significant increase in 

nitrite concentration (p≤0.0001; Figure 3.14B), although this exclusively applied to 

the stimulated samples, while unstimulated samples failed to produce detectable 

levels of nitrites at either time point (p≤0.0001 for the “length of stimulation x 

stimulation” interaction; Figure 3.14B). Notably, the lack of Abi3 seemed to induce a 

small but overall significant increase in nitrite production following stimulation 

(p=0.0050 for the “Genotype” main effect; Figure 3.14B), which as before only 
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applies to the stimulated samples (p=0.0050 for the “genotype x stimulation” 

two-way interaction; Figure 3.14B). No significant three-way interaction was 

detected.  

However, once this data was normalised to the nuclei count, the difference related 

to Abi3 effect was lost. Indeed, genotype did not appear to be a significant source of 

variation (p=0.0605; Figure 3.14C), while stimulation and its length still significantly 

increased nitrites concentration (p≤0.0001 for both main effects and their two-way 

interaction; Figure 3.14C).  
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Figure 3.14 Evaluation of nitrite quantification with Griess reagent after LPS 
stimulation. 

Blue dots represent App-KI cells, while orange ones indicate App-KI Abi3-KO samples. 

Unstimulated samples are depicted as empty dots, stimulated samples as filled dots. Due to 

their failure to produce detectable levels of nitrites, a value of 0 was assigned to each of 

them in order to perform the following statistical analysis. Each dot represents the average of 

3 wells (technical replicates) for an individual biological triplicate. The black horizontal lines 

represent the mean of each experimental group. Error bars indicate S.E.M. The p-value of 
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any significant main effect or interaction identified by the statistical analysis is reported on 

the graph, while asterisks indicate the p-value obtained for pair-wise comparisons of interest 

following a post-hoc test. A) Graphical representation o the mean nuclei count, averaged 

among technical triplicates, for each sample. B) Quantification of nitrite concentration 

(expressed in μM), with and without stimulation, after 24 and 48 hours. C) Evaluation of 

nitrite concentration normalised for the average nuclei count in the respective well. Data 

analysed by Three-way ANOVA followed where appropriate by Tukey’s multiple comparison 

test. n=3. 

 

 

3.3. Discussion 

This chapter starts delineating the role of Abi3 in actin dynamics in MØs, albeit more 

work is needed to fully clarify the mechanism through which Abi3 affects actin 

polymerisation. 

The initial spreading assay experiments presented in sections 3.2.1 and 3.2.2 were 

performed on NIH 3T3 fibroblasts (as seen in (294)) and M-CSF differentiated MØP 

cell lines. These lines were transduced with a lentiviral vector encoding either the 

common or the rare human variant of ABI3 with the aim to start delineating the 

impact of the variant on actin dynamics. At a first glance, in all replicates of 

experiments performed on NIH 3T3 the rare variant seemed to exert the strongest 

effect on the cell’s ability to correctly form membrane protrusions and assume the 

normal physiological elongated morphology, while the impact of the common variant 

appeared more variable (Figure 3.1 and Table 3.1). Notably, the fluctuations 

observed in ABI3-S209 cell area did not appear time-point related but rather due to 

variation between experimental replications. A similar observation was reported in 

lentivirus-transduced MØs, derived from conditionally-immortalised bone marrow 

precursors differentiated in M-CSF to obtain macrophage-like cells. As shown in 

Figure 3.4 and Table 3.2, a significant decrease in cell surface compared to the 

empty vector control was consistently visible only in the ABI3-F209 overexpressing 

line, while cell solidity was extremely variable throughout the assay for both 

overexpressing lines. Once again, the F209 variant appeared to cause more 

noticeable differences compared to the control than the overexpression of S209 

variant.  

Taken together, these observations initially suggested that the structural changes 

caused by the rare F209 coding variant could lead to an hyperactivation of ABI3. 
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However, the variability in expression levels of the different lentiviral constructs, as 

evidenced in Figure 3.2 and 3.5 by flow cytometry analysis of the GFP reporter 

signal, represented a major limitation of this approach. This appeared to be 

especially problematic given the in both NIH 3T3 and MØPs the biggest percentage 

of GFP+ cells, with the highest MFI, was observed in the ABI3-F209 overexpressing 

lines. It is also hard to predict the extent of the alterations caused by the 

transduction with a lentiviral vector, especially in macrophages.  

For these reasons, the same assay was performed on three independent pairs of 

Abi3-WT and –KO MØs (section 3.2.2) in order to gain a better understanding of the 

role of Abi3 when physiologically expressed and avoid biases due to the use of 

lentiviral vectors. The lack of a specific anti-Abi3 antibody prevented a concurrent 

determination of what percentage of Abi3-WT cells expressed Abi3, and at what 

level, when interacting with the fibronectin substrate. Nevertheless, as shown in 

section 3.2.2, the knock-out of Abi3 caused a significant alteration in cell spreading, 

with Abi3-KO MØs consistently assuming a bigger and more solid morphology 

compared to the WT control, up to a week after replating (Figure 3.6-7 and Table 

3.3-4).  

To note, future repetitions of this assay should be analysed by employing a mixed 

model analysis. Indeed, this would allow to combine the various repetitions of the 

assay – instead of presenting them as individual replicates as in this thesis – while 

taking into account the intra-subject correlation, which would otherwise violate the 

assumption of independent observations and likely cause false positive (367). 

As mentioned in section 1.4.2 of the Introduction, WAVE2 phosphorylation on its 

Tyr150 residue, which is mediated by c-Abl (286) and prevented by the presence of 

Abi3 in the complex instead of Abi1 (295), is crucial to WAVE2 translocation to the 

membrane. Abi3 deficiency has been shown to cause a significant impairment both 

in vitro and in vivo in macrophages and microglia ability to correctly form 

ramifications. A model has been proposed following these observations as shown in 

Figure 3.15. In the absence of the negative control exerted on the WRC by Abi3, the 

increased availability of activated Arp2/3 complex at the cell periphery stimulates a 

higher rate of lamellipodia structures formation, leading to rounder and bigger cells. 

However, the dysregulated increase in complexity of the branched actin network 

could result in reduced transition to parallel filaments and therefore in the inability of 

cross-linking proteins to form actin bundles, necessary for filopodia elongation. The 

forced overexpression of Abi3 would instead cause a reduction in the availability of 

activated Arp2/3, leading to fewer cells presenting lamellipodial structures (as seen 
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in NIH 3T3 by Sekino et al. (294) and in section 3.2.1-2).  Notably, a recent work 

from Karahan et al. has reported a reduction in motility following siRNA-mediated 

knockdown of Abi3 in HMC3 microglia (302), which supports the hypothesis of a 

stiffer actin cytoskeleton if Abi3-deficient cells.  

 

Figure 3.15. Schematic representation of the proposed model for Abi3 action on actin 
cytoskeleton.  

A) Normally, Ab1 allows the phosphorylation of WAVE2, which is therefore able to migrate to 

the cellular edge, interact with the Arp2/3 complex and activate it. This in turn lead to de 

novo actin nucleation and the consequent formation of a branched actin network. The 

presence of Abi3 in the WRC ensures a controlled availability of activated Arp2/3, so that 

following the displacement of capping proteins, actin filaments are free to extend. The 

progressive shift to parallel filaments allows crosslinkers to organise the adjacent filaments 

into filopodia structures. B) In Abi3-deficient cells, one of the crucial steps of Arp2/3 

regulation is lost due to exclusive presence of the pro-activation Abi1-WRC. The increase in 

active Arp2/3 complex could lead to a higher branching complexity in the filament network 

which forms lamellipodia. However, this may limit filament elongation and reduce the 

likelihood of actin filaments assuming a parallel conformation, therefore leading to bigger 
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cells with reduced number of ramifications. For a detailed explanation of actin mechanics 

see (368).  

Immunostaining of unstimulated and stimulated MØs to highlight localisation and 

interaction of WAVE2 and Arp2/3 as well as Abi1 and, once a specific antibody is 

available, Abi3, would provide a first validation of the suggested model. However, a 

live imaging approach on these MØs would undoubtedly help to clarify differences in 

primary and secondary responses to external stimuli (such as change in substrate or 

M-CSF stimulation). The employment of cells deriving from the recently acquired

Abi3F212 mice will allow bypassing the limitations presented by ABI3-F209

overexpressing lines and shed light on the effective impact of the rare variant on

actin dynamics.

Filopodia are essential for macrophage phagocytic activity (356) and the proposed 

model raised the question of how the absence of Abi3 would have affected this 

process. This was therefore investigated in section 3.2.4 by employing a live 

imaging approach on Abi3-deficient BMDMs stimulated with pHrodo Zymosan. 

Previous work from Dr R. Jones on Abi3-KO pMØs, analysed through an Amnis 

Imagestream MkII® imaging cytometer, had highlighted a reduction in phagocytic 

activity in a subset of the Abi3-deficient pMØs (F4/80+Tim4low) (329). It was hoped 

that following phagocytosis dynamics over 2 hours of stimulation, via a live imaging 

approach (with no need to detach and hold cells in suspension), would have allowed 

to detect more subtle differences related to internalisation kinetics. However, no 

significant difference was detected following Abi3 ablation. This could be partially 

explained considering that the Arp2/3 complex has been shown to mostly impact 

C3-dependent phagocytosis rather than the FcR pathway (322), as discussed in 

section 1.1.3.1 of the Introduction, so C3b opsonisation of the bait should be 

included in future experiments. Recent observation of a significantly reduced 

phagocytic activity in Abi3-knocked-down BV2 cells (302), do however suggest that 

the higher stiffness of the actin cytoskeleton – or possibly the reduced availability of 

G-actin monomers following increase rate of polymerisation – in the absence of Abi3

may affect phagocytosis regardless of the phagocytic pathway assessed so further

investigation is required to clarify this aspect.

Phagocytosis of Zymosan particles by MØs is initiated after β-glucan recognition 

mainly by the transmembrane receptor Dectin-1 (369,370). This in turn leads to the 

activation of downstream antimicrobial pathways including production of (ROS) in a 

subpopulation of MØs by the NADPH phagocyte oxidase complex present on the 
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phagosomal membrane (371). The assembly of this complex depends on Rac1, 

which is essential for cytosolic p67phox interaction with the catalytic subunit Nox2 

(372) as well as for Arp2/3 complex activation via WRC (373). Despite Rac1 

involvement in both ROS production and actin polymerisation, the two are entirely 

separate downstream effects of Rac1 activation (374). Kustermans et al. reported 

an association between actin and ROS production mediated by NF-κB, possibly 

through the activation of the p47phox subunit of the NADPH oxidase in human 

monocytes (358). However, the exact role of actin dynamics in NF-κB-dependent 

ROS production is still uncertain. For this reason, and due to the significance of 

ROS secretion and oxidative stress in pathological contexts such as in AD (365), 

ROS levels were assessed in BMDMs with and without Zymosan stimulation. 

Preliminary data shown in the first part of section 3.2.4 suggest a potential 

involvement of Abi3 and actin regulation in ROS production at a baseline level, while 

the impact on the respiratory burst that follows phagocytosis of Zymosan particles 

was minimal. Both genotypes displayed an increase in DHR 123 oxidation in similar 

proportions of their population and no significant increase in ROS index was 

detected in the DHRhigh Abi3-deficient cells (Figure 3.13). In case of future 

repetitions of this assay, the standardised protocol could be adapted in order to 

include pHrodo (or other fluorescently-labelled) Zymosan to identify potential 

alterations in Zymosan uptake. Additional reporters could be also be employed, 

such as MitoSOX™ Red, which is selectively oxidized by superoxide but not by 

other ROS or reactive nitrogen species RNS. Moreover, catalase abundance and 

activity should be assessed as well, in order to confirm whether the in DHR 123 

signal is related to ROS production and not to alterations in H2O2 clearance.  

While little is known about the interaction between actin cytoskeleton and ROS 

production, the influence of actin dynamics in NO production had been previously 

described by Eswarappa et al., who revealed a significant decrease in NO secretion 

in LPS-stimulated pMØs after CytoD or Latrunculin B (another actin polymerisation 

inhibitor (375)) treatment (323). Similar findings were reported by Uhlemann et al., 

who observed a significant inhibition in NO production following drug-driven 

alterations in the actin cytoskeleton of LPS-activated primary microglial (264). For 

this reason, BMDMs were stimulated with LPS and IFN-γ and NO release in the 

supernatant was assessed at two different time point. A significant increase in 

nitrites concentration was initially observed in Abi3-deficient cells (Figure3.14). 

However, once this data was normalised by the average nuclei count, the genotype 

effect appeared not to significantly impact NO production (Figure 3.14). Multiple 
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factors could have impacted nitrite quantification. First of all, despite plating identical 

cell numbers when preparing for the assay, it is possible there was some variation, 

minimised by the use of technical triplicates. It was also noted that, especially 

following a 48-hour stimulation (when cell death is more evident), the cellular layer 

was particularly sensitive to pipetting. Indeed, this is the reason why a nuclei count 

was chosen for normalisation over other approaches, such as total protein 

quantification. During the set-up phase, it had been seen that complete removal of 

media before addition of RIPA buffer was causing major portion of the cellular layer 

to detach and be lost with the discarded media, obviously impacting the final protein 

quantification. Instead, the addition of Hoechst 33342 followed by immediate 

imaging did not require complete media removal, providing a more gentle way to 

quantify cell content. While this approach could have caused dead cells not in 

suspension to be included in the count, the observed average nuclei count showed 

a significant reduction in cell number after 48 hours (Figure 3.14) that matched 

brightfield observations of the cells performed before the assay, providing 

confidence in this approach. All samples were visually assessed before the assay 

was performed and were imaged in an automated fashion using a set of locations 

ranging across the well surface and chosen a priori (as shown in Methods section 

2.4.4) to reduce bias. Thus, while it is possible that a particular well presented an 

increased/reduced number of cells in some area of the well due to issues during re-

seeding, this is unlikely to have affected multiple wells across all repetitions. In the 

future, this concern could be addressed through the use of a temperature controlled 

CO2 chamber to allow imaging of the whole well surface. Another confounding factor 

is the potentially diverse rate of cell death among genotypes in response to 

stimulation and serum reduction. The presence of an increased number of dead 

cells in a specific sample could indeed provide additional stimulation to the cells in 

that well, causing difficulties in the interpretation of the results. This could be 

assessed performing a MTT assay on stimulated and unstimulated cells. 

Overall, section 3.2.4 hinted at a potential involvement of Abi3-dependent actin 

dynamics in the release of inflammatory mediators following in vitro challenging of 

MØs. These observations will have to be repeated with a more appropriate 

experimental set-up and cellular model, such as primary microglia and/or 

iPSC-derived microglia. Further experiments are required to clarify whether any 

observed difference is a direct consequence of Abi3 ablation or a secondary event.  

A considerable concern for any in vitro functional assay aimed to identify cellular 

processes impacted by Abi3 ablation is the current lack of a specific antibody to 
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evaluate the level and heterogeneity of Abi3 expression at protein level in WT cells 

in any specific challenge. We previously assessed β-Galactosidase expression by 

IHC and/or flow cytometry in Abi3-KO pMØs, MØPs and BMDMs (329). Only a small 

portion of resting pMØs expressed this reporter indicating the Abi3 KO gene was 

being transcribed, approximately 30 % as seen by β-galactosidase staining, ~15 % 

when assessed by flow cytometry. The LacZ reporter was instead almost 

undetectable in MØPs and BMDMs, possibly due to a disruption of regulatory 

elements necessary for LacZ β-Galactosidase expression as well as culturing 

conditions, making it an unreliable tool for Abi3 detection.  

Another major limitation to the work presented in this chapter – and to future 

experiments – was the scarce availability of truly representative cellular models for 

the in vitro study of Abi3 in macrophages. Initially, the use of conditionally-

immortalised MØ progenitors not only ensured elevated numbers of cells readily 

available for experiments regardless of potential issues related to mice breeding, but 

it also allowed an effective application of the “Reduction” principle of the 3Rs. 

Hoxb8-immortalised progenitors had been previously reportedly maintained in 

culture for prolonged period and still presented normal karyotype as well as stable 

ability to commit to a macrophage-like phenotype (376). Moreover, M-CSF 

differentiated MØPs had been shown to recapitulate MØs morphology and surface 

markers (333). Despite this, all three pairs of MØP cell lines derived from Abi3-WT 

and -KO eventually presented an abnormal expansion of smaller cells resistant to 

M-CSF-induced differentiation (not shown). This phenomenon appeared to be

independent from the number of passages, with even early generations displaying

this second population. When visually evaluated, these cells appeared apoptotic.

The progressive increase in number shown by this second group of cells, concurrent

with the reduction of the healthy population, would support the hypothesis of MØPs

becoming apoptotic. Further work would be required to clarify the cause of these

observations.

Due to the problematic issues with the immortalisation of MØs precursors, it was 

decided to switch to the use of primary BMDMs. These cells expressed Abi3 at 

comparable levels to differentiated MØPs and were preferred to primary microglia 

because of their more reliable culture protocol. In theory, the use of BMDMs would 

have ensured a faster availability of differentiated cells to complete this chapter. 

Unfortunately as this time there were issue with the breeding of the mouse colonies, 

resulting in the inability to run biological replicates in parallel in the assays shown in 

sections 3.2.3-4. Bone marrow can be easily stored while waiting for more tissue to 
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be collected, in order to synchronously culture Abi3-KO cells and their controls. 

Despite mice being maintained in ventilated scantainers to reduce the risk of 

infection, this approach is potentially flawed due to the possibility of differences due 

to exposure of the mice to different microenvironmental conditions or unidentified 

technical variation during cell extraction. The reduced sample availability, as well as 

the inability to co-house animals of the two strains before bone marrow harvest – 

stemming from unforeseeable breeding difficulties experienced during this period of 

study – placed a caveat over the interpretation of the described observations. 

Therefore, before any further in vitro study, a better cellular model should be 

identified. MØPs and BMDMs were initially chosen due to availability of established 

protocols for their culturing. However, Abi3 expression in bone marrow is just a 

fraction of the one detected in microglia and appears to be approximately half of 

Abi3 levels in pMØs (Figure 3.16) (291). The use of microglial cells would therefore 

provide more confidence in any observation related to Abi3 deficiency. However, 

microglia – as macrophages in general – are extremely dependent on their 

microenvironment (377) and recapitulating their physiological phenotype in vitro is 

therefore particularly challenging. A number of microglia cell lines are available, 

however they have been reported to lack expression of adult microglial signature 

genes (114) as well as to respond less than primary microglia to LPS stimulation 

(320) with many potential implications for in vitro functional assays. On the other

hand, the use of primary culture poses just as many challenges. The physiological

gene expression profile of freshly isolated microglia is disrupted within few hours of

cells being isolation from brain tissue, leading to dedifferentiation, while serum

exposure has been shown to artificially increase cell proliferation and phagocytic

activity in culture (90). The use of mixed glial culture (90) as well as the addition of

TGF-β (90,114), cholesterol and CSF-1/IL-34 (90) has been shown to help partially

retaining appropriate expression of microglial signature genes. While these findings

have increased the reliability of primary microglial culture, a greater understanding

of the profound differences exhibited between mouse and human microglia

(89,378,379) challenges the validity of the current murine models from the clinical

translation perspective. For this reason, future work on primary microglia should be

complemented through the use of human iPSC-derived microglia whilst attempting

to recapitulate brain microenvironment, perhaps through the use of cerebral

organoids (380).
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Figure 3.16 Abi3 expression in primary murine microglia compared to pMØs and 
BMDMs as shown by Micro-array.  

Immgen Micro-array Gene Skyline database (291), showing Abi3 expression values 

normalised by Robust Multichip Average (RMA), clearly highlights the difference between 

microglia and other macrophage populations. Notably, Abi3 expression in pMØs is doubled 

compared to BMDMs. 

3.4. Conclusion and future work 

In conclusion, this chapter support the hypothesis of a major role of Abi3 in actin 

dynamics and leads to speculations on the potential impact on the activation status 

of macrophages. Previous reports of Abi3 involvement in the WRC functionality 

have been mostly based on the ectopic expression of ABI3 in in vitro cellular models 

(299,306,308). Instead, this work provides evidence of Abi3 importance while 

expressed at physiological levels in relevant cell types such as macrophages. 

As previously discussed, a first vital step in order to continue investigating Abi3 role 

in vitro is the identification of a better cellular model. Abi3F212 mice, carrying the 

murine equivalent of the rare F209 variant identified in AD patients (192) could help 

clarifying the impact of said variant without the need for forced expression through 

viral vectors, which can result in unknown alterations on macrophage physiology. 

Moreover, human iPSCs could be engineered to not express Abi3, or to instead 

express either the human or mouse rare variant. These lines could be then 

differentiated into microglia-like cells and seeded into cerebral organoids to mimic 

the brain environment, in order to clarify the effect of Abi3 ablation or mutation on 

human microglia. Any results obtained from morphological and functional analyses, 
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or RNA sequencing experiments, could be then compared to those obtained from 

freshly extracted microglia. 

These cells could be then functionally challenged based on pathways identified by 

the sequencing analysis. Examples of potential approaches include live chemotaxis 

assays and evaluation of both phagocytic and endocytic ability using pHrodo 

labelled compounds (e.g. not just apoptotic cells, Zymosan and Dextran, but also 

AD-relevant stimuli such as Aβ-oligomers and synaptoneurosomes, with and without 

C3b opsonisation) through the Opera Phenix Plus High-Content Screening System; 

use of Agilent Seahorse Analyser for metabolic measurements and calcium 

dynamics assessment with a FLIPR® Penta High-Throughput Cellular Screening 

System; evaluation of inflammatory response by means of 

BioLegend's LEGENDplex™ immunoassay kit as well as characterisation of multiple 

activation markers through multicolour flow cytometry. Recent availability of 

CellMask™ Actin Tracking Stain (which allows F-actin staining in live cells for up to 

24 hours) will allow a better understanding of actin reorganisation during different 

challenges.  

Some of these results could be compared to those obtained from primary microglia 

extracted form mice crossed with the APPNL-G-F model of AD. For instance, freshly 

isolated microglia could be fixed, stained for internalised β-amyloid and analysed by 

flow cytometry in order to evaluate the rate of Aβ-plaques phagocytosis in vivo. The 

application of a laser injury protocol on anaesthetised Cx3cr1-GFP mice crossed 

with relevant strains (already employed in two-photon experiments such as those 

discussed in section 4.2.3 of this thesis) would instead provide an in vivo 

perspective on Abi3-KO and Abi3212F microglia chemotactic ability. 

An anti-Abi3 antibody is currently being produced in-house. Should this attempt be 

successful – or should a specific, commercial antibody become available in the 

meantime – assessment of the co-localisation between Abi3 and members of the 

WRC such as Arp2/3 or Wave2, as well as a protein-interaction screen via 

immunoprecipitation, in unchallenged and stimulated cells during different type of 

assays would help shedding light on the mechanisms behind Abi3 action on the 

actin cytoskeleton.  

Finally, it is important to consider the suggested role of Abi3 on cell cycle – due to its 

connection to the PI3K/AKT pathway (296,300) – and senescence (305,306). These 

observations suggest the necessity to further clarify the impact of both mutation and 

knock-out of Abi3 on cell proliferation, death and senescence. Cell death could be 
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assessed using anti-cleaved Caspase3 antibody or an Annexin-V fluorescent 

detection kit to identify cells which have activated apoptotic pathways. A (3-(4,5-

dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) tetrazolium (MTT) assay 

would instead allow detection of metabolically active cells. Additional in-vivo studies, 

e.g. intraperitoneal injection of EdU, would help overcoming the limitations 

associated to the use of cell lines. 
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4. Chapter 4: How does Abi3 
influence microglia 

physiological activity? 
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4.1. Introduction 

Microglial heavily rely on their ability to quickly expand and retract their processes to 

perform their homeostatic functions as well as to promptly respond to potentially 

detrimental exogenous stimuli (as discussed in details in Introduction section 1.2.3). 

As such, the phenotype manifested by Abi3-KO MØs reported in the previous 

chapter led to several implications for microglia functionality.  

For instance, the reduction in MØs ramifications, if similarly manifested in 

Abi3-deficient microglia in vivo, could have impacted their ability to migrate towards 

and phagocyte dying cells, pathogens or other aggregates (such as Aβ deposits in 

AD brains). Moreover, the potential involvement of Abi3 in the regulation of baseline 

ROS levels in macrophages, emerged in section 3.2.4, together with evidences of 

NO production alterations following actin cytoskeleton manipulation of MØs and 

microglia (264,323), led to speculations regarding the activation state of naïve 

Abi3-KO microglia in vivo. 

In the brain, Abi3 is primarily expressed in microglia (292,293), as discussed in 

section 1.4. However, Ibanez et al. have recently reported putative expression of 

Abi3 in neuronal cells (303), and previous work by Bae et al. highlighted a potential 

role of Abi3 in dendritic spine morphogenesis (308). At the same time, astrocytes 

rely on microglia for both their maturation (influenced by microglia-secreted factors 

including IL-6 and leukaemia inhibitory factor (LIF) (124)) and their response to 

changes in the brain environment, such as in the case of traumatic brain injury or 

other pathological states of the CNS (381,382). In turn, activated astrocytes play a 

crucial role in neuronal survival as well as acting as mediators for microglia 

activation (130). Therefore, regardless of the levels of Abi3 expression in other glial 

or neuronal cells, any alteration in microglia functionality following Abi3 depletion 

could have severe repercussion on the CNS health.  

A deeper understanding of the physiological role of Abi3 in microglia within the 

healthy brain is therefore essential. Abi3 had been previously suggested to play a 

crucial role in the regulation of WAVE2-dependent actin polymerisation (295,299). 

However, at the commencing of this work no observation on the role of this factor 

in vivo had been published yet using a model in which Abi3 was expressed at 

physiological levels.  

Thus, the aim of this chapter was to clarify the extent of the impact of complete Abi3 

ablation on microglial morphology and functionality in the brain of young (8- to 
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10-week-old) Abi3-KO mice. This was achieved through the employment of a

combination of histological techniques and in vivo imaging approaches. Moreover,

given the extremely interconnected nature of microglia and astrocytes in the brain,

astrogliosis was also evaluated in the hippocampus of the same animals by

immunofluorescence.
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4.2. Results  

 

4.2.1. Basic characterisation of microglia in young Abi3-KO 
mice brain 

 

The impact of Abi3 ablation on microglia was assessed in young (8-9 week-old) 

mice through immunostaining for Iba1, a commonly used marker for microglia (383). 

Considering the prominent role of the Prefrontal Cortex (PFC) and the hippocampus 

in memory formation and retention (384,385), and their involvement in Alzheimer’s 

disease (386,387), the following analyses were performed on sections comprising 

these regions (for more details, please refer to Methods section 2.6.2).  

Young male and female mice were analysed for both genotypes in order to take into 

account the impact of sexual dimorphism on microglia morphology and distribution 

(152). Images were analysed as described in Methods section 2.6.4.  

Figure 4.1A shows representative images of the Iba1 staining on the PFC (Figure 

4.1A, top row) and the hippocampus (Figure 4.1A, bottom row) of Abi3-WT and -KO 

mice. Following quantification of microglia number, a significant difference between 

genotypes emerged from the cell count analysis in both the PFC (p=0.0001; Figure 

4.1B) and the hippocampus (p≤0.0001; Figure 4.1C), with Abi3-KO mice showing an 

increase in cell density. Male and female mice of the same genotype showed no 

obvious differences (p=0.9857 in the PFC and 0.5003 in the Hippocampus; Figure 

4.1B and C respectively). Consistent with the increase in cell number and the 

reduction in the arborisations, Abi3-KO cells resulted significantly closer to each 

other (p≤0.0001 in both brain regions; Figure 4.1D and E). Nevertheless, as it was 

already possible to appreciate by simple visual assessment, the percentage of 

image area covered by Iba1+ pixels were found to be significantly lower in the Abi3-

KO samples (p≤0.0001 in both the PFC and the hippocampus; Figure 4.1F and G 

respectively) regardless of the sex (p=0.8983 and p=0.5643 for the two areas 

respectively; Figure 4.1F and G).  

Taken together, these observations demonstrated that the differences in Iba1+ 

staining between the samples were indeed due to alteration of microglia morphology 

in the Abi3-KO mice and not to a simple reduction in cell number.  
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Figure 4.1  Representative images and quantification of the Iba1 staining for microglia 
in Abi3-WT and -KO mice brain sections.  
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Each datapoint on the graphs represents the average value obtained through Fiji analysis 

from all the pictures acquired for one section. The blue dots indicate Abi3-WT mice, while the 

orange dots those from the Abi3-KO animals. The black horizontal lines represent the mean 

of each experimental group. Error bars indicate S.E.M. The p-values resulting from the Two-

way ANOVA are reported on each graph. A) Representative pictures of the Iba1 staining 

(red) performed on the PFC and the hippocampus (in these images, specifically in the DG) of 

Abi3-WT and -KO mice. The alteration in microglia morphology following Abi3 ablation was 

striking, with Abi3-KO cells showing an important reduction in their processes. In particular, 

these cells seemed to lack the thinner processes, although a more in-depth analysis was 

required to confirm this observation. B) and C) Quantification of microglia density in the PFC 

(B) and the hippocampus (C) of Abi3-WT and -KO mice. D) and E) Quantification of Nearest

Neighbour Distance in Abi3-WT and -KO mice (in the PFC, D, and hippocampus, E). F) and

G) Evaluation of Iba1 immunoreactivity in the same PFC (F) and hippocampus (G) slides.

Data were analysed via Two-way ANOVA test. n=6.

These ex-vivo analyses performed on brain samples from naïve Abi3-WT and –KO 

mice confirmed the previous observations on the MØ cultures discussed in Chapter 

3. In order to properly assess the impact of Abi3, a further in-depth 3D

morphological analysis of these samples was therefore warranted.

4.2.2. In-depth morphological characterisation of individual 
Abi3-KO microglia 

One of the biggest limitations of the Fiji analysis performed in the previous section – 

as well as of similar 2D analyses – is the oversimplification of microglia structure. 

This can in turn lead to an underestimation of morphological changes due to 

pathological conditions or, as in this case, to genetic modifications. A growing set of 

software and computational approaches have been recently developed to address 

this issue (388–390). However, one of the most widely used tools is Imaris software 

(143,391–394). Its “Filament Tracer” module allows both automated and manual 

tracing of single microglia cells from 3D z-stacks, as described in section 2.6.4.4 of 

the Methods. Figure 4.2 demonstrates the higher resolution allowed a better 

appreciation of the structural differences between Abi3-WT and -KO microglia.  
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Figure 4.2 Representative images of single microglia obtained from Abi3-WT and -KO 
mice brain sections, stained with Iba1 antibody and traced using Imaris software.  

Each individual cell, stained with an anti-Iba1 antibody (first column, red) was manually 3D 

traced (middle column, white) on Imaris. The third column presents an example of the same 

tracing colour-coded based on branch level to highlight the dramatic difference in 

arborisation complexity between genotypes. Images are representative of 60 microglia per 

genotype analysed in this way. 

 

Consistent with previous considerations, the lack of Abi3 lead to a significant 

increase in average segment length (p≤0.0001, Figure 4.3A). While this observation 

could seem antithetic, but are explained by considering the reduction in ramification 

complexity shown by Abi3-KO microglia, which extends the distance between two 

consecutive branch points (or between a branch point and a terminal point). 

Abi3-WT microglial ramifications were also characterised by significantly smaller 

mean diameter compared to Abi3-KO cells (p≤0.0001, Figure 4.3B). In line with 

these findings, Abi3-WT cells were richer in segments with smaller area (Figure 

4.3C) and volume (Figure 4.3D), with p≤0.0001 for males and females in both 

datasets. Notably, no significant difference was observed between animals of 

different sexes within each genotype group (Table 4.1). 
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Figure 4.3 Quantification of ramification length, mean diameter, area and volume of 
Abi3-WT and -KO microglia.  

Each point in the line graphs represents the average value for all the segments of one 

experimental group at that specific branch level ± S.E.M.. Blue and light-blue lines represent 

male (“M”) and female (“F”) Abi3-WT mice respectively, while the red (males) and orange 

(females) lines indicate Abi3-KO animals. Evaluation of A) ramification length, B) diameter, 

C) surface and D) volume for Abi3-WT and -KO microglial ramifications. Data were analysed 

via linear mixed model analysis; the p-value for the genotype effect obtained from the 

regression model is reported on each graph by means of asterisks, where ****p≤0.0001. 

n>9000 segments from 30 cells/group. 

 

 

Table 4.1 Summary table of the t- and p-values calculated for the genotype and sex 
effects for segment-related data generated by Imaris analysis.  

The reported t- and p-values represent the effect size and statistical significance, 

respectively, for the fixed effects. While branch level was included as a fixed effect in the 

regression model, it was only used as a grouping factor and therefore the relative t- and p-
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values are not shown in this table. A positive t-value corresponds to a higher mean of the 

outcome variable in Abi3-KO mice as compared to Abi3-WT.Overall values for the whole cell 

– including number of branching points, full branch level, cell area and cell volume – were

calculated for all 120 cells analysed.

Figure 4.4A shows the total number of branching points for Abi3-WT and –KO 

microglia, an indication of the complexity of the ramification apparatus of a cell. Both 

males and females Abi3-WT cells presented a significantly higher number of 

branching points compared to Abi3-KO ones (p≤0.0001). Strikingly, the average 

value for Abi3-WT cells resulted 5.5x (for males) and 4.3x (for females) higher than 

Abi3-KO mice of the same sex. However, no significant difference was observed 

between males and females of the same genotype (p=0.727, Table 4.2).  

The Full Branching Level value is another indicator of complexity: the higher the 

value, the higher the number of consecutive branching points (and therefore, 

indirectly, ramifications). Again, Abi3-WT cells scored significantly higher than those 

from Abi3-KO animals (p≤0.0001, Figure 4.4B). As in the previous case, sex did not 

appear to influence the complexity of the arborisations system (p=0.358, Table 4.2). 

While Abi3-KO mice showed a higher percentage of thicker and longer processes, 

the considerable difference in branch number meant microglia showed a 

significantly reduction in cell surface in the absence of Abi3. Indeed, males and 

females Abi3-WT cells presented a greater area (p≤0.0001, Figure 4.4C) than Abi3-

KO cells. The difference between genotyping resulted less striking when evaluating 

the total cell volume, possibly due to the small contribution of the thin processes (in 

which Abi3-WT cells are rich) to the overall volume. Nevertheless, in the presence of 

Abi3 cells resulted significantly bigger than those form Abi3-KO mice (p≤0.05, Figure 

4.4D), with no difference between sexes (p=0.8865, Table 4.2). 
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Figure 4.4  Evaluation of complexity of the ramification apparatus and overall cell size.  

Each datapoint on the graphs represents the value of a single cell. The blue dots indicate 

Abi3-WT mice, while the orange ones the Abi3-KO animals. In the first two graphs, the black 

horizontal lines represent the median of each experimental group ± interquartile range, while 

in the other two they indicate mean ± S.D. Quantification of A) the number of branching 

points, B) overall Branching Level value (an index of ramifications complexity), C) cell 

surface and D) cellular volume. Data were analysed via a linear mixed model, with sex and 

genotype used as fixed effects; p-values for the genotype effect are shown as asterisks on 

the graph, where *p≤0.05 and ****p≤0.0001. n=30 for each group. 

 

 

Table 4.2 Summary table of the t- and p-values calculated for the genotype and sex 
effects for the whole-cell parameters analysed. 

A positive t-value corresponds to a higher mean of the outcome variable in Abi3-KO mice as 

compared to Abi3-WT, while a negative t-value represents a lower mean in Abi3-KO 

animals. 
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While the number of branching points and the full branching level are useful 

indicators of cell complexity, the easiest way to visualise a potential difference in the 

amount of microglia ramifications is by means of a Sholl profile, as described in the 

Methods (section 4.5.6, Figure 4.11). 

Figure 4.5A shows the results of the Sholl analysis. The Sholl profiles showed a 

marked difference between Abi3-WT and –KO cells. Indeed, Abi3-WT mice showed 

a greater amount of ramifications already at 3 µm form the cell body (p≤0.01, Figure 

4.5A). This difference became even more striking between 6 µm and 36 µm 

(p≤0.0001 at all points, Figure 4.5A). At further radius level, 39-69 µm, the difference 

progressively reduces, albeit Abi3-WT cells still presented an increased number of 

intersections. Sex did not appear to exert a strong effect on the phenotype, with only 

two radii being significantly influenced by it (21 µm, p=0.0259, and 36 μm, p=0.0242, 

Table 4.3). All of these observation led to a significant decrease in the Area Under 

the Curve  (A.U.C.) of Abi3-KO samples of both sexes, as shown in Figure 4.5B 

(p≤0.0001 for genotype, p=0.526 for sex, Table 4.3). 

 

 

 

Figure 4.5 Sholl analysis of Abi3-WT and -KO microglial cells.  

The blue and light-blue lines/bars indicate Abi3-WT mice, while the orange and red ones 

refer to Abi3-KO animals. The p-value for the overall genotype effect is reported on top of 

each graph by means of asterisks, while the individual p-values for the genotype effect on 

each radius are report on the corresponding point on the Sholl profile. A) Average number of 

intersections for each experimental group, plotted against the radius of the sphere as mean 

± S.E.M. B) A.U.C. of the Sholl profile of each group each, showed as bars representing the 

average of all the cells in the group ±SD. Data analysed via linear mixed model, with the 
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p-values for the genotype effect reported by means of asterisks, where * p≤0.05, **p≤0.01,

***p≤0.001 and ****p≤0.001. n=30 for each group.

Table 4.3 Summary table of the t- and p-values calculated for the Sholl intersections 
and the Sholl Area Under the Curve values.  

The radius of each shell was included in the regression model as a fixed effect, but it was 

only used as a grouping factor and is therefore not reported in the table above. 

Taken together, all the parameters assessed in this section confirmed the visual 

observations previously discussed. Indeed, Abi3 ablation resulted in a severe 

impairment of microglia arborisations. Abi3-KO cells resulted provided of thicker and 

longer processes, while almost entirely lacking thin and short processes branching 

off the primary and secondary ramifications. Moreover, Abi3-KO cells showed a 

reduced complexity of their ramification apparatus, with significantly fewer 

ramifications compared to Abi3-WT cells, in particular, closer to the soma. That in 

turn caused a significant reduction in cell surface, only partially compensated by the 

greater ramification volume.  

4.2.3. Evaluation of microglia dynamics in vivo through 
two-photon imaging on Abi3-KO mice 

Histological analyses are a useful tool to gather basic information about microglia 

morphology and distribution within the brain. However, they only provide a snapshot 

of the extent of microglia scavenging activity. Even in their homeostatic state, the 

microglial cytoskeleton constantly remodels itself in order to efficiently scan brain 

parenchyma, with processes extending and retracting at a speed of about 

1.47 µm/min (47).  
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To better evaluate microglia dynamics and assess the real impact of Abi3 ablation 

on their actin cytoskeleton remodelling, awake mice were imaged using a 

two-photon microscope (see section 2.7). Two-photon technology uses near infrared 

light (wavelengths >700 nm) to excite the chosen fluorophore, therefore reducing 

the risk of tissue damage due to phototoxicity and thus allowing repeated and 

prolonged acquisition of in-vivo data (395) up to ∼500 µm deep within the tissue 

(395).  

Three females and two males (all 10 week-old), who underwent a craniotomy and a 

single awake in vivo imaging session as described in section 2.7, were analysed for 

each genotype (Appendix 3, Video A and B). Figure 4.6A shows representative 

images of Abi3-WT and –KO cells at different steps of the analysis. As it was 

apparent from the visual observation, the lack of Abi3 severely impaired the ability of 

microglia to extend ramifications to scan the surrounding parenchyma. Indeed, only 

51.88% ± 7.49% (for males; mean ± SD) and 53.32% ± 3.77% (for females mean ± 

SD) of the total area is covered by microglia processes in Abi3-KO animals, while 

the percentage is significantly higher in Abi3-WT animals (p=0.005, Genotype effect 

of Two-way ANOVA) with 75.41% ± 1.80% and 73.07% ± 4.35% (mean ± SD). No 

difference was observed between animals of the same genotype, but different sex 

(p=0.7908, Figure 4.6B).  
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Figure 4.6 Quantification of microglia surveillance activity through two-photon 
imaging.  

Each datapoint on the graphs represents an individual mouse. Abi3-WT mice are indicated 

by blue dots, Abi3-KO animals by the orange ones. The black horizontal lines represent the 

mean of each experimental group ± S.E.M. The results of a Two-way ANOVA are reported 

on each graph. A) Representative images of Abi3-WT and –KO mice flattened time-stacks. 

The difference between genotypes appeared obvious when looking at the orthogonal 

projection originated from the 4D files (1), but it was even more striking once a threshold was 

applied to create binary images and select the area (in yellow) covered by microglia soma 

and processes (2). The temporal map showed in (3) allowed visualization of the extreme 

remodelling of Abi3-WT cells during the span of the 45-minutes acquisition. As it emerged 

from the videos, while a certain degree of actin cytoskeleton rearrangement was present 

even in Abi3-KO cells, it was remarkably reduced compared to the Abi3-WT cells. Finally, 

applying the dynamic area ROI (in yellow) to the orthogonal projection of the time stack 

proved the accuracy of the analysis. B) Quantification of the percentage of dynamic 

surveillance area (obtained from a 45-minute long acquisition of a single field of view for 

each mouse) in Abi3-WT and –KO mice. Data were analysed via Two-way Anova test. Males 

n=, Females n=3 for each genotype. 
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While this preliminary analysis did not quantify process retraction/expansion, it 

clearly confirmed that morphological changes discussed in sections 4.2.1 and 4.2.2 

are impacting microglia surveillance activity, despite the increased cell number 

observed in Abi3-KO mice. 

4.2.4. Histological evaluation of phagocytosis and 
astrocytosis in young Abi3-KO mice brain 

As previously mentioned, the overall morphological phenotype presented by 

Abi3-KO microglia resembled the one characterising activated microglia. Indeed, 

upon stimulation microglia quickly assume amoeboid morphology by withdrawing 

their ramifications and presenting short and thick processes and a bigger cell body 

instead (110). One of the most commonly used macrophage lineage markers, in 

particular as an histological marker of microglia phagocytosis, is Cluster of 

Differentiation 68 (CD68) (396). CD68 is a lysosomal marker upregulated in 

phagocytically-active microglia and, notably, seemingly increased in the brain of AD 

patients (397). For this reason, we investigated CD68 levels in the brain of young 

animals in the absence of Abi3 as described in section 4.5.5.  

Figure 4.7A shows representative images of the Iba1 and CD68 co-staining in the 

hippocampus of Abi3-WT and -KO mice. Quantification of co-localisation surface 

(described in Methods section 2.6.4.3) identified a significant difference between 

genotypes. Indeed, Abi3-KO mice showed significantly more CD68 signal 

colocalising with Iba1+ pixels in both the PFC and the hippocampus (p≤0.0001 in 

both brain regions; Figure 4.7B-C). Once again, no significant difference was 

observed between animals of the same strain but different sexes (p=0.3375 in the 

PFC and p=0.9813 in the hippocampus; Figure 4.7B-C). 
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Figure 4.7 Representative images and quantification of the Iba1-CD68 co-staining in 
Abi3-WT and -KO mice.  

Each datapoint on the graphs represents the average value obtained from all the pictures 

analysed for one animal. The blue and orange dots indicate Abi3-WT and Abi3-KO animals, 

respectively, while the black horizontal lines represent the mean of each experimental group 

± S.E.M. The p-values resulting from the Two-way ANOVA are reported on each graph. A) 
Representative pictures of the Iba1 (red) and CD68 (green) staining performed on the 

hippocampus of 8-week-old Abi3-WT and -KO mice. The bottom row represents an 

enlargement of the area highlighted in the image above with a white square. Abi3-KO mice 

appeared to present a severe increase in CD68 signal withing Iba1+ microglial cells. B) and 

C) Quantification of CD68 and Iba1 positive pixels in the PFC (B) and the hippocampus (C) 

of Abi3-WT and -KO mice. Data were analysed via Two-way ANOVA test. n=6 for males; 

n=3-4 for females. 
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While further analyses were required to fully clarify the activation state of microglial 

cells in Abi3-KO animals, the increase in CD68 presented by these cells, together 

with the altered morphology and impairment in homeostatic movements, supported 

the possibility that Abi3 knock-out  microglia could be activated and affect the brain 

environment even in the absence of further pathological conditions. Given the 

extremely interconnected nature of the microglia-astrocytes populations, any shift in 

microglia homeostatic balance towards an activated state could indeed result in 

increased production of pro-inflammatory cytokines, NO, TGF-α and VEGF-B, which 

would indirectly impact astrocytic phenotype (398).  

Thus, the expression of Glial Fibrillary Acidic Protein (GFAP), a classical astrocytic 

marker, was assessed within the hippocampus of young Abi3-KO and control mice 

(as per Methods section 2.6.4.2). Representative images are presented in Figure 

4.8A. Quantification of astrocytic number with Fiji confirmed that Abi3-KO mice had 

increased astrocyte density compared to Abi3-WT controls (p=0.0013; Figure 4.8B). 

Despite the higher number of cells, no significant difference was evident in the levels 

of GFAP immunoreactivity (p=0.2660, Genotype effect of Two-way ANOVA; Fig. 

4.8C), suggesting a potential alteration of astrocytic morphology following the loss of 

Abi3. As with microglia, sex did not seem to influence the astrocytic population 

(p=0.8683 and 0.8380 for cell number and GFAP immunoreactivity, respectively; 

Figure 4.8B-C). 
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Figure 4.8 Representative images of GFAP+ astrocytes in the hippocampus of 
Abi3-WT and -KO mice.  

Each datapoint on the graphs represents the average value obtained from all the pictures 

analysed for one section. The blue dots indicate Abi3-WT mice, while the orange ones Abi3-

KO animals. The black horizontal lines represent the mean of each experimental group ± 

S.E.M. The p-values resulting from the Two-way ANOVA are reported on each graph. Note 

the scale has been truncated for clear visualization in B. A) Representative images of GFAP 

(green) staining performed on hippocampal sections of 8-week-old Abi3-WT and -KO mice. 

A notable increase in the number of GFAP+ astrocytes was observed within the 

hippocampus of Abi3-KO mice, with cells looking not only closer to each other but also 

smaller than in Abi3-WT animals. Interestingly, Abi3-KO mice also presented multiple sites of 

astrocytes aggregation. B) and C) Quantification of GFAP+ cells number (B) and area 

covered by GFAP+ pixels (C) in Abi3-WT and -KO mice. Data were analysed via Two-way 

ANOVA test. n=6/group, except Abi3-WT females (n=5). 
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4.3. Discussion 

The data presented in this chapter, while still far from fully revealing Abi3 role in 

microglia, support findings presented in Chapter 3. Abi3-KO macrophage-like cells, 

tested in vitro by means of a spreading assay, showed a drastic reduction in 

filopodia formation. In this chapter, a reduction in small-calibre ramifications was 

instead observed in Abi3-deficient microglia cells within the brain of 8-week-old mice 

(Figure 4.1 and 4.2). As shown in section 4.2.1., the reduction in ramification 

complexity in Abi3-KO mice appeared striking even before proceeding to the 

successive morphological assessment. However, manual quantification of cell 

number highlighted a significant (but less obvious from the initial visual assessment) 

increment in microglia density in the absence of Abi3 in both the PFC and the 

hippocampus (Figure 4.1).  

Notably, these observations were only partially confirmed by Ibanez and colleagues 

in their recent publication based on the same knock-out model (303). Indeed, the 

authors reported a decrease in Iba1 immunoreactivity within both the cortex and the 

hippocampus of 3-month-old mice following heterozygous deletion of Abi3, but no 

significant difference was observed between Abi3-WT and -KO animals (303). This 

could be at least in part explained by differences in tissue processing (since Ibanez 

and colleagues utilised paraffin-embedded tissue fixed in 10 % formalin) as well as 

by the use of entirely different reagents and softwares for the following analysis. 

Moreover, the authors did not assess cell count, which makes it hard to understand 

whether the reduction in Iba1 immunoreactivity is due to the same morphological 

differences reported in this chapter or to technical divergences. 

In order to fully understand the nature of the morphological alterations observed in 

this initial analysis, the same samples were re-imaged using a higher magnification 

to capture the entirety of their processes. These images, that further emphasized 

the differences between genotypes (as shown in Figure 4.2), were then employed 

for a more in-depth morphological assessment using Imaris software. The 3D 

reconstruction of the ramification was performed on a total of 120 individual cells 

from 12 animals (3 for each sex and genotype). This analysis confirmed that 

Abi3-KO microglia are provided of thicker ramifications, characterised by 

significantly fewer branching points (and therefore reduced complexity of their Sholl 

profile) compared to control cells (see section 4.2.2).  

Interestingly, both the basic 2D characterisation and the in-depth morphological 

assessment did not highlight any potential influence of sexual dimorphism on 
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microglia phenotype of the mice studied. Indeed, only the number of Sholl 

intersections at two specific radii (21 and 36 μm from the origin) presented a 

significant difference between sexes. This is surprising due to the multiple sources 

of evidence supporting a severe impact of sexual hormones (in particular of the 

peak of testosterone release that precede birth in male rodents (399)) on microglia 

transcriptomic profile and morphology from the earliest stage of development in 

rodent brains, as discussed in details in section 1.2.4. For instance, previous reports 

described the presence of a higher number of microglia in specific regions of the 

brain (including cortex and hippocampus) of 13-week-old males (155), as well as 

increased process surface and volume, coupled with a higher number of 

ramifications and intersections, in the CA3 of the hippocampus of 8-week-old mice 

of the same sex (391).  

Inconsistency in background strains of the mice across studies, as well as technical 

discrepancies in tissue processing and imaging approaches (including the 

availability of high resolution imaging equipment), could most likely explain the 

aforementioned differences in observations. However, an additional source of 

confusion could be ascribable to the choice between fully- or semi-automated 

analysis of histological data. For instance, the major drawback of Imaris is the 

incredibly high time demand of this approach: the Filament Tracer module was 

originally developed to analyse neurons and, while it can be adapted for microglia 

analysis, it requires considerably more human intervention and manual editing of the 

traced filaments. Fully automated tracing is possible, and with careful consideration 

of the creation parameters during the set-up phase, it can be a useful tool for a fast 

and acceptably accurate assessment of microglia morphology. However, an 

unsupervised approach is likely to generate substantial artefacts which, if not 

manually corrected, could drastically alter the interpretation of the results. Similarly, 

new softwares have been developed in the past years for fully-automated count and 

basic characterisation of microglia in either 2D or 3D environments. However, 

whenever any of these approach was tested on the datasets showed in this thesis, 

substandard evaluation of critical parameters was noted, due in part to the dramatic 

differences between Abi3 deficient mice and their controls. Examples of this 

included, but were not limited to, the incorporation of surrounding ramifications 

(parallel to the loss of most of the smaller calibre processes and merging of close 

ramification, with obvious implications on the final process volume) in Abi3-WT cells 

on Imaris, incorrect segmentation of highly ramified cells and erroneous combination 

of excessively close Abi3-KO cells.  
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Moreover, as amply discussed before, microglia are extremely sensitive to 

environmental factors, which could result in an additional confounding factor across 

published works. For the scope of this thesis, age- and sex-matched mice of the two 

genotypes were cohoused from weaning (21-26 days of age) to exclude any artefact 

caused by potential exposure to different microbiomes and consequent microgliosis. 

The increase in microglial density within Abi3-KO brains could therefore be 

explained by taking into consideration the known (albeit still not fully understood) 

phenomenon of lateral inhibition in microglia tiling during development and CNS 

repopulation (41). Presenting shorter and sparser ramifications, Abi3-deficient 

microglia could try to compensate for their reduced arborisation apparatus by 

increasing in number, in an attempt to efficiently monitor the brain parenchyma.  

In order to investigate whether Abi3-KO microglial numbers successfully 

compensated for the likely functional disruption caused by their dystrophic 

morphology, histological analyses were supported by in vivo two-photon data 

(shown in section 4.2.3). In the absence of Abi3, over the course of the 45-min long 

acquisition microglia resulted unable to survey an amount of tissue comparable to 

that of Abi3-WT cells. This further supported the notion of a crucial role of Abi3 in 

microglial actin dynamics, crucial for the rapid remodelling of microglia ramifications. 

Further investigation is warranted to clarify whether Abi3-KO processes extend at a 

slower rate or do not contract/extend at all due to impaired actin recycling. However, 

even if Abi3 deficient cells were able to monitor the entire territory given a longer 

time interval, such a severe surveillance impairment would inevitably cause 

extremely detrimental effects on the brain microenvironment.  

There were initial concerns regarding the appropriateness of using Iba-1 as a 

microglial marker for morphological analyses involving alterations in the actin 

cytoskeleton due to its ability to bind and cross-link F-actin (42), which could have 

led to biases in the downstream evaluation. However, two-photon microscopy 

images confirmed Abi3-KO phenotype, suggesting the observed morphological 

changes were not simply an artefact related to the immunostaining protocol or 

antibody choice.  

Alternatively to the homotypic tiling hypothesis, Abi3-KO phenotype could be 

explained by the potentially activated nature of these cells. Coherently with this 

theory, the CD68/Iba1 immunostaining analysis presented in section 4.2.4 (Figure 

4.7) showed a significant increase of CD68 – a marker of microglia activation and 

phagocytic activity (397) – within Abi3-deficient microglia cells. As in the case of 
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 microglia quantification, sex seemingly did not impact CD68 expression. 

Sequencing data, as well as chemokines quantification recently published on this 

same model seemed to support the hypothesis of a more activated state of Abi3-KO 

cells (302,303). In particular, among the differentially expressed genes detected by 

Karahan and colleagues were genes involved in phagocytosis and antigen 

presentation, such as several Fcγ receptors, ApoE, CD74 and Plc-γ2 (302). This 

finding would support the hypothesis of an increased phagocytic activity in Abi3-KO 

mice reported in section 4.2.4. The same work also highlighted an increase in genes 

involved in the complement pathway and immune response genes – such as Cq1a, 

IL-3 and TLR7 – and reported significantly higher levels of pro-inflammatory 

cytokines including CXCL10 and CCL3 (302). Notably, C1q has been recognised as 

an essential mediator of astrocytes activation (402) and is involved in synapse 

tagging (69), while CXCL10 and CCL3 have been shown to negatively impact LTP 

and synaptic function (403,404). However, the use of animals crossed with the 

5XFAD model in the work by Karahan and colleagues posed a caveat to the 

interpretation of their results, since the observed increase in inflammation markers 

could be a secondary ramification of the higher amyloid plaques burden that the 

authors described in the Abi3-KO mice, and not the primary cause of the increased 

neuroinflammation (302). Ibanez and colleagues instead highlighted the expression, 

in 3-month-old Abi3-KO mice, of genes associated with amyloid deposition in AD, 

despite the absence of Aβ (303). Additional single cell RNA sequencing experiments 

would be required to complement Ibanez et al. finding, generated through a bulk 

sequencing approach. However, a putative increase in activation levels in young, 

healthy animals, as well as enhanced phagocytosis leads to speculations regarding 

the presence of a potentially severe synaptic impairment due to excessive synaptic 

pruning and/or LTP impairment caused by a highly pro-inflammatory brain 

environment. 

Young Abi3-KO animals also presented increased number of astrocytes across their 

entire hippocampus compared to -WT controls, not accompanied by a parallel 

increase in GFAP immunoreactivity (section 4.2.4, Figure 4.8). The identification of 

potential astrogliosis in Abi3-deficient mice was in line with recent observations from 

Ibanez et al. (303). Indeed, the authors reported that 3-month-old Abi3-KO mice 

presented significantly increased astrogliosis that persisted at 6 months of age 

(303). To note, as in the case of microglia, Ibanez and colleagues used 

quantification of GFAP immunoreactivity as means to assess astrogliosis, with no 

parallel cell count. As shown in Figure 4.8, no significant genotype effect was 
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observed in this thesis in the case of area % covered by GFAP+ pixels, despite a 

significant increase in astrocytes number. The average hippocampal percentages 

shown by Ibanez et al. also appear considerably lower than the one reported in this 

manuscript (approximately 8-12 % in (303) compared to 35-45 % in Figure 4.8). 

Besides the different analytical approaches discussed before, another potential 

source of dissimilarity, related to the workflow for GFAP immunoreactivity 

quantification employed in this thesis, was initially considered. The elevated 

brightness of the astrocytes cell bodies compared to their ramifications could have 

indeed biased the thresholding step and caused a partial loss of ramifications in an 

attempt to avoid excessively expanding the threshold and artefactually selecting 

non-positive pixels surrounding the cell bodies. This issue would have been 

inevitably accentuated in the Abi3-KO brains due to the increased number of 

astrocytes, with bodies closer to each other. However, successive analysis of adult 

animals, which will be described in the next chapter, did reveal a similar pattern, with 

no obvious difference in GFAP immunoreactivity despite the increased cell number 

between Abi3-WT and -KO, while the average values appeared more elevated in 

animals crossed with the App-KI model. These findings therefore supported the 

hypothesis of a parallel alteration of astrocytes number and morphology (as well as, 

potentially, activation state) in Abi3-KO mice. Even more interestingly, multiple fields 

across different Abi3-deficient samples presented agglomerates of astrocytes, to 

some extent reminiscent of astrocytic scars.  

Considering the role of microglia-secreted factors in astrocytes recruitment and scar 

formation (124,126,398), the data reported in section 4.2.4 confirms the importance 

of further assessing other brain cell type in the Abi3-KO model, regardless of their 

physiological expression of Abi3. This is particularly relevant in the case of 

pathological states such as AD, where a positive feedback instated by activated (or 

less functional) microglia could rapidly worsen the neuroinflammation and lead to 

premature exacerbation of the pathological condition. 

 

 

4.4. Conclusion and future work 

In conclusion, this chapter supports the hypothesis of a major impact of Abi3 on glia 

cells in vivo. The basic characterisation of microglia and astrocyte cells in young 
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Abi3-WT and –KO animals provides an interesting basis for further histological and 

molecular evaluation of these mice.  

First, to evaluate whether Abi3-KO microglia morphological changes reflect a more 

activated state of these cells, Reactive Oxygen Species (ROS) production could be 

assessed by means of Dihydroethidium staining on brain sections. Moreover, brain 

extracts could be used to evaluate inflammatory cytokines levels in these mice via 

BioLegend’s LEGENDplex™ bead-based immunoassays or a 31-plex Bio-Plex Pro 

Mouse Chemokine Panel (Bio-Rad) similar to that recently used by Karahan and 

colleagues (302). Nitric Oxide (NO) production could instead be assessed through 

Griess Reaction. Even more appropriate would be the employment of single cell 

sequencing technologies to analyse the transcriptomic profile of both microglia and 

astrocytes of animals lacking Abi3 in order to identify more subtle alterations. The 

recently published datasets from Karahan et al. (302) and Ibanez et al. (303) 

provided extremely useful insights regarding the impact of Abi3 ablation on gene 

expression. However, Karahan and colleagues focused their assessments on mice 

crossed with the 5XFAD model of AD (302), while Ibanez and colleagues employed 

a bulk transcriptomic approach, therefore warranting further investigation of the 

consequences of Abi3 depletion in young naïve animals. The parallel analysis of 

Abi3F212 animals would ensure an even deeper understanding of Abi3 functions and 

of its role in AD pathology.  

The use of a two-photon microscope for in vivo imaging of Abi3-KO mice will provide 

the best supporting evidence for any in-vitro or ex-vivo functional, molecular and 

morphological observation, allowing the visualisation of microglia in the most 

physiological environment possible. However, higher resolution images to the ones 

currently available are required to fully characterise the extent of Abi3 impact on 

microglial ramification dynamics. To provide such increased resolution and allow 4D 

analysis of process movement via Imaris, GFP reporter mice crossed with Abi3-WT 

and -KO animals could be imaged under anaesthesia, to reduce blurriness due to 

animal movements. However, whilst this approach is undoubtedly less challenging 

than awake imaging, multiple evidences highlighted the importance of neuronal 

control on microglia surveillance activity (405,406). When such control is lost, it is 

possible to observe an increase in microglia process extension, which therefore 

could lead to a biased interpretation of two-photon data (406). At the same time, 

employing anaesthetised animals would allow the study of microglial migration and 

debris clearance in vivo following laser injury. This, in turn, would help overcoming 

all the limitations presented by microglial cell culture discussed in section 3.3.  
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Microglial phagocytic activity is highly dependent on the actin cytoskeleton (264) and 

crucial not only for debris or pathogens removal in homeostatic conditions, but also 

for processes such as synaptic pruning (84,407). Alterations in microglial 

phagocytosis, such as those highlighted in section 4.2.4, could therefore affect 

synapses in Abi3-KO mice. For this reason, Synaptophysin and PSD95 (commonly 

used pre- and post-synaptic markers) levels should evaluated by means of 

histological and Western Blot analyses on brain tissue derived from Abi3-WT 

and -KO mice of different ages. A parallel in-depth 3D spine tracing, using the 

DiOlistic labelling approach (in which beads coated with Dialkylcarbocyanine are 

being “shot” with a gene gun directly on to brain tissue in vitro (408)) could help 

further clarify the impact of Abi3 on the neuronal compartment. Interestingly, 

preliminary results of Western Blot analyses on 52 week-old mice, as well as the 

DiOlistic analyses on age-matched mice, highlighted a dramatic decrease in 

Synaptophysin levels, as well as a significant reduction in spine density in Abi3-KO 

animals (data not shown). These observations, if confirmed, should encourage 

further investigation of classical component proteins such as C1q and C3 which, in 

homeostatic conditions, are expressed at synaptic level and mediate tightly 

regulated synaptic pruning by activating microglia complement receptors (68). 

Finally, microglia have also been implicated in synaptic plasticity, in particular in the 

modulation of long-term potentiation and depression (LTP/LTD) (409,410), which in 

turn affect synaptic transmission. LTP and LTD are especially noteworthy  in the 

context of pathologies that impair cognition and memory, such as Alzheimer’s 

Disease, due to their role in shaping hippocampal neuronal circuits connected with 

learning and information retention (411). Microglial production of pro-inflammatory 

cytokines, such as IL-1β and TNF-α, has been reported to negatively affect LTP in 

models of depression (412) while ROS secretion triggers LTD (409). Microglia are 

also responsible for the secretion of BDNF (413), which regulates the expression 

levels of Vesicular Glutamate Transporter 1 (VGlut1), thus indirectly affecting 

glutamatergic synaptic function and synaptic plasticity (414). More recently, Karahan 

et al. demonstrated a reduction in LTP following Abi3 ablation in 6-month-old mice 

crossed with the 5XFAD model of AD (302). This evidence, together with microglial 

phenotype in Abi3-KO animals, highlight the importance of a more in-depth analysis 

of synaptic plasticity. This could be achieved either via basic histological and 

immunoblotting analyses of markers such as VGlut1 and pro-/mature-BDNF, or by 

electrophysiological extracellular field recordings in an acute hippocampal slice 

preparations. These experiments could be coupled to two-photon calcium imaging in 
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awake mice injected with GCaMP6-encoding recombinant Adeno-Associated Virus 

vectors (415) in order to study neuronal activity. 
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5. Chapter 5: What is the effect of Abi3
on the development of Alzheimer’s

disease-like pathology? 
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5.1. Introduction 

Early response to Aβ accumulation involves the secretion of elevated levels of IL-1β 

by reactive microglia (222), which in turn commences an activation cascade that 

involves astrocytes and eventually leads to the severe neuroinflammation observed 

in AD (374). Despite early observations of microglia contribution to AD pathogenesis 

(163,216,217), however, the body of literature focused on this topic has only 

recently started to expand, following the identification of risk variants in TREM2 

(58,59) which were later connected to an impairment in microglial migration towards 

Aβ-plaques (325). 

It is now generally accepted that, parallel to disease progression, microglia gradually 

transition to a disease-associated phenotype, characterised by an initial proliferation 

step, followed by upregulation of genes related to phagocytosis and inflammation 

(251). However, the full extent of microglia involvement has not yet been 

established, with numerous contrasting pieces of evidence on the 

beneficial/detrimental nature of microglia activity in AD emerging in the past decade 

(as discussed in detail in section 1.2.3). For instance, Lee and colleagues found that 

in vivo insertion of extra copies of human TREM2 in two mouse models of AD led to 

an amelioration of the disease progression (324), in agreement with earlier reports 

by Wang et al. of an increased amyloid burden in Trem2-deficient mice (325). 

Conversely, Krasemann et al. demonstrated that suppression of APOE following 

Trem2 knock-out restored homeostatic microglial phenotype (188). 

It is apparent that further answers need to be sought before a clear picture can be 

delineated, in order to efficiently employ microglia for therapeutical purposes. 

However, it is also evident that an appropriate microglial response to Aβ deposition 

is a determining factor for the fate of brain homeostasis. Therefore, a marked 

alteration of microglial morphology and functionality, such as the one manifested by 

Abi3-KO mice, could greatly impact disease progression in AD, in particular if 

associated to a parallel increase in astrogliosis. It was firstly hypothesized that 

Abi3-KO dystrophic microglia would fail to effectively recognise Aβ deposits and 

migrate towards them, causing an increase in amyloid burden in the brain. 

Alternatively, the marked microgliosis and astrogliosis presented by Abi3-deficient 

animals could origin a severe neuroinflammation, thus worsening AD pathogenesis. 

However, it was also possible to speculate that the presence of “primed” microglia, 

with an increased phagocytic activity (based on the increased expression of CD68 

discussed in section 4.2.4), could lead to a more efficient immune response to the 
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early deposition of Aβ and therefore delay the onset of the disease or ameliorate its 

development.  

This chapter was therefore aimed to assess the impact of complete Abi3 ablation on 

aging and AD pathogenesis. In order to do so, Abi3-KO animals were crossed to 

APPNL-G-F mice (260) – hereafter addressed as App-KI – to generate App-KI Abi3-

KO mice. Mice of both sexes, with and without AD-like pathology, were aged to 16 

weeks and used to evaluate micro- and astrogliosis and Aβ deposition by means of 

histological analyses. Mice were also tested with a number of well-established 

behavioural paradigms to assess the impact of Abi3 knock-out on locomotor activity, 

anxiety levels, memory retention and stress-induced anhedonia.  
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5.2. Results 

5.2.1. Basic characterisation of adult Abi3-KO mice crossed 
with the AppNL-G-F AD model 

Upon generation of the APPNL-G-F strain, Saito and colleagues reported deposition of 

Aβ in homozygous mice from the age of 2 months of age (260). The first step, 

before commencing any further investigation on the role of Abi3 in AD, was to 

confirm this observation and visually assess the presence and severity of β-

amyloidosis in App-KI mice at different time points. This was achieved by staining 

brain section with Thioflavin-S (Th-S), a commonly used dye that emits green 

fluorescence after binding β-sheets structures (416). 

As shown in Figure 5.1, Abi3-WT mice presented a complete lack of amyloid 

deposits both at young age (8 weeks) and at a later stage (24 weeks). Instead, App-

KI mice showed a progressive increase in the number of Aβ deposits, starting from 

8 weeks of age, as previously reported (260), although very few plaques were 

visible – mostly in the cortex – at this age. At 24 weeks, both areas of interest 

presented amyloid deposition, however this appeared more severe in the PFC than 

within the hippocampus. Based on this visual assessment, it was decided to focus 

histological analyses for this thesis on 16-week-old mice (highlighted in red in Figure 

5.1), as discussed in section 5.3. 
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Figure 5.1 Representative images of Thioflavin-S (Th-S) staining for Amyloid β (Aβ) 
plaques in Abi3-WT and App-KI mice brain sections.  

8 Abi3-WT App-WT mice (2 animals of each sex at 8 and 24 weeks of age) and 30 Abi3-WT 

App-KI mice (3 animals per each sex at 8, 12, 16, 20 and 24 weeks of age) were stained 

with Th-S (green) and imaged using an EVOS™ FL Auto 2 Imaging System with a 20x 

objective. One section per mouse for each selected region – hippocampus (top row of each 

pair) and PFC (bottom row of each pair) – was used in this experiment. Th-S was (green) 

used to visualise plaque burden in the brain. Based on this visual evaluation, the 16-weeks 

time-point (marked in red) was chosen to conduct further analyses. Tissue from 8- and 24-

week-old animals was also collected for experiments outside the scope of this thesis.  

Following these observations, males and females mice of all four genotypes 

(Abi3-WT, Abi3-KO, App-KI, App-KI Abi3-KO) were appropriately cohoused since 

weaning and aged to 16 weeks. Tissue was then collected and processed as 

described in section 2.6 in order to evaluate microglial distribution and morphology 

in the PFC and the hippocampus.  

Figure 5.2A shows representative images of both the PFC (top row) and the 

hippocampus (bottom row) of each strain stained with an anti-Iba1 antibody to 

visualise microglia. Consistently with the observations described in the previous 

chapter, the absence of Abi3 appeared to overall significantly impact microglia 

density in both areas of interest (p<0.0001 for both PFC and hippocampus; Figure 

5.2B and C respectively). Similarly, animals crossed with the AD model showed a 

significant increase in cell number compared to healthy mice (p<0.0001in the PFC 

and p=0.0478 in the hippocampus for the “presence of mutant App” effect; Figure 

5.2B and C). No significant two- or three-way interactions were identified by the 

Three-way ANOVA and, as in the case of young mice, sex did not appear to impact 

microglia density (Figure 5.2B and C).  

The microgliosis presented by Abi3-deficient mice was associated to a significant 

reduction in the distance between neighbouring cells in both the PFC and the 

hippocampus (p=0.0002 and p<0.0001 respectively for the simple main effect 

“absence of Abi3”; Figure 5.2D and E respectively). A significant impact was also 

identified by the Three-way ANOVA for the presence of mutant App (p<0.0001in the 

PFC, p=0.0052 in the hippocampus; Figure 5.2D and E). As before, the ANOVA did 

not identify significant interactions on main effect of sex on the NND (Figure 5.2D 

and E).  



191 

Finally, when assessing the percentage of tissue covered by Iba1+ microglia, the 

Three-way ANOVA identified a significant contribution of Abi3 ablation to the 

phenotype (p<0.0001for both the PFC and the hippocampus; Figure 5.2F and G). 

The impact of the presence of mutant App did not appear significant in either region 

(Figure 5.2F and G), while sex significantly altered Iba1 immunoreactivity in the PFC 

(p=0.0273; Figure 5.2F) but not in the hippocampus. However, a significant two-way 

interaction between sex and the absence of Abi3 was identified in both regions 

(p=0.0016 in the PFC, p=0.0018 in the hippocampus; Figure 5.2F and G 

respectively), as well as an interaction between sex and mutant App in the 

hippocampus alone (p=0.0400; Figure 5.2G). Coherently, the subsequent Šidák’s 

multiple comparisons test highlighted a significant difference between Abi3-WT and 

-KO mice (p<0.0001; Figure 5.2 F) as well as between App-KI and App-KI Abi3-KO

(p<0.0001; Figure 5.2 F) in the PFC of male animals only. Similarly, in the

hippocampus, only males animals showed a significant decrease in Iba1

immunoreactivity following Abi3 deletion compared to their respective Abi3-sufficient

controls (p=0.0001 for Abi3-WT and -KO mice, p<0.0001 for App-KI and double-

transgenic animals; Figure 5.2G). However, in this case, a difference was also noted

between Abi3-KO mice of both sexes, with females presenting a significantly higher

percentage of tissue covered in microglia (p=0.0094; Figure 5.2G).
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Figure 5.2, part I. Representative images of a microglial immunostaining in 16-week-old Abi3-WT, Abi3-KO, App-KI and App-KI Abi3-KO mice. 

A) Representative images of the Iba1 (red) staining performed on the PFC and the hippocampus of males and females animals of all four strains under

evaluation in this manuscript. Mice were co-housed from weaning to avoid artefactual microglial activation due to the exposure to different microbiomes.

The lack of Abi3 caused a drastic reduction in microglial processes both in healthy mice and in the presence of mutated App. A small increase in cell

density was visible in Abi3-KO and App-KI Abi3-KO animals compared to Abi3-WT and App-KI mice respectively, as well as in both the mutant App strains

compared to the healthy controls. Moreover, mice crossed to the AD model showed multiple clusters of microglia (more frequent in the PFC), presumably

around Aβ deposits.
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Figure 5.2, part II. Quantification of Iba1 immunostaining in 16-week-old Abi3-WT, 
Abi3-KO, App-KI and App-KI Abi3-KO mice.  

Each datapoint on the graphs represents the average value from one sample. Abi3-WT mice 

are represented by light blue dots, Abi3-KO mice by oranges one, while the grey dots 

indicate App-KI animals and, finally, the red dots App-KI Abi3-KO mice. The black horizontal 

lines represent the mean of each experimental group, while the vertical ones indicate the 

Standard Error. The p-values resulting from the Three-way ANOVA are reported on each 

graph. The p-values of any significant pairwise comparison generated through the Šidák’s 

multiple comparisons test are reported on the graphs by means of asterisks for any 

significant two- or three-way interaction identified. B) and C) Quantification of microglia 
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number in the PFC (B) and Hippocampus (C). D) and E) Evaluation of the NND in the PFC 

and Hippocampus (in the PFC and hippocampus respectively). F) and G) Quantification of 

the surface covered by Iba1+ pixels in the PFC (F) and Hippocampus (G). Data were 

analysed via Three-Way ANOVA followed by Šidák’s Multiple Comparisons Test. For males 

and females respectively: n=6 Abi3-WT, n=5 and 6 for Abi3-KO, n=6 and 7 for App-KI and 

App-KI Abi3-KO. **p≤0.01, ***p≤0.001, ****p≤0.0001.  

 

Given that Abi3 impact on microglial morphology and distribution was confirmed in 

16-week-old mice regardless of their AD status, these same samples were stained 

with an anti-GFAP antibody (as per Methods section 2.6.4.2) to evaluate whether 

the observation of astrogliosis in healthy young mice, discussed in the previous 

chapter, was reflected in adult animals as well. Representative images are shown in 

Figure 5.3A. 

The quantification of GFAP+ cells through Fiji highlighted an increase in cell density 

(Figure 5.3B). Indeed, the Three-way ANOVA detected a significant increase in 

astrogliosis due to either the deletion of Abi3 (p=0.0162; Figure 5.3B) or the 

presence of mutated App (p=0.0433; Figure 5.3B). The statistical analysis also 

highlighted a significant two-way interaction between App and Abi3 (p=0.0045; 

Figure 5.3B) and a significant three-way interaction (p=0.0182; Figure 5.3B). 

Accordingly, the subsequent post-hoc showed that female Abi3-WT mice had a 

markedly lower number of astrocytes compared to both Abi3-KO (p=0.0001; 

Figure 5.3B) and App-KI (p=0.0071; Figure 5.3B) females, while no significant 

pairwise comparison was identified in males.  

Interestingly, the increased astrogliosis presented by Abi3-KO females was not 

reflected by a similar increase in GFAP immunoreactivity (p=0.9996; Figure 5.3C), 

similar to what had been observed in section 4.2.4 on young animals. Indeed, the 

absence of Abi3 only seemed to impact GFAP immunoreactivity in case of 

interaction with sex (p=0.0471; Figure 5.3C). Instead, the impact of the presence of 

mutated App resulted significant following the Three-way ANOVA (p<0.0001; Figure 

5.3C).  
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Figure 5.3 Representative images of GFAP+ astrocytes, and relative quantification, in 
the hippocampus of 16-week-old mice.  

The average value for each animal is represented by an individual dot. The blue dots 

indicate Abi3-WT mice, the orange ones Abi3-KO animals, the grey dots App-KI mice and 

the red App-KI Abi3-KO mice. The black horizontal lines represent the mean of each 

experimental group ± S.E.M. The p-values resulting from the Three-way ANOVA are 

reported on each graph. The p-values of any significant pairwise comparison generated 

through the Šidák’s multiple comparisons test are reported on the graphs by means of 

asterisks for any significant two- or three-way interaction identified. Note the scale has been 

truncated for clear visualization in B. A) Hippocampal sections of 16-week-old Abi3-WT 

and -KO mice, as well as of Abi3-deficient animals crossed with the App-KI line – were 

stained with an anti-GFAP (green) antibody to visualize astrocytes. Abi3-KO mice presented 

a similar phenotype to the one observed in young mice, with visibly more cells and areas of 

particularly high astrocytic density. An increase in cell number was also visible in both 

App-KI and App-KI Abi3-KO samples, with some visible clusters of reactive astrocytes. No 
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obvious difference was visible between Abi3-deficient mice with and without AD background. 

Notably, Abi3-WT mice presented a slightly less organise distribution across the 

hippocampus, as well as few cells resembling reactive astrocytes. B) Quantification of 

GFAP+ cell density and C) graphical representation of the area covered by GFAP+ pixels. 

Data were analysed via Three-Way ANOVA followed by Šidák’s Multiple Comparisons Test. 

For males and females respectively: n=5 Abi3-WT, n=5 and 6 Abi3-KO, n=6 App-KI, and n=6 

and 7 App-KI Abi3-KO. *p≤0.05, **p≤0.01. 

 

 

5.2.2. Amyloid burden and peri-plaque microgliosis 
assessment on adult Abi3-KO App-KI mice 

 

The phenotype described in the adult Abi3-deficient mice crossed with the App-KI 

model encouraged further investigation of the impact of the observed changed in 

microglia on β-amyloid deposition. To achieve this, additional brain sections from 

the same mice assessed in the previous section were stained with a 6E10 antibody, 

specific for residues 1-16 of Aβ (350). Each entire PFC or hippocampal region was 

then imaged and analysed as described in section 2.6.4.5. Due to the complete lack 

of plaques observed in Abi3-WT and –KO mice, only App-KI and App-KI Abi3-KO 

sections were examined. Figure 5.4A shows representative images of PFC sections 

from App-KI and App-KI Abi3-KO mice.  

For each sample, three parameters were evaluated: number of plaques per mm2, 

average plaque area and percentage of tissue covered by plaques. Following 

statistical evaluation, no significant difference was observed between Abi3-deficient 

mice and the controls (“genotype” main effect: p=0.0910 for number of 

plaques/mm2, Figure 5.4B; p=0.8169 for average plaque area, Figure 5.4C; 

p=0.1635 for percentage of area covered by plaques, Figure 5.4D). Sex did not 

affect amyloid deposition either, and no significant interaction was identified (Figure 

5.4B-D). 

 

 



197 
 

 

Figure 5.4 Representative images of Aβ plaques stained with a 6E10 antibody and 
relative quantification in the PFC of 16-week-old App-KI and App-KI Abi3-KO mice.  

Each datapoint on the graphs represents the value obtained through Fiji analysis for each 

section (B and D) or the average value for all the analysed plaques in each section (C). The 

grey dots indicate App-KI animals and the red dots represent App-KI Abi3-KO mice. The 

black horizontal lines represent the mean of each experimental group, while the vertical ones 

indicate the S.E.M. The results of the Two-way ANOVA are reported on each graph. A) 
Representative images of the 6E10 staining (red) performed on the PFC of male and female 

animals. An elevated number of Aβ deposits was visible in mice of both sexes in the 

presence of mutated App. Abi3 ablation did not seem to influence plaque burden. B) 
Quantification of plaque density, C) average plaque area and D) percentage of cortical 

surface covered by plaques. Data analysed via Two-Way ANOVA. For males and females 

respectively: n=6 and 7 for App-KI, and n=3 and 7 App-KI Abi3-KO. 
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The same analysis was then performed on hippocampal sections. Figure 5.5A 

shows representative images of the hippocampus of App-KI and double-transgenic 

mice, stained with the same 6E10 antibody. As shown in Figure 5.5B-D, the 

“genotype” effect resulted significant for all the parameters evaluated (p=0.0005 for 

number of plaques/mm2, Figure 5.5B; p=0.0053 for average plaque area, Figure 

5.5C; p=0.0009 for percentage of area covered by plaques, Figure 5.5D). The 

impact of sex, as well as that of the interaction between sex and genotype, was not 

significant in all cases (Figure 5.5B-D).  
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Figure 5.5 Representative images and relative quantification of the 6E10 staining 
performed on hippocampal sections of adult Abi3-deficient mice and App-KI controls. 

Each dot in the graphs represents the value obtained through Fiji analysis for each section 

(B and D) or the average value for all the analysed plaques in each section (C). App-KI mice 

are represented by grey dots, while red dots indicate App-KI Abi3-KO mice. The black 

horizontal lines represent the mean of each experimental group ± S.E.M. The results of the 

Two-way ANOVA are reported on each graph. A) Visual assessment of the 6E10 staining 

(red) identified a marked reduction in amyloid plaques in App-KI Abi3-KO mice compared to 

their App-KI controls. No visible difference between sexes was described. B) Evaluation of 

the number of plaques/mm2. C) Quantification of the average plaque area. D) Graphical 

representation of the resulting percentage of tissue covered by plaques. Data analysed via 

Two-Way ANOVA. For males and females respectively: n=6 and 7 for App-KI, and n=5 and 7 

App-KI Abi3-KO. 

Taken together, these findings warranted further investigation of the mechanisms 

behind Abi3 impact on AD. The reduced surveillance activity shown by Abi3-KO 

microglia, discussed in section 4.2.3, had led to the hypothesis of a reduced 

recognition of – and consequent migration towards – Aβ plaques. In light of the 

reduction in amyloid burden in the absence of Abi3, a more in-depth analysis of 

peri-plaques microgliosis was performed as described in Methods section 2.6.4.6. 

Due to the low number of plaques visible in the hippocampus, PFC sections were 

employed for this analysis. 

Figure 5.6 shows representative images of the 6E10 and Iba1 staining of a single 

plaque (Figure 5.6A) and the following 3D rendering and automated quantification 

(Figure 5.6B). Figure 5.6C-D details the peri-plaque microglial count for each 

individual plaque within 15 μm (Figure 5.6C) or 30 μm (Figure 5.6D) from the 

plaque. Due to the high variability in plaque size, cell counts were grouped based on 

the plaque volume (<20,000 μm3
, 20,000-30,000 μm3

, >30,000 μm3
).  

Despite the previously described elevated microgliosis in App-KI Abi3-KO mice, 

particularly evident in the PFC of double-transgenic females compared to 

sex-matched App-KI mice (Figure 5.2), no significant difference emerged from the 

analysis of individual plaques (Figure 5.6C-D).  
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Figure 5.6, part I. Representative images of individual plaques analysis. 

A) Representative images of 6E10 (green), Iba1 (red) and DAPI (blue) staining of individual

plaques in App-KI (top row) and Abi3-KI Abi3-KO mice (bottom row). Peri-plaque

microgliosis was visible even in the absence of Abi3, although it was apparently not

accompanied by the same extent of morphological changed associated with amyloid

recognition (namely, soma enlargement and parallel swelling of ramifications) presented by

App-KI cells, although further analyses will be required to validate this observation. B) Imaris

“Surface” creation module allowed the 3D rendering of individual plaques (first column),

while the “Spots” module was employed to automatically count microglia (second column).

The number of cells within pre-selected distances from each plaque (specifically, 15 and

30 μm) was then automatically quantified and the spots included in the radius of interest

were highlighted in pink (third and fourth columns).
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Figure 5.6, part II. Quantification of peri-plaque microgliosis.  

Each dot in the graphs represents the peri-plaque microglia count for one single Aβ plaque. 

App-KI mice are represented by dark or light blue dots (for males and females respectively), 

while red and orange dots indicate male and female App-KI Abi3-KO mice. The black 

horizontal lines represent the mean of each experimental group ± S.E.M. Plaques are 

divided according to their volume in three groups: small plaques with a volume of less than 

20,000 μm3, medium plaques (20,000 to 30,000 μm3) and large plaques, bigger than 30,000 

μm3. C) Quantification of the number of microglia comprised with a radius of 15μm or D) 
30μm from each plaque. Data were analysed via linear mixed model analysis. n=47 plaques 

for App-KI males, n=76 for App-KI females, n= 61 for App-KI Abi3-KO males and n=67 for 

App-KI Abi3-KO females. 

 

 

5.2.3. Evaluation of Abi3 impact on adult mice behaviour 

The presence of variable amyloid burden in different brain regions of App-KI 

Abi3-KO mice compared to App-KI animals led to speculations about the impact of 

such phenotype on mice behaviour. As discussed in section 1.2.4, memory deficits 

in the App-KI strain have been described starting at 9 months of age (417), while 

locomotor and anxiety changes have been shown to appear as early as 6 months of 

age (261,417). 

Mice of both sexes, with and without amyloid pathology, were therefore aged to 

40 weeks and challenged with a sequence of well-accepted behavioural paradigms 

including Elevated Plus Maze (EPM) to measure anxiety, Open Field (OF) task to 

assess locomotor activity as well as anxiety-like behaviours, and Novel Object 

Recognition (NOR) to evaluate recognition memory. For more details regarding 
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these paradigms and the protocol employed in this thesis please see Methods 

section 2.8. 

Mice were first challenged with the EPM paradigm in order to avoid any bias in 

anxiety measurements due to repeated testing. Figure 5.7 shows representative 

heatmaps images generated by EthoVision software based on 10-minute-long 

recordings.   

Figure 5.7 Representative images of the heatmaps automatically generated by 
EthoVision for every individual mouse.  

Mice movements were tracked for 10 minutes and heatmaps were computed based on the 

time spent in each location along the track. Mice of either sex bearing AD-related mutations 

spent noticeably more time in the open arms (indicated by green arrows in the top left map) 

compared to healthy animals, indicating reduced anxiety levels. It was also possible to notice 

an increased anxiolytic behaviour in Abi3-KO mice compared to Abi3-WT controls in the 

same sex group – although this was particularly evident in females – while no obvious 

difference was identifiable at this time between App-KI and double-transgenic mice. 

Automatic tracking of mice movement across the arena through EthoVision allowed 

quantification of latency to the first entrance in the open arms (Figure 5.8A), total 

number (Figure 5.8B) and percentage (Figure 5.8C) of entries in the open arms and 

total time spent in the open arms (Figure 5.8D).  

For the latency to the first entry, the Three-way ANOVA identified a single significant 

main effect (“presence of mutant App”, p=0.0215; Figure 5.8A) and a single two-way 

interaction between App and Abi3 (p=0.0279; Figure 5.8A). Indeed, healthy Abi3-KO 
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males appeared more prone to enter the open arms after a short latency phase 

compared to sex-matched App-KI, while the opposite was true for App-KI and 

double-transgenic males; a less marked difference was visible in the female group. 

The subsequent post-hoc identified a significant reduction in latency only in App-KI 

males compared to sex-matched Abi3-WT controls (p=0.0242; Figure 5.8A). No 

significant pairwise comparison was observed in the females or between Abi3-KO 

mice with and without AD-like pathology. 

The total number of entries in the open arms showed a significant impact of sex 

(p=0.0089; Figure 5.8B) and App (p=0.0015; Figure 5.8B), but no significant two- or 

three-way interactions. Coherently with the visual observation of the heatmaps, 

App-KI lines, as well as females, appeared to entry more often in the open arms 

(Figure 5.8B).  

When the entries in the open arms were expressed as a percentage of total entries 

in any type of arm (to take into consideration potential differences in locomotor 

activity) sex did not appear to have a significant impact on this parameter 

(p=0.1137). Instead, the presence of mutant App still caused a significant increase 

in the open arms preference (p=0.0001; Figure 5.8C). 

Finally, the presence of mutant App was found to be the only statistically significant 

main effect to impact the total time spent in open arms (p<0.0001; Figure 5.8D), 

while no impact of Abi3 or sex (or any two- or three-way interaction) was noted.  
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Figure 5.8 Graphical representation of selected parameters to assess anxiety-like 
behaviours during the EPM task.  

Each dot represents one individual animal. Abi3-WT and -KO mice are indicated by light blue 

and orange dots respectively, while App-KI mice are represented by grey dots and double-

transgenic animals by red ones. The black horizontal lines represent the mean of each 

experimental group ± S.E.M. The p-values resulting from the Three-way ANOVA are 

reported on each graph. The p-values of any significant pairwise comparison generated 

through the Šidák’s multiple comparisons test are reported on the graphs by means of 

asterisks for any significant two- or three-way interaction identified. A) Graphical 

representation of the time interval occurred before the first entry in the open arms. B) 
Quantification of the total number of entries in the open arms and C) the total number of 

entries in the open arms normalised by the total number of crossings into any kind of arm. D) 
Evaluation of the total time spent in the open arms. Data were analysed via Three-Way 

ANOVA followed by Šidák’s multiple comparisons test. For males and females respectively: 

n=25 for Abi3-WT, n=20 and 18 for Abi3-KO, n=21 and 23 for App-KI, n=20 and 21 for App-

KI Abi3-KO. *p≤0.05, **p≤0.01, ***p≤0.001. 

 

During the testing sessions, an increased locomotor activity was noted in the App-KI 

line, particularly in females, while in the EPM arena. For this reason, mice 

movements were further assessed to validate this observation. EthoVision provided 

quantification of time spent in movement (Figure 5.9A-B), as well as the distance 



206 
 

travelled (Figure 5.9C-D) and mean velocity (Figure 5.9E-F), in either the open or 

closed arms.  

The presence of mutant App significantly impacted the percentage of time spent in 

movement in the open arms (p=0.0001; Figure 5.9A), with App-KI and double-

transgenic mice spending less time moving while in this area. No significant main 

effect or two-way interaction was noted when considering the percentage of 

movement in the closed arms instead (Figure 5.9B), although a significant three-way 

interaction between sex, App and Abi3 was reported (p=0.0078; Figure 5.9B). 

However, no significant pairwise comparison was identified by the Šidák’s multiple 

comparison test. 

The initial observation of reduced movement in the open arms in the App-KI strains 

apparently clashed with the visual observations reported during the task. This was 

clarified when considering the distance travelled by App-KI mice and their mean 

velocity. In the open arms, the presence of mutant App caused a significant increase 

in both parameters (p<0.0001 for both; Figure 5.9C and E). A significant two-way 

interaction between App and Abi3 was also noted in both cases (p=0.0135 for 

distance travelled, p=0.0009 for mean velocity; Figure 5.9C and E). The subsequent 

post-hoc test identified a significant increase in distance travelled in App-KI mice of 

both sexes compared to their respective Abi3-WT controls (p<0.0001 for both; 

Figure 5.9C). Similarly, App-KI mice resulted significantly faster than their sex-

matched controls (p=0.0153 for males, p<0.0001 for females; Figure 5.9E). This was 

not the case for Abi3-KO and double-transgenic mice, with no significant difference 

due to the presence of amyloid pathology was reported (Figure 5.9C and E).  

The presence of mutant App also affected both distance and velocity in the closed 

arms (p=0.0164 and p=0.0267 respectively; Figure 5.9D and F). A significant 

interaction between sex and App was identified for the distance travelled (p=0.0484; 

5.9D). Sex also appeared to significantly impact the mean velocity (p=0.0012; 5.9F). 

Interestingly, a three-way interaction between sex, App and Abi3 was also 

highlighted in both cases (p=0.0193 and p=0.0071 for distance and velocity 

respectively; 5.9D and F). The following post-hoc test showed that in the male 

group, App-KI Abi3-KO animals travelled significantly less in the closed arms than 

Abi3-KO mice (p=0.0228; Figure 5.9D), while no significant pairwise comparison 

was observed in the female group. The mean velocity resulted instead significantly 

different between double-transgenic mice of the two sexes (p=0.0142; Figure 5.9F), 

with females moving significantly faster than males. No parallel alteration was 

observed in the App-KI or non-AD lines. 
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Figure 5.9 Quantification of locomotor activity in the EPM arena. 

Each dot represents the percentage of time spent moving, the total distance travelled or the 

mean velocity value relative to a single mouse. Light blue dots represent Abi3-WT mice, 

orange dots Abi3-KO animals, grey dots App-KI mice and red dots App-KI Abi3-KO mice. 

The black horizontal lines represent the mean of each experimental group ± S.E.M. The 

p-values resulting from the Three-way ANOVA are reported on each graph. The p-values of

any significant pairwise comparison generated through the Šidák’s multiple comparisons test

are reported on the graphs by means of asterisks for any significant two- or three-way

interaction identified. A) and B) Graphical representation of the percentage of time spent in

movement in either the open (A) or closed arms (B). C) and D) Evaluation of the distance

travelled (expressed in cm) in the open (C) or closed (D) arms of the maze. E) and F)
Quantification of the mean velocity of the animals while moving in the open arms (E) or in the
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closed ones (F). Data were analysed via Three-Way ANOVA followed by Šidák’s multiple 

comparisons test. For males and females respectively: n=25 for Abi3-WT, n=20 and 18 for 

Abi3-KO, n=21 and 23 for App-KI, n=20 and 21 for App-KI Abi3-KO. *p≤0.05, ****p≤0.0001. 

 

Overall, these observations confirmed previous reports of anxiolytic behaviour in the 

App-KI strain (380,381) and suggested potential alterations in the locomotor activity 

of Abi3-deficient animals. To further assess the impact of Abi3 on AD-dependant 

behavioural changes, mice were tested with in the OF arena. Figure 5.10 shows 

representative heatmaps from 10-minute-long recordings for animals of all groups.  

 

 

Figure 5.10 Representative heatmaps from the OF task.  

Animals were left free to explore and empty arena for 10 min and their movements were then 

tracked with EthoVision, that generated heatmaps for each animal based on their respective 

movements track and time spent in each position. A first obvious difference was observed 

between male and female Abi3-WT or -KO mice, with females exploring the arena 

remarkably more than males of the same strain. A similar observation was reported in App-

KI Abi3-KO mice, while no evident sex-dependant alteration appeared in the App-KI line. A 

second source of difference, particularly evident in healthy males, was the absence of Abi3, 

which appeared to cause an increase in arena exploration. Finally, male App-KI appeared 

more prone the explore the OF arena than healthy controls, while the opposite appeared to 

be true in the case of females. 

 

The analysis was firstly focused on anxiolytic-like behaviours, which were assessed 

by evaluating mice exploration of the centre of the arena. As in the case of the EPM 
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task, EthoVision provided quantification of latency to the first entry in the centre 

(Figure 5.11A), as well as the number of entries in the centre (Figure 5.11B) and the 

total time spent there (Figure 5.11C).  

The statistical evaluation of the latency to the first entry highlighted only one 

significant simple main effect, namely the absence of Abi3 (p=0.0307; Figure 

5.11A), which caused an overall decrease in the latency. No significant two- or 

three-way interactions were identified (Table 5.6).  

Coherently with the visual observation of the heatmaps, the Three-way ANOVA 

identified a significant impact of sex on the total number of entries in the centre 

(p<0.0001; Figure 5.11B) as well as an effect of mutant App (p=0.0031; Figure 

5.11B) and a significant interaction between sex and App (p=0.0010; Figure 5.11B). 

Indeed, female Abi3-WT and -KO entered the centre significantly more times than 

males of the respective strain (p<0.0001 for Abi3-WT, p=0.0002 for Abi3-KO; Figure 

5.11B). Moreover, Abi3-KO females also showed an increased preference for the 

centre compared to sex-matched double-transgenic mice (p=0.0024, Figure 5.11B). 

No evident difference was visible among genotypes in the male group or between 

male and females mice of the App strains. 

Finally, consistently with the previous observations, the Three-way ANOVA 

identified a significant impact of sex (p=0.0002; Figure 5.11C) and absence of Abi3 

(p=0.0123; Figure 5.11C) as well as a significant interaction between sex and App 

(p=0.0003; Figure 5.11C) on the total time spent in the centre. Indeed, healthy 

female Abi3-WT and -KO mice spent more time in the centre compared to males of 

the same strain (p<0.0001 for Abi3-WT, p=0.0323 for Abi3-KO mice; Figure 5.11C) 

while no parallel difference was observed in the case of mice bearing mutant App. 
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Figure 5.11 Quantification of anxiety-like behaviour in the OF arena.  

Each dot represents a single mouse. Abi3-WT and -KO mice are indicated by light blue and 

orange dots respectively, while App-KI mice are represented by grey dots and double-

transgenic animals by red ones. The black horizontal lines represent the mean of each 

experimental group ± S.E.M. The p-values resulting from the Three-way ANOVA are 

reported on each graph. The p-values of any significant pairwise comparison generated 

through the Šidák’s multiple comparisons test are reported on the graphs by means of 

asterisks for any significant two- or three-way interaction identified.  A) Graphical 

representation of the latency to the first entrance of each mouse in the centre of the arena. 

B) Evaluation of the number of entries in the centre. C) Quantification of the total time spent 

in the centre of the arena (expressed in seconds). Data were analysed via Three-Way 

ANOVA followed by Šidák’s multiple comparisons test. A single App-KI male was excluded 

from the analysis due to a technical issue with the camera. For males and females 

respectively: n=25 for Abi3-WT, n=20 and 18 for Abi3-KO, n=20 and 23 for App-KI, n=20 and 

21 for App-KI Abi3-KO. *p≤0.05, **p≤0.01, ***p≤0.001, ****p≤0.0001. 

 

The subsequent examination of locomotor activity through a Three-way ANOVA 

confirmed once again a significant overall impact of sex (p<0.0001; Figure 5.12A) on 

the percentage of time spent in movement across the whole arena.  
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Similar to what was observed during the EPM task, sex appeared to markedly 

influence the mean velocity of the mice (p<0.0001; Figure 5.12B), with females 

moving generally faster than males. The presence of mutant App also impacted 

mice velocity (p=0.0408; Figure 5.12B). A two-way interaction between sex and App 

was also identified (p=0.0103; Figure 5.12B), with females mice bearing the App 

mutation moving overall more slowly than healthy mice, while no obvious difference 

was visible in the male group. The following post-hoc test identified no significant 

pairwise comparisons (Figure 5.12B). 

In agreement with these findings, female mice travelled significantly more across the 

arena than males (p<0.0001 for the “sex” main effect; Figure 5.12C). A single 

significant two-way interaction between sex and App was identified as well 

(p=0.0229; Figure 5.12C), with healthy female mice moving for longer distances 

than the AD counterparts. Šidák’s test no significant pairwise comparisons. 

 

 

Figure 5.12 Graphical representation of locomotor activity quantified in the OF arena.  

Each datapoint on the graphs represents one animal. Abi3-WT mice are indicated by light 

blue dots, Abi3-KO mice by oranges ones, while the grey dots indicate App-KI animals and, 

finally, the red dots App-KI Abi3-KO mice. The black horizontal lines represent the mean of 

each experimental group, while the vertical ones indicate the Standard Error. The p-values 
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resulting from the Three-way ANOVA are reported on each graph. The p-values of any 

significant pairwise comparison generated through the Šidák’s multiple comparisons test are 

reported on the graphs by means of asterisks for any significant two- or three-way interaction 

identified.  A) Quantification of the percentage of time spent moving during the OF task. B) 
Evaluation of mice velocity (in cm/s). C) Graphical representation of the total distance 

travelled by mice during the task, expressed in cm. Data were analysed via Three-Way 

ANOVA followed by Šidák’s multiple comparisons test. A single App-KI male was excluded 

from the analysis due to a technical issue with the camera. For males and females 

respectively: n=25 for Abi3-WT, n=20 and 18 for Abi3-KO, n=20 and 23 for App-KI, n=20 and 

21 for App-KI Abi3-KO. *p≤0.05, **p≤0.01, ****p≤0.0001. 

 
 

The results of the EPM and OF tasks hinted to a potential impact of Abi3 ablation on 

anxiety-like behaviour and locomotor activity regardless of the presence of AD-like 

pathology. In order to investigate any repercussion on the cognitive domain, mice 

were tested twice to assess recognition memory through the NOR paradigm as 

described in section 2.8.3. 

The total exploration time was initially assessed on the full dataset, without 

exclusion of animals due to low exploration. The following Three-way ANOVA 

reported a significant increase in total exploration time in the presence of mutant 

App for both datasets (p=0.0071 for the first repeat and p=0.0035 for the second, 

data not shown). However, after removing animals based on the pre-determined 

exclusion criteria, the difference became less noticeable. Indeed, the increase in 

total exploration time in animals bearing App mutation did not result significant for 

the first NOR repeat (p=0.0728; Figure 5.13A). In the case of the second repeat, 

instead, the presence of mutant App still caused a significant overall increase in 

exploration (p=0.0459; Figure 5.13B). This was coherent with the extremely different 

number of animals for each strain that did not meet the minimum inclusion criteria: 

for instance, only 5 App-KI and 5 App-KI Abi3-KO mice had to be excluded from the 

first NOR dataset, compared to 11 Abi3-WT and 11 Abi3-KO animals. 

The discrimination index for each of the repeats of the NOR task was then evaluated 

by a Three-way ANOVA. In the first repeat, a significant reduction in the average 

discrimination index value was observed in animals crossed with the AD model 

(p=0.0020; Figure 5.13C). No additional significant main effect or two- or three-way 

interaction was identified.  

During the second repeat of the assay, App-KI samples presented once again a 

lower discrimination index. However, in this case no significant main effect due to 
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the presence of mutant App was identified (p=0.6637; Figure 5.13D). Instead, a 

significant two-way interaction between App and Abi3 was detected (p=0.0260; 

Figure 5.13D) and indeed, Abi3-KO mice appeared to recognize the novel object as 

much (in the case of males) or even less (for females) than mice bearing mutant 

App. Female Abi3-KO mice presented a particularly low discrimination index (0.05 ± 

0.28, mean ± SD; Figure 5.13D), despite no significant pairwise comparisons being 

identified by the subsequent Šidák’s multiple comparisons test.  

Unfortunately, an explanation for this last observation was offered by the analysis of 

the discrimination index where the use of object A or B as novelty was used as a 

grouping factor instead of sex. No significant impact of the object was identified 

during the first repeat of the assay (p=0.9298; Figure 5.13E). However, during the 

second repeat a clear preference for object B was noticeable in every strain, and it 

was then confirmed through a Three-way ANOVA test (“object” main effect: 

p=0.0003; Figure 5.13F). When analysing this more in detail, Abi3-KO females 

showed the lowest discrimination index for object A (-0.06 ± 0.18, mean ± SD), 

which accounted for the results presented in Figure 5.13D. For further discussion 

please see section 5.3. 
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Figure 5.13 Graphical representation of the NOR task results.  

Light blue dots represent Abi3-WT animals, while Abi3-KO mice are indicted by oranges 

dots, App-KI by grey dots and App-KI Abi3-KO by red dots. Each datapoint on the graphs 

represents one animal; the mean of each experimental group is indicated by a black 

horizontal line, ±S.E.M. The p-values resulting from the Three-way ANOVA are reported on 

each graph. The p-values of any significant pairwise comparison generated through the 

Šidák’s multiple comparisons test are reported on the graphs by means of asterisks for any 

significant two- or three-way interaction identified.  A) and B) Quantification of the total time 

spent exploring either of the objects (in seconds) for either the first (A) or second (B) set of 

objects. C) and D) Evaluation of the discrimination index for the first (C) or second (D) set of 

objects. E) and F) Assessment of the discrimination index for object A or B for each 

genotype regardless of the sex. A total of 11 Abi3-WT (7 males, 4 females), 11 Abi3-KO (5 

males, 6 females), 5 App-KI (1 male, 4 females) and 5 App-KI Abi3-KO (2 males, 3 females) 

animals were excluded from the analysis due to not reaching the minimum threshold (20 s) 

for total object exploration during the first NOR task. Similarly, a total of 10 Abi3-WT (7 

males, 3 females), 4 Abi3-KO (1 males, 3 females), 3 App-KI (1 male, 2 females) and 3 App-



215 
 

KI Abi3-KO (all males) animals were excluded for the second NOR task. Data were analysed 

via Three-Way ANOVA followed by Šidák’s multiple comparisons test. For the first repetition 

of the NOR (A and B), for males and females respectively: n=15 and 20 for Abi3-WT, n=15 

and 10 for Abi3-KO, n=18 and 17 for App-KI and App-KI Abi3-KO. For the second repetition 

(C and D), for males and females respectively: n=15 and 20 for Abi3-WT, n=15 and 9 for 

Abi3-KO, n=19 and 20 for App-KI, n=15 and 20 for App-KI Abi3-KO. *p≤0.05. 

 

Anxiety-like behaviours, as well as locomotor activity and memory impairment have 

been fairly extensively evaluated in App-KI mice (417,418,420). Less is known, 

instead, about depression-like behaviour in this strain. For this reason, stress- and 

depression-induced anhedonia was assessed in blinded conditions in 54-week-old 

mice by means of a sucrose preference test carried on for 24 hours as described in 

section 2.8.4.  

Neither sex or loss of Abi3 appeared to significantly impact the innate preference for 

sucrose according to the results of the Three-way ANOVA (p=0.6129 and p=0.1829 

respectively; Table 5.9). The presence of mutant App, instead, appeared to cause a 

significant increase in sucrose consumption in both sexes (p=0.0042; Figure 5.14 

and Table 5.9). A two-way interaction between App and Abi3 was also noted 

(p=0.0370; Figure 5.14 and Table 5.9), with double-transgenic of both sexes mice 

showing a markedly reduced preference for the sweetened solution compared to 

App-KI mice. However, when these observations were further investigated with a 

Šidák’s multiple comparisons test, no significant pair-wise comparison was 

identified.  

 

 
 

Figure 5.14 Graphical representation of the percentage of sucrose preference after 
24 hours.  
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Abi3-WT mice are represented by light blue dots, Abi3-KO mice by oranges one, while the 

grey dots indicate App-KI animals and, finally, the red dots represent App-KI Abi3-KO mice. 

Each datapoint on the graphs represents one animal; the mean of each experimental group 

is indicated by a black horizontal line, ±S.E.M. The p-values resulting from the Three-way 

ANOVA are reported on each graph. Data were analysed via Three-Way ANOVA followed 

by Šidák’s multiple comparisons test. A single Abi-KO female was excluded from the 

analysis due to a leakage in the cage overnight. For males and females respectively: n=17 

and 22 for Abi3-WT, n=16 and 19 for Abi3-KO, n=13 and 22 for App-KI, n=12 and 19 for 

App-KI Abi3-KO.  

 

Another spontaneous behaviour of small rodents typically affected by AD is their 

ability to build appropriately-shaped nests (421). For this reason, at the very end of 

the behavioural experiments, single-caged mice were provided fresh nesting 

material and left free to interact with it for approximately 20 hours prior to scoring 

(for more details, please see section 2.8.5 of the Methods). Figure 5.15 show a 

schematic representation of the scoring system and parallel images of actual nests. 
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Figure 5.15 Schematic description and representative images of nest scoring assessment. 

A) In case of no manipulation of nesting material, a 0 score was assigned, while barely manipulated material was assigned a 1. If a clear nest site was

identified, each side of an imaginary square comprising the nest was scored individually, to then average the four values. A flat nest was scored as a 2

and slightly cupped walls were scored as a 3, while higher walls were assigned either 4 (less than half-dome) or 5 (more than half-dome) points. B)
Representative images of nests with increasing score. In case of cupped walls (3-5), red arrows point to areas with the relative score. Due to difficulties of

accurately scoring nests from images, the score was assigned contextually to the image acquisition.
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The average score for each animal is indicated in Figure 5.16. The Three-way 

ANOVA test identified a significant impact of both sex and presence of mutant App 

on the average score (p<0.0001 for both main effects; Figure 5.16), while the 

absence of Abi3 alone did not appear to play a crucial role on this specific behaviour 

(p=0.4418). However, a significant two-way interaction between App and Abi3 was 

highlighted (p=0.0003; ; Figure 5.16). The successive post-hoc test reported a 

significant decrease in the average nest score in App-KI mice compared to Abi3-WT 

controls for both sexes (p<0.0001 for both; Figure 5.16). Male Abi3-KO mice also 

performed worse than their sex-matched controls (p=0.0379), while the difference 

between females of the same strain was not significant. Interestingly, females mice 

scored overall markedly worse than the males.  

Figure 5.16 Quantification of nest building score for male and female mice of all the 
strains of interest in this thesis.  

Light blue and orange dots represents Abi3-WT and -KO mice respectively, while grey dots 

indicate App-KI mice and red dots App-KI Abi3-KO animals. All the values reported in this 

graphs were obtained by averaging the score of all 4 sides of the nest for any given animal; 

each dot indicate one animal. The black horizontal lines represent the mean of each 

experimental group ± S.E.M. The p-values resulting from the Three-way ANOVA are 

reported on each graph. The p-values of any significant pairwise comparison generated 

through the Šidák’s multiple comparisons test are reported on the graphs by means of 

asterisks for any significant two- or three-way interaction identified. Data were analysed via 

Three-Way ANOVA followed by Šidák’s Multiple Comparisons Test. For males and females 

respectively: n=17 and 22 for Abi3-WT, n=16 and 20 for Abi3-KO, n=13 and 22 for App-KI, 

n=12 and 19 for App-KI Abi3-KO. *p≤0.05, ****p≤0.0001. 
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5.3. Discussion 

In the previous chapters, Abi3 deficiency was shown to affect actin dynamics in vitro 

and cause severe morphological changes in microglia of young animals in vivo. 

Here, the repercussions of these changes were assessed in the aged and 

pathological brain context with a combination of histological and behavioural 

approaches.  

In the first result section of this chapter, microglia distribution was assessed in 

Abi3-deficient mice and controls, as well as in mice crossed with an App knock-in 

model of AD, specifically the APPNL-G-F mice, firstly described by Saito and 

colleagues (260). Following a preliminary visual evaluation of amyloid burden in 

App-KI mice (Figure 5.1), to identify one or more timepoints for the successive 

histological analysis, animals were aged to 16 weeks prior to tissue collection. 

Following an Iba1 staining to visualise microglia, it appeared evident that the 

dystrophic microglial phenotype described in Chapter 4 was maintained with age 

regardless of sex and App mutation. Despite slight differences between cortical and 

hippocampal region, the overall trend showed an increase in microglia number and 

concurrent decrease in NND values within animals lacking Abi3, as well as visible 

microgliosis in both strains carrying the mutant App gene (Figure 5.2). Coherently 

with the visually appreciable morphological alterations in Abi3-deficient mice, Abi3 

ablation caused a decrease in Iba1 immunoreactivity, corresponding to the reduction 

in microglial processes. Previous reports from Masuda and colleagues showed a 

significant increase in microgliosis in App-KI mice compared to WT controls at 12 

months of age (384), while Saito et al. had previously reported enhanced 

microgliosis in 9-month-old App-KI mice compared to the APPNL-F model (260). Here 

we show that clear clusters of activated microglia are visible in both the cortex and 

in the hippocampus of mice bearing mutant App, leading to a significant increase in 

microgliosis already at the age of 16 weeks. 

As in the case of young, healthy animals, the observations described above provide 

contrasting evidence on Abi3 impact on microgliosis compared to the recent 

publication by Ibanez and colleagues based on the same Abi3-KO model (303). The 

authors described an initial significant decrease in in Iba1 immunoreactivity in the 

hippocampus of 3-month-old heterozygous (Het) animals compared to Abi3-WT 

controls, followed by a significant increase in microglia-covered area in these same 

mice at the age of 6 months. No significant difference was observed between 

Abi3-WT and -KO mice. Conversely, Abi3-KO animals crossed with the TgCRND8 
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strain showed a significant increase in Iba1 immunoreactivity compared to Abi3-Het 

mice, but not Abi3-WT, in the cortex of 3-month old mice. No difference was 

observed in 6-month-old mice (303). Likewise, Karahan et al. reported no difference 

in Iba1 levels in 8-month-old Abi3-KO mice compared to Abi3-WT controls, crossed 

with the 5XFAD model, as assessed by western blot (302) 

Similar discrepancies were observed in astrogliosis levels reported in section 5.2.1 

compared to Ibanez et al. (303). In this thesis, a significant increase was observed 

in astrocytes number within the hippocampus of 16-week-old animals lacking Abi3, 

which was not followed by a parallel increase in GFAP immunoreactivity (Figure 

5.3), suggesting potential alterations in astrocyte morphology. In agreement with 

data presented in section 4.2.4, adult Abi3-KO mice showed multiple areas 

extremely enriched in astrocytes, characterised by the loss of the typical tiled 

organisation of these cells. Moreover, App-KI mice presented a clear astrogliosis 

(indicated by a higher cell count as well as GFAP immunoreactivity) compared to 

Abi3-WT mice. Ibanez and colleagues, while overall agreeing on the increased 

astrocytic burden caused by the absence of Abi3, reported a significant increase in 

GFAP immunoreactivity in the hippocampus of healthy 3- and 6-month-old Abi3-KO 

animals compared to Abi3-WT controls (303). Instead, in 6-month-old mice crossed 

with the TgCRND8, the authors described comparable GFAP levels between 

Abi3-WT and -KO mice (303). 

The phenotype observed in young Abi3-KO (Chapter 4) had led to speculations 

regarding a potential impairment of amyloid recognition and microglial migration 

towards Aβ deposits in these mice. However, the visual observation of microglial 

clustering in App-KI Abi3-KO animals suggested that microglia chemotaxis was not 

entirely suppressed in these mice, even in the presence of dystrophic ramifications 

and reduced tissue surveillance. To further investigate the impact of the previous 

findings on amyloid deposition in mice crossed with the App-KI strain, PFC and 

hippocampal sections were stained using a 6E10 antibody specific for residues 1-16 

of Aβ (350). Interestingly, Abi3-KO mice bearing the mutant App gene did not show 

obvious alterations in Aβ deposition within their PFC (Figure 5.4), however a 

significant reduction in Aβ deposition was observed in the hippocampus of both 

male and female double-transgenic mice compared to App-KI controls (Figure 5.5). 

This could be related to the difference in overall plaque number between the two 

areas, since the hippocampus presented a slightly lower number of microglia/mm2, 

consistent with previous observation of faster accumulation of Aβ42 in the cortex 

(260,423). It is possible that the higher number of plaques observed in the PFC 
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exceeded microglial ability to effectively clear Aβ, leading to no appreciable 

difference . Instead, the amyloid burden in the hippocampus could have been still 

sufficiently low to enable the identification of an enhanced clearance in Abi3-KO 

brains. To clarify this, evaluation of additional time points should be performed to 

assess whether the protective effect of Abi3 ablation extends to older mice and 

whether, in the presence of lower amyloid burden in young mice, a reduction is 

visible in the PFC as well as the hippocampus. It is also possible that, despite no 

obvious phenotypic difference between PFC and hippocampus in these mice, spatial 

heterogeneity affecting microglial functionality (148) (discussed more in detail in 

section 1.1.5.1) could account for at least some of the discrepancies. No impact of 

sexual dimorphism on amyloid deposition was noted, despite previous reports of 

increased amyloid deposition in females across multiple mice models of AD (424). 

Masuda and colleagues, however, reported increased amyloidosis and 

neuroinflammation in females at the age of 18 months in App-KI mice (422), so it is 

possible the lack of an obvious effect of sexual dimorphism in this chapter could be 

due simply to the early time point considered. 

In order to understand whether the phenotype observed in the hippocampus was 

connected to a more efficient translocation of microglia to amyloid plaques, higher 

resolution images of individual plaques were obtained to quantify plaque-associated 

microgliosis. Due to the significant decrease in both plaque number and size 

observed in the hippocampus, the identification of enough plaques with comparable 

size in this region proved to be extremely complicated. For this reason, despite the 

higher relevance of hippocampal sections, it was chosen to proceed with PFC 

samples instead. In spite of their apparent dystrophic phenotype, Abi3-KO cells 

could have been favoured by their sheer number and close proximity. The 

assessment of microglia count around plaques, however, did not detect any 

significant difference between genotypes regardless of plaque size (Figure 5.6). 

Notably, a potential reduction in morphological changes in plaque-associated 

Abi3-KO microglia compared to App-KI controls was visible, with Abi3-deficient cells 

not obviously assuming a fully amoeboid morphology, which could be explained by 

the higher stiffness of the actin cytoskeleton in these cells. Further investigation is 

warranted to confirm this observation and understand its potential implications.  

A potential source of bias in this thesis is the use of a single marker for amyloidosis 

assessment. The choice to use a 6E10 antibody was dictated by the fact that Th-S 

staining, while extremely cheap and fast to perform, is particularly photosensitive 

and the fluorescent signal tends to dim quickly. Th-S also shows elevated 
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background signal and the quality of the staining is batch-dependent due to the 

need for freshly-made solution, making the immune-labelling with 6E10 preferable 

for more reliable results in the case of large experimental groups that would require 

multiple imaging sessions. However, recent work from Clayton and colleagues 

showed that the use of a 82E1 antibody – which recognises the same residues as 

the 6E10 – did not allow detection of changes in amyloid burden following microglial 

depletion, whereas a significant increase in the number of diffuse plaques was 

observed upon utilisation of a 4G8 antibody, specific for residues 17-24 (350). 

Therefore, further investigation of Abi3 impact on amyloid deposition should include 

additional markers to account for both diffuse and compact deposits and better 

characterise changes in plaque morphology and number. Moreover, spatial 

transcriptomic approaches could lead to the identification of differences in gene 

expression in microglia localised around amyloid plaques and provide unbiased 

insights on Abi3-dependant changes associated to its apparently protective role in 

the hippocampus. 

Coherently with the description of reduced Aβ deposition in the absence of Abi3 in 

App-KI mice, Ibanez and colleagues reported a significant amelioration of amyloid 

burden in Abi3-KO mice crossed with the TgCRND8 model (303). In stark contrast, 

Karahan and colleagues showed a significant reduction in microglial localisation 

around plaques in Abi3-deficient mice accompanied by a severe increase in amyloid 

burden in the cortex of both male and female mice (302). It is worth noting that the 

amount of microglial cell bodies and processes visible in their samples is remarkably 

lower than what was observed in Figure 5.6 and that the authors appeared to 

employ quantification of Iba1 area as a measure of microglia density. However, it 

has been shown in this thesis that these two parameters do not correlate in 

Abi3-deificent mice due to the morphological changes in Abi3-KO cells. Moreover, a 

2D approach could potentially introduce bias due to the lack of information along the 

z-axis, which could cause underestimation of plaque size as well as incorrect 

inclusion of microglia cells that appear close to the plaque but are, in fact, further 

away along the z-axis. Thus, while the divergent results between this thesis and 

Karahan’s paper could be ascribed to the use of a different mouse models of AD, it 

is likely that the chosen method for histological analysis could account for at least 

part of the discrepancies. 

An accurate comparison between the results reported in this thesis and published 

work (302,303) is impossible due to previously discussed technical discrepancies, 

as well as different time points and, most importantly, different models employed for 
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the study of AD. However, the results reported in these new studies support the 

need for further investigation of Abi3 role in mice crossed with the APPNL-G-F strain, 

to provide a better understanding of the (still uncharacterised) alterations caused by 

Abi3 depletion on disease progression in this particular model. For this reason, 

tissue has been collected for histological and molecular biology analyses at 

additional time points (namely, 8, 24 and 52-54 weeks of age) for future experiments 

aimed to evaluate the impact of Abi3 knock-out on early and late stages of the 

disease. 

Interestingly, it has been shown that plaque burden does not necessary correlate 

with other pathological hallmarks such as neuronal loss or behavioural changes and 

memory impairment (237,425,426). Spangenberg et al. have shown that the ablation 

of microglia in adult 5XFAD mice, following CSFR1 inhibition, lead to no difference 

in β amyloid deposition. However, the authors reported a reduction in 

neuroinflammation and concomitant increase in mushroom spine number, reduction 

in neuronal loss and overall amelioration of the impairment (237). Prior to this work, 

Couch and colleagues had reported a similar mismatch between severity of brain 

amyloidosis and performance of the mice in behavioural tasks using inbred and out-

crossed double-transgenic mice (426). More recently, Arboleda-Velasquez et al. 

reported the identification of an AD patient bearing the APOE3 Christchurch 

mutation (R136S), which showed only mild cognitive impairment despite the severe 

accumulation of Aβ (426). Remarkably, most of the therapeutic anti-Aβ antibodies 

been developed in the last decade have been abandoned or failed the clinical trial 

due to lack of efficacy in slowing cognitive decay (427). Taken together, these 

observations support the idea that, while amyloid deposition certainly plays a role in 

AD pathogenesis, it does not necessarily correlate with cognitive decline.  

For this reason, section 5.2.3 focused on the assessment of emotional and cognitive 

changes ascribable to the ablation of Abi3 in 40-week-old mice, summarised in 

Figure 5.17.  
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Figure 5.17. Summary table of the behavioural tasks performed on 40-week-old mice.  

For each parameter, the overall influence of App mutations, Abi3 ablation and Sex has been 

reported with the use of different colours. Grey cells show no difference between the two 

groups considered; blue cells indicate a lower overall score compared to the control strain 

(for instance, App-KI mice showed reduced anxiety during the Elevated Plus Maze task 

compared to Abi3-WT mice, as shown by the blue cell in the top left corner); yellow cells 

indicate a higher score compared to the control strain (e.g. App-KI mice showed increased 

locomotor activity in the Elevated Plus Maze task compared to Abi3-WT mice, as indicated 

by the first yellow cell from the left in the second row). 

 

Anxiety and locomotor activity were assessed first, through the Elevated Plus Maze 

(EPM) and the Open Field (OF) paradigms, as shown in Figures 5.7-12. Overall, the 

EPM confirmed the presence of an anxiolytic behaviour in App-KI mice (418,428) 

which spent significantly more time exploring the open arms compared to Abi3-WT 

controls (Figure 5.7-8). App-KI mice were found to spend significantly less time 

moving in the open arms despite moving faster and for longer distances than 

healthy controls (Figure 5.9). During the testing sessions, it was noted that, indeed, 
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these mice were more prone to explore the surrounding environment, while Abi3-WT 

mice – males in particular – spent more time grooming in the safety of the closed 

arms. However, future evaluation of head-dipping, elongation and vertical activity, as 

well as grooming, defecation and urination will be required to clarify if this is the 

correct interpretation of these findings. While Abi3 ablation did not appear to impact 

anxiety-like behaviour in this particular task, it did cause an overall significant 

increase in the distance travelled and mean velocity in healthy Abi3-KO mice of both 

sexes compared to sex matched Abi3-WT controls (Figure 5.9). This was not true in 

mice crossed with the App-KI line, where instead a slight reduction was visible in 

Abi3-deficient animals.  

In the OF arena, Abi3 knock-out was found to deeply impact mice performance. 

Specifically, Abi3-deficient mice started to explore the centre of the arena earlier and 

spent overall more time in that area compared to sex-matched Abi3-WT or App-KI 

mice, with females being particularly disinhibited (Figure 5.10-11). Females of all 

strains also spent significantly more time moving and were remarkably faster than 

their male counterpart (Figure 5.12). The presence of mutant App, in combination 

with sexual dimorphism, led to more complex alterations of both arena exploration 

and locomotor activity. For instance, female App-KI Abi3-KO mice entered in the 

central area fewer times than sex-matched Abi3-KO mice (Figure 5.11), and a 

similar – albeit not significant – difference was observed between App-KI and Abi3-

WT females. Overall, healthy females appeared to be more prone to abandon the 

safety of the borders than females bearing App mutations. This result appears to 

conflict with the anxiolytic behaviour demonstrated by App-KI mice during the EPM. 

Previous studies performed on the same AD model reported variable outcomes 

when animals were tested with the OF paradigm at 6 months of age, with the App-KI 

mice spending more time in the centre of the maze according to a study by 

Latif-Hernandez et al. (429), or showing no difference in centre exploration 

compared to control mice according to Whyte et al. (430). Pervolaraki et al. reported 

the same incongruity observed in this thesis when testing 8-month-old mice with 

both the EPM and OF (428). Moreover, a similar dichotomy was observed in other 

AD models, such as the Tg2576 mice (431). Further investigation is required to fully 

understand the underlying causes of such overt contradiction. Pervolaraki and 

colleagues also highlighted age-dependent differences in locomotor activity, with 6-

month-old App-KI mice travelling a greater distance than controls (429,430), while at 

8 and 10 months no significant difference had been reported (428,429). This is 

consistent with the behaviour of male animals in this thesis, while females App-KI 
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mice showed a decreased locomotor activity compared to sex-matched controls 

(Figure 5.12).  

Animals were further tested for recognition memory, which has been shown to be 

impaired in the App-KI model starting from the age of 9 months (417). The 

hippocampus and the Perirhinal Cortex (PRh) have been found to play two distinct 

roles in recognition memory: short term exploration (for example under 10 second 

per object) lead to the formation of weak memories with the involvement of the PRh, 

while longer exploration depends on the CA1 region of the hippocampus (432). 

While the PRh has not been included in the analysis of amyloid deposition in this 

thesis, the reduction in hippocampal burden observed in 16-weeks-old mice (if still 

present in older mice, which will have to be confirmed) could have led to an 

increased memory retention in double-transgenic mice compared to the App-KI 

controls. However, during the first repetition of the NOR, the presence of mutant 

App was found to significantly reduce the ability of the mice to discriminate between 

novel and familiar object, while Abi3 did not appear to have an effect on memory 

retention (Figure 5.13). Similarly, App-KI mice seemed to perform worse than Abi3-

WT in the second day of testing, but in this instance healthy Abi3-KO, in particular 

females, scored extremely low as well despite no obvious differences in the total 

exploration time. This led to further investigation to exclude the possibility that an 

unexpected object-induced bias was the source of this observation. Indeed, this was 

found to be the case, since mice of all strains, but it particular Abi3-KO females were 

shown to significantly prefer object B (Figure 5.13). Each pair of objects had been 

tested prior to the commencing of the experiment, using 10 young C57BL/6J males 

to assess the presence of innate preference. Mice had been left free to explore each 

pair of objects for 10 minutes without prior training. Any object with an average 

discrimination index over 0.05 or below -0.05 had been excluded from the following 

experiments (see Appendix 3). A potential reason behind this could be the 

difference in age and background strain. Indeed, mice in this thesis were bred on a 

C57BL/6NJ background, which has been found to carry the rd8 mutation in the Crb1 

gene, which can cause retina degeneration in an autosomal recessive pattern (433). 

Mice with obvious eye issues were not included in the analysis and, since Abi3-WT 

mice showed a significantly higher discrimination index than App-KI animals, even if 

present the mutation clearly did not severely impair their vision. However, it is 

possible that this somehow caused a different response to the objects compared to 

when tested with young C57BL/6J mice. Another possibility is a difference in anxiety 

levels due to sex and aging. A significant increase in anxiety levels in female mice 
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following aging has been previously reported (434), so it is possible that using 

young, male mice to assess innate preference did not recapitulate stress-induced 

repulsion towards a specific object observed in adult mice. Either way, due to this 

bias the second repetition of the NOR cannot be taken into account for the 

evaluation of Abi3 impact on recognition memory. 

Finally, mice were assessed through a sucrose preference task, followed by a nest 

scoring test, in order to evaluate stress-induced anhedonia and organisation skills. A 

big limitation to the sucrose preference assay was the lack of specialised 

equipment. As shown in Methods section 2.8.4, the test was conducted in large 

cages provided with two standard bottles, one for either liquid. This implies that no 

control over leakage was possible other than exclusion of mice in case of obvious 

leak in the case as evidenced by a wet patch on the bedding material. However, to 

reduce the impact of the bottle position, bottles were swapped after 12 hours and 

bedding was checked for leaks at this stage as well as at the end of the test. Despite 

the limitations, App-KI mice showed a significantly increase in preference for the 

sucrose solution compared to Abi3-WT mice over a 24-hour period (Figure 5.14), 

which would be coherent with their anxiolytic behaviour. However a significant 

interaction was found between App and Abi3, and indeed the sucrose preference 

score for double-transgenic mice of both sexes appeared comparable to that of non-

App mice.  

Similarly, the absence of Abi3 appeared to impact the overall ability of mice to 

efficiently build nests. While males scored better than females overall, Abi3-KO 

males showed a significant reduction in average nest score compared to Abi3-WT 

controls (Figure 5.16). App-KI mice presented an even further reduction in nest 

quality, especially in the female group. Interestingly, as in the case of the sucrose 

preference, a significant interaction between App and Abi3 was identified by the 

Three-way ANOVA. Coherently, male double-transgenic mice showed an increase 

average compared to sex-matched App-KI mice (Figure 5.16). The prefrontal cortex 

has been attributed a role in supporting executive functions such as planning (435), 

which is necessary for efficient nest building (436). Therefore, it is not surprising that 

this behaviour is impaired in multiple models of AD (421), including the App-KI mice 

(420). However, the results observed in Abi3-KO mice could suggest the presence 

of an insult to the PFC in this group regardless of pathological conditions. Further 

investigation is needed to understand whether this is the case, and – if so – whether 

it is ascribable to increased neuroinflammation or synaptic impairment.  
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A great limitation for the interpretation of most of the data presented in this chapter, 

however, is the use of a basic Šidák’s multiple comparisons test following the 

Three-way ANOVA. Due to software-related restrictions, this post-hoc test 

performed an elevated number of unrequired pairwise comparisons for each 

dataset, leading to a considerable loss in power. This in turn complicated the 

interpretation of the Three-way ANOVA results, especially in the presence of 

significant two- and three-way interactions. A better approach would be the use of a 

more complex mixed model analysis in R (which would allow more flexibility in the 

design of the subsequent multiple comparisons compared to GraphPad). This would 

not only provide a clearer understanding of the data, but – if performed on datasets 

including younger and older mice – would also allow a more informative analysis of 

Abi3 impact across all the various time points, potentially highlighting 

genotype-dependent differences that are not explicit when simply considering a 

single time point.  

 

5.4. Conclusion and future work 

In conclusion, this chapter provided further evidence of a severe contribution of Abi3 

to microglia morphology and distribution, as well as to astrogliosis. It was also 

shown that, despite morphological and functional changes in microglia, App-KI 

Abi3-KO mice presented a still unidentified compensatory mechanism that 

prevented a worsening of β amyloidosis in the PFC and even appeared to reduce 

amyloid deposition in the hippocampus. Finally, Abi3 ablation was shown to impact 

the emotional domain in healthy mice, leading to alterations in anxiety-like behaviour 

and in step-to step-planning, while no evident effect was noted when considering 

cognitive ability. Further analyses are needed to fully disclose the nature of this 

mechanism and correctly assess the impact of Abi3 ablation on AD. 

Firstly, additional histological analyses are needed to support the findings discussed 

in this chapter. Young (8-week-old) App-KI and double-transgenic mice need to be 

analysed to exclude an impact of Abi3 on the earlier stages of the disease. Other 

than gliosis characterisation, these analyses should include markers of inflammation 

and phagocytosis (e.g. CD68, C1q and DHE staining to evaluate ROS production). It 

would also be interesting to perform an immunostaining for Aβ oligomers, in order to 

identify potential Abi3-dependant changes in the deposition of this toxic species 

prior to clear identification of Aβ plaques and gliosis. Likewise, 24- and 52-week-old-

mice should be assessed to gain a better comprehension of disease progression in 
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these mice. Histological analyses should also include a more in-depth 

characterisation of plaque number and morphology through the use of multiple 

immunofluorescence approaches (for instance, a combined use of 6E10 and 4G8 

antibody as well as Th-S).  

Evaluation of soluble and insoluble levels of Aβ40 and Aβ42 in mice of different 

ages would provide increased confidence in the histological results. Additional 

molecular analyses, including the assessment of inflammation markers such as NO, 

ROS and pro- or anti-inflammatory cytokines would not only help clarifying whether 

Abi3-deficient mice presented a potentially detrimental increase in 

neuroinflammation, but would also allow a better comparison of the results of this 

study to those published by others using the same Abi3-KO model crossed with 

different AD models. 

Given the observed difference in plaque burden in the hippocampus, histological 

analyses of pre- and post-synaptic markers (i.e. Synaptophysin, PSD95 and 

VGlut1), coupled with electrophysiological recordings in an acute hippocampal slice 

preparations and/or two-photon calcium imaging, could help clarify if and how Abi3 

depletion impacts synapse plasticity. This in turn would provide additional insights 

for the interpretation of behavioural results. 

Behavioural paradigms at 50 weeks of age will be soon completed. Once all tests 

have been scored (together with the repetition of Object In Place performed at 40 

weeks but excluded from this thesis due to time constraints), it would be possible to 

employ a more complex mixed model analysis to evaluate Abi3 impact on mice 

behaviour taking into account both time points at the same time to provide additional 

power. This will hopefully help with the interpretation of Abi3 deficiency impact on 

anxiety-like behaviour. 

An additional indication of the mechanisms at the base of the phenotype observed in 

App-KI Abi3-KO mice could be provided by two-photon imaging of App-KI and 

double-transgenic mice crossed with a Cx3cr1-eGFP reporter strain as in Chapter 4. 

These mice could be used for basic characterisation of microglia motility either 

distally or in close proximity to plaques (which would be identifiable with no need for 

additional stainings due to visible microglia aggregation). Notably, commercially 

available compounds such as methoxy-X04 allow in vivo fluorescent labelling of 

amyloid plaques (437,438). This would in theory enable in-depth analysis of live 

microglial interaction with Aβ deposits, possibly leading to the identification of 

migration or phagocytosis alterations. Pilot tests were performed to assess the 
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viability of this approach due to the overlap in fluorescence spectra of methoxy-X04 

and GFP. Unfortunately, despite previous reports of such combined use (399), it 

appeared impossible to distinguish between methoxy-X04 staining and microglial 

clusters (data not shown), however other approaches could be attempted, including 

the use of luminescent conjugated oligothiophenes (439) 

Finally, as discussed in the previous chapters, single cell sequencing approaches 

such as the iCell8 technology, would help obtaining a broader view of eventual 

transcription alterations in animals lacking Abi3. The analysis of a combination of 

healthy and AD-modelling mice, would allow an unbiased assessment of Abi3 

impact on neuroinflammation and overall microglial and astrocytic transcriptomic 

profile, regardless of a pathological setting. At the same time, if App-KI and double-

transgenic mice of different ages were analysed in a consistent way, it would be 

possible to clarify the time course of Abi3-dependant changes in the pathological 

context of AD. 
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6. Chapter 6: General discussion 
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6.1. Introduction 

Until very recently, little was known about ABI3. Most of the publications preceding 

this thesis were based on forced over-expression of ABI3 in non-physiological in 

vitro models, including cancer cells and cultured hippocampal neurons 

(294,295,299,307,308,321). These studies provided initial insights on ABI3 impact 

on cell motility (299) and actin polymerisation through its association to the WAVE2 

Regulatory Complex (294,295), as well as on potential mechanisms involved in Abi3 

regulation by the PI3K/AKT pathway (300). However, despite high levels of Abi3 in 

macrophages (291) and its identification as a core microglia marker (293) the role of 

Abi3 in microglia, and more broadly MØs, had not been explored.  

The interest in Abi3 was sparked by the identification of a rare coding variant 

(rs616338) associated to an increased risk of developing LOAD (192). Two following 

meta-analyses provided additional evidences for this association (440,441). The 

identified SNP results in a missense mutation leading to a serine-to-phenylaniline 

non-conservative amino-acidic change in position 209 (S209F) in ABI3. This has 

been recently suggested to cause an impairment of ABI3 phosphorylation, which in 

turn could result in functional inactivation of ABI3 (303). 

The restricted expression of ABI3 in microglia within the brain (293), as well as the 

inclusion of ABI3 in an AD risk associated 56-gene interaction network enriched in 

immune-response genes (192), led to the hypothesis that the S209F variant 

increased AD risk by impairing microglial functionality. However, due to the chronic 

lack of information regarding ABI3 involvement in microglial homeostatic functions it 

was possible to only speculate about potential repercussions of ABI3 mutation on 

cell migration, endocytosis and phagocytosis based to its involvement in the WRC 

regulation. Hence, the broad objective of this thesis was to elucidate the role of Abi3 

in macrophages and microglia, employing a combination of biologically relevant in 

vitro models and in vivo approaches.  

The work in this thesis was performed on newly developed Abi3-KO mice, which at 

the commencing of this study had not been characterised. This model provided 

interesting insights regarding Abi3’s role when expressed at physiological levels 

compared to Abi3-WT controls. It is worth noting, however, that while this thesis 

referred to the Abi3-KO mice as a single knock-out, transcriptomic data from two 

extremely recent studies – published during the completion of this thesis – reported 

a concurrent marked reduction in expression of G protein subunit gamma transducin 

2 (Gngt2), due to its close proximity to Abi3 on Chromosome 17 (302,303). Very 
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little is known about this gene, other than its role in the phototransduction cascade 

and early expression in embryonic photoreceptors (302). Expression levels of Gngt2 

in humans reported a consistent high expression of its mRNA in cells from the eye 

tissue (Figure 6.1A). However, a work form 2015 highlighted increased expression 

of Gngt2 in classically activated MØs (M1) (442). A more recent sequencing project 

reported its enrichment in M1 kidney macrophages of aged mice compared to cells 

from younger animals (which are instead enriched in alternatively activated MØs, 

M2, signature genes), but not in aged brain myeloid cells (443). Multiple human 

macrophage subtypes present elevated levels of Gngt2 mRNA, while they appear 

remarkably low in microglia (Figure 6.1A). Expression levels of Gngt2 as measured 

in mouse microglia by Micro-array for Aif1 (the gene encoding Iba1) and Abi3 are 

presented in Figure 6.2B. Taken together, these observations highlight the need for 

the generation of a better Abi3-KO model, in order to exclude any bias in data 

interpretation due to still uncharacterised functions of Gngt2 in microglia and 

macrophages.  

Figure 6.1 Graphical representation of Gngt2 expression in human and mouse. 

A) Gngt2 expression across different cell types as shown by ScRNAseq data from The

Human Protein Atlas (405). Values expressed as transcript per million (TPM) normalised by

Trimmed mean of M values. B) Aif1 (Iba1), Abi3 and Gngt2 expression in primary murine

microglia as shown by Micro-array. Data obtained from Immgen Micro-array Gene Skyline

database (257). Values normalised by Robust Multichip Average (RMA).
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6.2. Main findings 

In the course of the following sections, the main findings from each of the results 

chapters will be briefly recapitulated and presented with respect to the current body 

of literature in the field. 

 

6.2.1. In vitro assessment of Abi3 impact on macrophage 
functionality 

The first aim of this thesis was to elucidate the role of Abi3 in MØ function. For this 

reason, conditionally-immortalised MØP cell lines were derived from the bone 

marrow of Abi3-WT and -KO mice, prior to switching to the use of BMDMs 

(originated from App-KI and App-KI Abi3-KO strains). NIH 3T3 cell lines, 

overexpressing either the common or the rare human variant of ABI3, were 

generated together with similarly manipulated MØP cell lines to provide an initial 

mean of comparison with previously published studies (specifically, work by Sekino 

and colleagues employing hABI3-overexpressing NIH 3T3 (294)).  

In sections 3.2.1 and 3.2.2, both fibroblast and MØ overexpressing cell lines were 

tested by means of an actin-dependant spreading assay. Initial evaluation of these 

experiments apparently hinted to the possibility of an hyper-functionality of ABI3 in 

the presence of the F209 coding variant. Indeed, in all replicates of the assay, 

ABI3-F209 overexpressing cells showed the most severe impairment in their ability 

to spread on the fibronectin-coated surface and assume a correct morphology. 

However, during the second and third repeat of the assay performed on the NIH 3T3 

cells, inconsistent results were noted when comparing the ABI3-S209 

overexpressing cells to the empty vector control. Similarly, in the single repeat 

performed on MØP cell lines, a very marginal impact of the common variant was 

reported. Due to conflicting results with the literature (260), the GFP reporter was 

analysed in all the cell lines by flow cytometry. This allowed the detection of 

extremely variable levels of expression of the lentiviral constructs in both cell types. 

Notably, in both cases cells overexpressing the F209 variant presented the highest 

levels of GFP.  

Due to the inability to reliably interpret any result obtained with these cells, it was 

decided to abandon the overexpressing model and instead focus on the more 
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relevant Abi3-WT and -KO comparison. Thus, three pairs of MØP cell lines were 

tested with the same assay, providing particularly interesting insights on Abi3 role in 

cell spreading. Abi3-KO cells were shown to consistently assume an extremely solid 

morphology, characterised by a parallel increase in cell area. A certain degree of 

ramification was visible, but it was significantly reduced compared to Abi3-WT cells. 

This led to the proposal of a model to explain Abi3 action in MØs (explained in detail 

in section 3.3), according to which the genetic ablation of Abi3 would cause an 

uncontrolled increase in actin filament branching at the edge of the cells due to 

increase availability of the Arp2/3 complex. This would in turn prevent the transition 

towards parallel actin filaments, which represents a necessary step for the formation 

of filopodia. The opposite would instead be true in case of Abi3 overexpression, with 

reduced branching of the actin filaments (and therefore reduced lamellipodia 

formation), which is consistent with observation of increased filopodial structures in 

Arp2/3 knock-out cells (322) 

This model would not only explain the results described by Sekino and colleagues 

(260), but also present critical implications with regards to several essential MØs 

functions. For instance, given the essential role of lamellipodia formation at the 

leading cell for cell movement (288) the absence of Abi3 would be expected to 

favour cell migration. Previous reports from Ichigotani et al. seem to confirm this 

(299) model. Indeed they observed reduced migration of cancer cells following ABI3 

transfection which would be expected to lead to reduced lamellipodia formation. In 

agreement with this hypothesis, both Abi3 knock down in the BV2 microglial cell line 

and Abi3 ablation in primary microglia (derived by the same Abi3-KO model 

employed in this thesis) reportedly caused a significant increase in cell migration 

(318). Conversely, knockdown of ABI3 in the HMC3 microglial cell line was recently 

described to reduce cell motility in a scratch-wound assay (302). This observation 

could be due to potential biases associated to the use of microglial cell lines (445). 

However, Kim and colleagues recently demonstrated that reduction in WAVE2 

expression (which could, at least in part, mimic the phenotype of Abi3 

overexpression) caused a decrease in the F/G-actin ratio (446). If the opposite was 

true in the absence of Abi3, due to monomers of G-actin being “trapped” in the 

highly ramified actin network of lamellipodia), the reduction in cell migration 

described by Karahan and colleagues (302) could represent a genuine phenotype 

dictated by an alteration in protrusion and retraction cycles of lamellipodial 

structures. Further in vitro assays, such as a live-imaging chemotaxis assay, ideally 

corroborated by in vivo two-photon imaging, would help clarify this point.  
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Another process expected to be affected in MØs by the total ablation of Abi3 was 

phagocytosis, which relies on filopodia to capture and internalise any recognised 

target such as Aβ or pathogen particles (356). The WAVE2 complex has been 

implicated in phagocytosis (446) and, consistently with model proposed in this 

thesis, Dr R. Jones had previously described a reduction in phagocytic activity in a 

subset of the Abi3-deficient pMØs (F4/80+Tim4low) (329). Indeed, the decrease in 

filopodial structures that would be formed in the absence of Abi3 could impair the 

recognition of the chosen bait (such as the Zymosan used in these experiments). In 

agreement with this observation, Karahan and colleagues very recently reported a 

significantly impairment of phagocytosis in Abi3-knocked-down BV2 cells (302). This 

is particularly interesting given that the same authors reported an enrichment in 

phagocytosis-related genes in Abi3-KO mice (302). However, when BMDMs were 

challenged with pHrodo Zymosan (section 3.2.3), the following evaluation of 

phagocytic activity of Abi3-deficient cells over the course of 2 hours did not highlight 

any visible difference compared to their controls.  

Similarly, subsequent assessment of ROS levels in BMDMs stimulated with 

Zymosan (which is known to activate antimicrobial pathways following phagocytosis 

(371)) did not highlight any major impact of Abi3 on ROS production. However, it 

was interesting to see that unstimulated Abi3-deficient cells appeared to have a 

higher baseline compared to controls. Likewise, a marginal impact of Abi3 on NO 

secretion was observed at the end of section 3.2.4, when BMDMs were stimulated 

with LPS and IFN-γ. A significant increase in NO production in Abi3-KO cells 

following stimulation was not observed, but multiple confounding factors (including 

the chosen method of normalisation and potential differences in cell death rate 

between genotypes) complicated the interpretations of this result, thus requiring 

further evaluation to clarify the effective impact of Abi3 on inflammatory response. 

Two main limitations were identified in this chapter. Firstly, multiple 

commercially-available anti Abi3-antibodies were tested by western blot against 

Abi3-KO samples, but none proved to be specific for Abi3. An attempt to produce 

one in-house led to similar results, and the LacZ reporter expression, examined by 

Dr R. Jones before the commencing of this work, was considered unreliable (329). 

Thus, it was impossible to assess Abi3 protein expression in Abi3-WT cells during 

any of the assay, which would have provided a better understand of the dynamics of 

Abi3 action during different challenges such as fibronectin coating or phagocytosis 

induction.  
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A second and more meaningful limitation was represented by the lack of a reliable in 

vitro model for the study of Abi3. As discussed more in detail in section 3.3, all three 

pairs of MØP cell lines showed a considerable decrease in viability within a short 

time frame from their generation. When that model was abandoned, parallel issues 

with mice breeding led to the use of primary BMDMs. This choice was dictated by 

the possibility of storing samples and synchronously starting Abi3-deficient and 

control cell culture even in case of litters weaned at different times, which would 

have not been possible in case of pMØs and primary microglia. However, Abi3 

expression in BMDMs is remarkably lower than in microglia (291), preventing a clear 

interpretation of the results presented in this chapter. Ideally, despite technical 

challenges  future experiments should be performed on human iPSC-derived 

microglia-like cells. This would represent a major improvement compared to primary 

murine microglia cultures for multiple reasons. Firstly, the use of iPSCs would 

greatly reduce the number of animals included in the study. These cells would also 

allow the evaluation of molecular mechanisms underlying AD in glial cells derived 

from patients or healthy donors, while the combined use of genome editing tools 

would enable the insertion of relevant mutations or knock-out of genes of interest. 

The use of cerebral organoids (380,447) or chimeras (448,449) would allow 

overcoming the marked alterations in gene expression that affect iPSC-derived, as 

much as primary, microglia (89,90). 

 

 

6.2.2. In vivo evaluation of Abi3 role in the healthy brain  

 

6.2.2.1. Loss of Abi3 causes alterations in microglia number and 
distribution and severely impact microglial morphology and 
functionality 

A first, extremely interesting finding in Chapter 4 was the observation of a significant 

increase in microglial density in both the Prefrontal Cortex (PFC) and the 

hippocampus in Abi3-KO animals. This increase was accompanied by a concurrent 

reduction in nearest neighbour distance, possibly in an attempt to compensate for 

the reduced territory covered by each cell. Indeed, in addition to alterations in 

microglia count, a second noteworthy observation reported in this chapter was the 
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striking morphological changes presented by Abi3-deficient microglia. The presence 

of a dystrophic phenotype, which was already noticeable through visual 

assessment, was confirmed by a significant reduction in Iba1 immunoreactivity. 

Further in-depth analysis through 3D tracing of microglial processes of individual 

cells (presented in section 4.2.2) revealed an increase in process calibre parallel to 

a severe reduction of the arborisation apparatus in Abi3-KO animals, leading to 

overall significantly smaller microglial cells. To date, these findings represent the 

first and only evidence of Abi3-KO microglia dystrophic morphology and should be 

taken into consideration for future studies employing this model. Quantification of 

Iba1 immunoreactivity is a commonly used method to rapidly evaluate microgliosis. 

However, here it was shown that, in the case of Abi3-KO animals, increased 

microglial count is not matched by an equal rise in area covered by Iba1+ pixels. 

Therefore, evaluation of Iba1 immunoreactivity, unsupported by additional 

quantification approaches such as in (303) could lead to a severe underestimation of 

microgliosis and therefore bias downstream results interpretation and pose a caveat 

to otherwise extremely informative comparisons between pathological models.  

The observed dystrophic phenotype warranted further investigation of the 

repercussion on microglial functionality. For this reason, in vivo two-photon imaging 

was employed to evaluate tissue surveillance in awake Abi3-WT and -KO mice 

crossed with a Cx3cr1-GFP reporter strain. As shown in section 4.2.3, despite the 

increase in cell number and proximity in Abi3-deificent mice, large portions of the 

parenchyma remained unsurveyed in the time studied. Relatively few process 

dynamics were observed in Abi3-deficient animals compared to controls (Appendix 

4, Video A and B). In homeostatic conditions, microglial processes extend and 

contract at an average rate of approximately 1.47 μM/minute (47,48). However, a 

very recent study has identified previously uncharacterised filopodial structures that 

have been shown to extend and retract at an even higher speed (7.68 ± 0.35 and 

8.61 ± 0.49 μm/min, respectively) from the tip of the main processes (450). These 

actin-dependant structures were shown to considerably increase microglial surface 

and to move in random directions, constantly scanning the brain parenchyma for 

cues (450). As such, the differences in surveillance activity between Abi3-WT 

and -KO mice could be even more dramatic than they firstly appeared. Thus, further 

evaluation of process dynamics and microglial migration towards stimuli should be 

encouraged, although higher resolution than the current available one would be 

required for a better characterisation of the Abi3-KO model. 
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While in vitro assessment of phagocytosis had not highlighted any difference 

between Abi3-WT and -KO cells, the severely dystrophic microglial phenotype 

observed in vivo warranted further investigation of the phagocytic activity of these 

cells. An initial histological evaluation of CD68 levels (often used as a marker of 

phagocytic activity in microglia (397)) was performed on naïve Abi3-WT and -KO 

mice and, surprisingly, a conspicuous increase in CD68 was observed in both male 

and female mice lacking Abi3. Given the role of microglial phagocytosis in removal 

of dying neuronal progenitors during development (71) as well as in hippocampal 

neurogenesis in the early post-natal stage (72) and synapse refinement (84), the 

increased CD68 expression in unchallenged Abi3-KO animals led to speculation 

regarding potential alterations in synaptic plasticity in these animals, which would be 

worthy of further investigation. 

 

6.2.2.2. Abi3 knock-out leads to increased astrocytic burden in young 
healthy mice 

Another intriguing finding, given the restricted expression of Abi3 in microglia, was 

the identification of a significant increase in astrocytic burden in the hippocampus of 

naïve Abi3-KO mice of both sexes, presented in section 4.2.4. Even more 

interesting was the apparent lack of a parallel raise in GFAP immunoreactivity, 

which suggested the presence of still uncharacterised alterations in the morphology 

of Abi3-deficient astrocytes.  

Ibanez and colleagues recently confirmed the observation of noticeable astrogliosis 

in young and adult Abi3-KO mice, which the authors reportedly observed prior to 

microgliosis (303). This last finding could be due to a bias in microgliosis 

assessment, as discussed above. However, it would be interesting to further 

investigate astrocytes throughout various developmental stages together with 

microglia to better understand the dynamics of the astrogliosis onset.  

Given the higher number, and the reportedly activated nature (303) of microglia in 

young Abi3-KO mice, the increase in astrocytic burden could be due to a raise in 

microglial secretion of factors such as C1qa, IL1-α and TNF-α, which have been 

shown to be sufficient to cause a shift in astrocytes towards the reactive A1 

phenotype (451). In turn, reactive astrocytes have been shown to participate to 

neuroinflammation through the release of phosphatidylcholines with very-long-chain 

fatty acid acyl chains and long-chain saturated free fatty acids, extremely toxic to 

neurons and oligodendrocytes (451). Astrocytes have also been shown to be crucial 
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for a correct synaptic refinement in the developing and the adult brain, they regulate 

BBB function and provide metabolic support to other brain cells (130). Therefore, a 

dysregulation in their homeostatic functions could subject Abi3-KO mice to several 

detrimental effects, including enhanced neuroinflammation and alterations in 

synaptic plasticity. 

 

  

6.2.3. Investigation of Abi3 impact on AD  

 

6.2.3.1. Loss of Abi3 increases gliosis in adult mice 

A first aim of the third and last result chapter was the evaluation of gliosis in adult 

mice crossed with the App-KI model. Despite lack of a glaring impact of sexual 

dimorphism in young mice, histological analyses were conducted on 16-week-old 

animals of both sexes due to previous reports of a more severe neuroinflammation 

in App-KI females (422). A first observation reported in section 5.2.1 was the 

presence of a significant increase in microglial number in App-KI mice compared to 

Abi3-WT controls. However, as before no overt difference was noted between male 

and female mice, even in the App-KI line, although this could be due to the relatively 

young age compared to the mice analysed by Masuda and colleagues (422). A 

second finding was that the phenotype manifested by young mice following the 

ablation of Abi3 was confirmed in adult animals regardless of the presence of 

AD-like pathology. Abi3-KO mice showed the same morphological alterations 

described in sections 4.2.1-2 as well as increased microglial density. Interestingly, 

double transgenic animals presented an even higher cell count than App-KI mice  

leading to speculations about the implication of such extensive microgliosis.  

One of the first potential consequences considered was the likely parallel 

deterioration of astrogliosis, which was therefore evaluated in the same mice. In 

agreement with the current literature (452), Abi3-WT mice did not show any obvious 

increase in average value of astrocytes/mm2 (988.23 ± 54.82 in males, 

925.90 ± 75.47 in females; mean ± SD) compared to younger animals 

(1021.45 ± 48.13 males, 966.31 ± 106.60 in females; mean ± SD). A sustained 

astrogliosis was observed in Abi3-KO mice compared to Abi3-WT in animals of 

either sex, and an increase in astrocytic burden was also noted in App-KI mice 
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compared to Abi3-WT controls, particularly in females. Instead, while double 

transgenic males presented a number of astrocytes comparable to that of App-KI 

mice, an unexpected reduction was noted in App-KI Abi3-KO females. As reviewed 

in detail by Chowen and Garcia-Segura (453), the current body of literature provide 

multiple examples of sexually-dimorphic responses to aging and pathological insults 

in astrocytes. The reduction in App-KI Abi3-KO cell count was not significant 

compared to neither App-KI nor Abi3-KO mice (nor to double transgenic males), but 

if confirmed in later time points it could represent an additional example of divergent 

response to neurodegeneration. It is also worth noting that GFAP upregulation does 

not necessarily correspond to increased overall cell number, and should instead be 

interpreted as an increase in reactive astrocytes (452). Therefore, to explore the 

observed difference any further, additional astrocytic markers such as S100β should 

be employed. Single cell sequencing of astrocytes from mice of both sexes would 

also provide insights about any noteworthy alteration in response to amyloidosis and 

Abi3 ablation.  

A slight loss of the typical astrocytic tiled organisation was noted in Abi3-WT mice 

compared to younger animals, and few bigger cells – resembling reactive astrocytes 

– were observed as well. This would be in line with reports of a transition to a 

moderately reactive phenotype with age (452). However, previous reports of 

changes in astrocytic morphology and domain overlap are focused on comparisons 

between much older mice (for instance, Grosche et al. compared 5- and 21-month-

old mice (454) while Rodriguez and colleagues analysed changes in morphology in 

3- and 24-month-old mice (455)). The changes described in Abi3-WT cells could 

thus represent the beginning of more extensive age-related alterations. It would be 

therefore interesting to compared the current dataset to older mice to confirm the 

progression and the extent of these changes. As seen in young animals, Abi3-KO 

mice did not show an increase in GFAP immunoreactivity, despite the stark increase 

in territory overlap. App-KI and double transgenic mice also presented an altered 

distribution of cells across the hippocampus and areas enriched in reactive 

astrocytes. 

Neither Karahan et al. (302) or Ibanez et al. (303) described an increase in 

microgliosis comparable to the one observed in this thesis (regardless of age or AD-

model of choice). Karahan et al. did not asses astrogliosis in the 5XFAD model 

(268), while Ibanez and colleagues reported an increased astrocytic burden in 

healthy animals but not in mice crossed with their TgCRND8 AD model (302). As 

discussed before, these disparities could be due to a combination of different 
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analysis approaches and pathological model employed for the study, placing a 

caveat over the interpretation of published gliosis results in comparison to this 

thesis. 

 

6.2.3.2. Abi3 ablation differently impacts amyloid burden in PFC and 
hippocampus without affecting microglia recruitment around 
plaques 

A second aim of this chapter was the evaluation of whether genetic ablation of Abi3 

affected amyloid deposition. In section 5.2.2 the PFC and hippocampus of 

16-week-old App-KI and App-KI Abi3-KO mice were therefore assessed using the 

6E10 antibody to evaluate the overall plaque burden in these regions.  

It has been shown that adult microglial cells present an increasingly 

pro-inflammatory profile(116,142,146,456), similarly to what is observed in 

astrocytes (452,457). While mice analysed in Chapter 5 are still fairly young, the 

severe gliosis described in the absence of Abi3, in combination with potential 

age-dependant changes (albeit still at early stages) and amyloid deposition, is likely 

to lead to an extremely neuroinflammatory brain microenvironment. This hypothesis 

is now supported by Karahan’s description of a significant upregulation of 

complement system and immune response genes in 8-month-old Abi3-KO males 

crossed with the 5XFAD model, concurrent of increase in secretion of multiple pro-

inflammatory cytokines (302). Likewise, Ibanez et al. recently described upregulation 

of DAM and A1 signature genes in bulk transcriptomic of Abi3-deficient mice 

crossed with the TgCRND8 model (303). However, pro-inflammatory mediators such 

as IL-1, TNF-α and IFN-γ have been shown to alter the synthesis and metabolism of 

App (458–460). Thus, the likely increase in neuroinflammation in the brain of Abi3-

KO mice, in combination to their dystrophic microglial phenotype, led to speculations 

about potential worsening of amyloid deposition in these mice.  

When the App-KI model was first published, Saito et al. described an consistently 

enhanced amyloid deposition in the cortex from 4 to 9 months of age (422). In 

agreement with this report, the PFC of App-KI mice of both sex appeared visually 

much more affected that the hippocampus. However, an extremely exciting finding 

was the unexpected observation of a glaring amelioration of amyloid burden in the 

hippocampus of double transgenic mice, later confirmed by plaques quantification. 

Interestingly, this was not replicated in the PFC. No evident difference from the 
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App-KI strain was visible in this area. It was also noted that females did not appear 

to present an exacerbated amyloidosis, which had been previously described in the 

App-KI strain (422), potentially due to the younger age of the animals analysed in 

this thesis. Notably, recent finding by Ibanez et al. corroborated the observations 

reported in this thesis. Indeed, the authors described a significant decrease in 

amyloid burden in their TgCRND8 model in the absence of Abi3 (303). Conversely, 

Abi3-KO mice crossed with the 5XFAD model showed a drastic exacerbation of 

amyloid pathology (302) 

During the basic characterisation of microgliosis in adult mice described in the 

previous section, numerous microglial clusters of variable size were observed 

across the whole PFC section as well as in the hippocampus of both App-KI and 

App-KI Abi3-KO mice. In the second part of section 5.2.2. plaque-associated 

microgliosis was further investigated to clarify the actual impact of Abi3 ablation on 

microglial recruitment. Previous studies on TREM2-KO mice crossed with the 

5XFAD model showed that reduced microglia translocation to plaques leads to a 

severe increase in amyloid burden (325,326). Interestingly, Satoh and colleagues 

reported elevated ABI3 protein expression in microglia closely associated to amyloid 

plaques in human brain tissue samples (311), which reinforced the idea of a crucial 

role of Abi3 in peri-plaque microgliosis. Two-photon observations described in the 

previous chapter had led to the hypothesis of a reduced ability of Abi3-KO cells to 

detect Aβ and efficiently migrate towards the plaques, with a consequent increase in 

amyloid burden. Indeed, supporting evidence to this theory was recently published 

in the 5XFAD model (302). It was therefore, perhaps, surprising to see that Abi3-

deficient cells surrounded amyloid plaques in equal number to App-KI control. This 

could be explained as a consequence of increased proximity of microglia lacking 

Abi3, which would require them to migrate for shorter distances in order to reach the 

plaques. Wang and colleagues reported a contribution of resident microglia 

proliferation to plaque-associated microgliosis (326), so in the future it could be 

worth exploring this possibility as well, for instance through a Ki67 staining of brain 

sections as in the aforementioned work. It would also be interesting to examine 

phagocytosis of Aβ, either through histological approaches or via two-photon 

imaging. A previous study based on overexpression of human TREM2 in 5XFAD 

mice reported that the observed increase of this marker in peri-plaque microglia 

correlated to an amelioration of the overall amyloidosis (302). Network analysis 

performed in 5XFAD mice also highlighted an enrichment in phagocytosis genes 

after Abi3 ablation (302). Hence, if confirmed in adult App-KI Abi3-KO mice, the 
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increased CD68 immunoreactivity presented by young Abi3-KO mice could relate to 

an increased amyloid clearance in double transgenic animals, which in turn would 

explain the reduced plaque burden observed in the hippocampus. 

 

6.2.3.3. Genetic ablation of Abi3 appear to cause emotional, but not 
cognitive, changes in adult mice 

In 2015, Dagher et al. employed a selective CSF-1R/c-kit inhibitor to cause 

microglial ablation in 3xTg-AD mice. While the treatment did not cause major 

changes in amyloid deposition, the authors reported improved spatial recognition 

(461). Likewise, Spangenberg and colleagues demonstrated an amelioration of 

neuronal and synaptic spine loss – with a consequent improvement in contextual 

memory – in 5XFAD mice, which they ascribed to the considerably reduced 

neuroinflammation in these mice following CSF-1R inhibition (237). These studies 

suggested microglial involvement in synaptic disfunction leading to the cognitive 

alterations observed in AD models. Coherently, in vitro studies showed that 

microglial-secreted soluble factors (such as TNF-α, NO an IL-6) can induce synaptic 

loss (462,463). The same factors were later identified as responsible for 

microglial-dependant induction of A1 phenotype in astrocytes (451). Moreover, 

complement molecules such as C1q and C3, upregulated in mouse models of AD 

(464), have been involved in microglia-mediated synaptic pruning and their genetic 

ablation resulted in a reduction in synaptic loss and amelioration of cognitive deficits 

in AD regardless of the amyloid burden (465,466). Interestingly, genes involved in 

the complement system have been recently shown to be upregulated following Abi3 

depletion in the 5XFAD mice (302). Taken together, these observations supported 

the hypothesis of a potential impairment of synaptic functionality in Abi3-deficient 

mice due to the augmented gliosis described in these mice. 

Indeed, Karahan and colleagues reported reduced LTP in 6-month-old Abi3-KO 

mice crossed with the 5XFAD strain (302). Ibanez et al. described instead a 

significant increase in Synaptophysin protein levels in 3-month-old Abi3-KO mice 

crossed to the TgCRND8 model. A similar (not significant) trend was observed in the 

case of PSD95, while vGlut1 showed a significant reduction, which suggested a 

potentially dysfunctional glutamatergic signalling in these mice (303). In-depth 

analysis of dendritic spines, currently being conducted by another member of our 

group, detected a significant reduction in overall spine density in 6- and 

12-month-old Abi3-KO mice, due to the decreased number of thin spines in these 
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animals. Given that thin spines are particularly dynamic and involved in memory 

formation during synaptic plasticity process (467), the reduction in their number 

could lead to critical alterations in mice behaviour. Preliminary results on 52-week-

old mice also hinted to a potential reduction in Synaptophysin levels in Abi3-KO 

mice compared to Abi3-WT controls (data not shown). While these observations 

represent still very preliminary work and require further validation, they would 

support the hypothesis of an impairment in synaptic plasticity due to the absence of 

Abi3, regardless of additional pathological stimuli. This suggests the need for further 

assessment of synaptic engulfment and remodelling by Abi3-KO microglia. The use 

of conditional Abi3-KO mice should be considered in order to exclude any impact of 

Abi3 ablation in neurons (which have been recently suggested to express Abi3 

(303)), especially in light of previous reports of Abi3 impact on synapse formation 

and morphology in cultured hippocampal neurons (308). 

The impact of Abi3 absence on the emotional and cognitive domain of adult mice 

was described in section 5.2.3. Mice were initially meant to be tested at 6, 9 and 

potentially 12 months of age, in order to evaluate progressive changes due to aging 

and amyloid deposition. However, due to unforeseeable circumstances, the testing 

schedule had to be adjusted and mice were therefore tested at the age of 40 and 50 

weeks of age. For the scope of this thesis, only the first time point was evaluated. 

The first paradigm, the Elevated Plus Maze, was aimed to evaluate mice anxiety-like 

behaviours. This was motivated by the presence of non-cognitive neuropsychiatric 

alterations (such as marked increase, or decrease, of anxiety levels), in a majority of 

AD patients, which is recapitulated by multiple mouse models of AD presenting Aβ 

accumulation in the brain (418). A first observation was that this task confirmed the 

anxiolytic phenotype previously reported in App-KI mice (418,428), that spent more 

time exploring the open arms of the arena. A second, more interesting finding, was 

the identification of altered locomotor activity in the absence of Abi3. While 

Abi3-deficient mice explored the open arms in equal amount as their respective 

Abi3-WT or App-KI controls, they showed an interesting dichotomy when 

considering distance travelled and mean velocity. Healthy Abi3-KO mice were 

shown to move faster and for longer distances than Abi3-WT animals. Instead, 

double transgenic mice presented a slight decrease in activity compared to the App-

KI strain. However, the increased locomotor activity in Abi3-KO mice was not 

associated to an overt increase in open arms exploration. Abi3-KO males 

manifested a reduced latency to the first entry in the open arms compared to sex-

matched controls, while Abi3-KO females appeared to spend more time in the open 
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arms compared to Abi3-WT mice of the same sex, but no significant difference was 

noted. This is particularly interesting in light of previous observations of an influence 

of elevated levels of gliosis – due for instance to traumatic brain injury or local 

overexpression of IL1β – on the induction of an anxiolytic behaviour in mice 

(468,469), which suggested Abi3-deficient mice could have manifested a similar 

phenotype.  

To further evaluate both anxiety levels and locomotor activity, mice were also tested 

in an Open Field arena. During this task, Abi3-deficient mice showed a striking 

reduction in thigmotaxis, spending more time in the centre of the arena compared to 

sex-matched Abi3-WT or App-KI mice. App-KI mice instead presented a reduced 

preference for the centre and showed a reduced locomotor activity, as previously 

reported (428,430), despite a slight increase (not significant) in mean velocity and 

distance travelled in females. Another interesting observation was that the increase 

in thigmotaxis due to mutations in App appeared to affect mice regardless of Abi3 

depletion, so that for instance, double transgenic females were seen entering the 

centre significantly fewer times than sex-matched Abi3-KO mice. A particularly 

obvious sex-dependant difference was also observed in this task, with females 

presenting a marked increase in locomotor activity. The impact on sexual 

dimorphism on behaviour is however particularly difficult to dissect, due to a great 

number of studies focusing solely on male animals to avoid any additional variability 

caused by discrepancies in the estrus stage across females (470). Even studies that 

include both males and females, such as the one by Pervolaraki et al. (428), mostly 

employ females to study social behaviour. Thus, the data reported in this thesis 

represent, to the best of my knowledge, one of the first reports of increased 

locomotion in female wild-type mice in the OF paradigm, while it confirms an 

extremely moderate impact of sex on the behaviour of App-KI mice (422). 

A previous study from Mehla and colleagues reported an impairment in recognition 

memory in the App-KI model at the age of 9 months (417). This would be consistent 

with histological observation of severe gliosis and plaque deposition, with parallel 

loss of synaptic markers, in the brain of these mice (260). Indeed, the presence of 

reactive gliosis and Aβ deposition has been shown to be a key requirement for the 

development of cognitive deficits in the App-KI model (261). In agreement with these 

findings, App-KI mice in this thesis were seen to present a reduced discrimination 

index compared to Abi3-WT animals regardless of sex. No obvious differences were 

instead observed between App-KI and App-KI Abi3-KO mice. While 16-week-old 

mice presented a lighter amyloid burden in their hippocampus, mice of comparable 
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age to those tested in this assay have not been characterised in this thesis, 

preventing speculations regarding potential association between behavioural 

performance and amyloid/gliosis phenotype. An exciting finding was that, at first 

glance, Abi3-KO animals appeared to perform worse than sex-matched Abi3-WT 

controls, despite no significant main effect or interaction between Abi3 and App was 

found during the first repeat of the assay. This would have been in line with findings 

of reduced synaptic plasticity in these mice already at 6 months of age. The 

interpretation of Abi3 impact was however limited by an unexpected innate 

preference for one of the objects during the second repetition of the test, which 

although present in all the strains, was particularly evident in Abi3-KO females, 

preventing any further interpretation of this data. Moreover, multiple mice – 

particularly in the non-AD strains – had to be excluded from the statistical analysis of 

both repeats due to not reaching the minimum 20-second exploration threshold in 

the testing phase, suggesting an increased stress-induced repulsion towards the 

testing objects that had not emerged during their initial pilot assessment. The Abi3-

KO line was particularly affected by this phenomenon, leaving only 10 females to be 

evaluated. For this reason, it is possible that an increase in sample size (for the first 

repeat of the assay, at least), coupled with a more powerful statistical approach as 

discussed in section 5.3, would help clarifying whether the visible reduction in Abi3-

KO mice recognition memory is indeed meaningful and worth of further exploration. 

An intriguing explanation, should the recognition deficit be confirmed, could be the 

contribution of deficits in attentional control. This executive function has been long 

associated to PFC control in collaboration with areas of the parietal cortex (471). 

Therefore, alterations in synaptic functionality in these areas, due to increased 

gliosis and neuroinflammatory stimuli in the absence of Abi3, may cause a decrease 

in spontaneous object recognition regardless of alterations in networks associated 

with memory retention (namely, hippocampus and the perirhinal cortex (432)). 

However, given the absence of observed differences in microgliosis between PFC 

and hippocampus, any recognition memory deficit could also be due to a combined 

alterations of the aforementioned pathways.  

In addition to anxiety, AD patients often present symptoms of depression and lack of 

planning ability (328). For this reason, in the last part of section 5.2.3 mice were 

tested with two final behavioural paradigms – the sucrose preference test and the 

nest building scoring – in order to assess whether Abi3 ablation led to meaningful 

alterations. Unexpectedly, App-KI mice manifested a marked preference towards 

sucrose solution, thus showing reduced anhedonia, while App-KI Abi3-KO animals 
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showed comparable to healthy mice. This could be however explained taking into 

account the increased anxiolytic behaviour manifested by App-KI mice, since 

sucrose preference is known to be reduced in the presence of stress factors (353). 

A more interestingly observation was the striking impairment in nest building shown 

by Abi3-KO mice compared to sex-matched Abi3-WT controls, in particular in males. 

App-KI Abi3-KO males, instead, scored markedly better than App-KI mice of the 

same sex. Finally, as recently reported (420), the quality of the nest built by App-KI 

was extremely poor. Since planning abilities have been ascribed to the control of the 

PFC (435), these findings support the hypothesis of a deficit in executive functions 

in healthy Abi3-KO mice as discussed before. Further work is necessary to fully 

understand the complex interaction between App, Abi3 and sex at the base of the 

apparent amelioration in double transgenic mice. 

 

 

6.3. Conclusions 

The work in this thesis provide novel insights regarding the role of Abi3 in both 

homeostatic and pathological brain environments. This is the first report of major 

alterations in microglia morphology, which should be carefully considered in future 

studies on the Abi3-KO model in order to ensure correct interpretation of 

microgliosis observations. This thesis also provides evidence supporting a severe 

and sustained micro- and astrogliosis in the brain of Abi3-deficient animals starting 

from a young age, which could lead to important repercussion on neuroinflammation 

and synaptic plasticity. Additionally, this is the first report of Abi3-dependant 

alterations in amyloid burden in the APPNL-G-F mouse model of AD, as well as in the 

emotional domain of Abi3-KO animals. Taken together, the findings presented in this 

thesis support the hypothesis of a crucial role of Abi3 in the maintenance of brain 

homeostasis and highlight the necessity for further investigation of Abi3 impact in 

AD in light of future therapeutical applications. 
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6.4. Future work 

While the results of this study provided novel insights of the role of Abi3 both in 

healthy animals and in a mouse model of AD, there is ample room for further 

research on the topic.  

First of all, scRNAseq of microglia and astrocytes derived from young, naïve mice of 

both sexes would provide a sorely needed understanding of the homeostatic role of 

Abi3 in the absence of confounding pathological stimuli. The addition of Abi3F212 

mice in the same experiment would allow an unbiased comparison between Abi3-

deficient and mutant mice. This could in turn support the hypothesis of an 

hypofunctional Abi3 in the presence of the S209F variant, and clarify how closely (if 

at all) Abi3F212 mice resemble Abi3-KO animals. Likewise, a parallel experiment on 

adult mice crossed with the App-KI model would contribute to the current 

understanding on the impact of Abi3 on AD in the still uncharacterised App-KI 

Abi3-KO. These findings could be then compared to the recently published results of 

a similar experiment performed on Abi3-KO mice crossed with the 5XFAD strain 

(268) to gain a broader understanding on how manipulation of Abi3 levels affects 

pathology progression on different disease models. Performing a pseudotime 

analysis on these samples would also allow to discriminate cells based on their 

position along the pseudotime axis and thus clarify disease progression, as 

previously reported in (472). 

The design of future in vitro experiments should be guided by the bioinformatic 

analysis of the scRNAseq datasets. As discussed before, more appropriate cellular 

models should be sought before commencing any additional in vitro work. Of 

particular interest would be the use of iPSCs-derived microglia, which could be 

engineered to either express the F212 variant or no Abi3 at all and then seeded in 

brain organoids prior to testing, to reduce as much as possible bias due to culturing 

conditions (380). These cells could also be employed for the generation of 

human-to-mouse chimeras (448). This approach, while technically challenging, 

currently represents the best alternative to assess human microglial response to 

pathological stimuli. 

The chosen in vitro model(s) could then be used to functionally validate any 

noteworthy finding of the scRNASeq. Likely experiments, based on this thesis as 

well as published information on the Abi3-KO model (302,303), would include 

assessment of chemotaxis and phagocytic activity as well as evaluation of 

proliferation and inflammatory responses. Wherever possible, live imaging 
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approaches should be preferred to detect subtle alterations that may be overlooked 

in end-point assays. A characterisation of WAVE2 and Arp2/3 localisation should 

also be included to confirm the model proposed in section 3.3 to explain the 

phenotype observed in the absence of Abi3.  

Alterations in microglial motility could be also assessed in vivo via two-photon 

microscopy through a laser injury model, which would provide additional information 

regarding the ability of Abi3-deficient cells to efficiently detect CNS insults and 

migrate towards the site of injury. This would in turn complement not just in vitro 

assays, but also the histological analyses of plaque-associated microgliosis.  

Histological characterisation of Abi3-KO mice is far from being completed. Additional 

gliosis assessment in young (8-week-old) and old (24-week-old) mice crossed with 

the App-KI model is required to fully understand the impact of Abi3 loss on reactive 

gliosis in this particular model of AD. It would also be interesting to evaluate CD68 

and DAM signature markers (including Clec7a/Dectin-1 and P2ry12) in adult mice 

both in plaque-associate microglia and in the healthy brain, in particular following the 

identification of a DAM signature in Abi3-KO mice (302,303). The combined use of 

Th-S and 4G8, in addition to already available 6E10 data, would provide increased 

confidence in the quantification of amyloid burden (350), while the use of an 

antibody specific for Aβ oligomers such as the A11 would permit examination of 

potential differences between genotypes closer to the onset of the disease. A more 

detailed characterisation of amyloid plaques morphology should also be performed, 

similar to what has been previously reported in 5XFAD mice crossed with Trem2-KO 

mice (326). These experiments should be supported by molecular evaluation of 

amyloid burden and cytokine secretion through ELISAs or commercially available 

pre-defined panels, which would also allow a potentially interesting comparison 

between App-KI mice and the 5XFAD (302) or the TgCRND8 (303) models. Spatial 

transcriptomic approaches would be extremely useful to distinguish discrepancies in 

gene expression between peri-plaque and distal microglia in Abi3-deficient mice and 

clarify the mechanisms behind the reduced amyloid burden presented by double 

transgenic animals.  

Both recent publications employing Abi3-KO mice reported alterations of synaptic 

functionality in this model (302,303), as discussed before. These observations, in 

addition to the marked increase in gliosis and alteration of Abi3-KO mice behaviour 

described in this thesis, strongly encourage further evaluation of synaptic plasticity. 

Healthy animas of different ages should be assessed in parallel to sex-matched 

App-KI or double transgenic mice to fully evaluate the repercussions of Abi3 
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ablation. This could be done by employing a combination of histological (including 

DiOlistic labelling for in-dept spine morphological assessment), electrophysiology 

approaches and two-photon calcium imaging.  

Finally, the use of a conditional knock-out model would allow to dissect the impact of 

Abi3 when deleted exclusively in microglia and clarify the cell-type specificity of any 

change observed in Abi3-KO mice. Particular care should be taking with the design 

of the knock-out, in order to avoid causing a parallel ablation of Gngt2 to provide full 

confidence in the model. 
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8. Appendices 

  
Appendix 1 

 
 

Appendix 1. Permission to use images from Paxinos et al. Stereotaxic Atlas (346).  A) 

Permission to use 2 tables shown in Methods Figure 2.10. B) Permission to use 1 table 

shown in Methods Figure 2.15. 

 

 

Appendix 2 

The following code was used in Matlab to transform the raw data obtained from the 

two-photon microscope into TIFF files that could be used for downstream analysis. 

The code was developed by Dr. A. Ranson. 

 

% get input of the number of frames per depth and number of depths 
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% load all frames from nth depth and register 
function regZxT() 
  
% Configuration: 
framesPerDepth = 10; 
nCh = 2; 
plotReg = 0; 
boxFilterSize = 10; % filter for spatial smoothing 
downSampledFrameSize = 512; % size to reduce frame to 
voxelSize = [.4,.4,2]; % x y z pixel size in microns 
  
selpaths = {}; 
while true 
    selpaths{end+1} = uigetdir; 
    resp = questdlg('Add another folder?'); 
    if ~strcmp(resp,'Yes') 
        break; 
    end 
end 
  
for iExp = 1:length(selpaths) 
    selpath = selpaths{iExp}; 
    %selpath = 'C:\temp\ministack'; 
    allFiles = dir(fullfile(selpath,'*.tif')); 
    allFiles ={allFiles.name}; 
     
     
    boxFilter = ones(boxFilterSize,boxFilterSize,1,1); 
     
    % load all frames 
    if plotReg ; figure; end; 
     
    % check if already registered 
    % if exist(fullfile(selpath,'registered.mat')) 
    %     resp = questdlg('Registered data exists... reregister?'); 
    % else 
    %     resp = 'Yes'; 
    % end 
     
    resp = 'Yes'; 
     
    if strcmp(resp,'Yes') 
        % then register 
        for iTif = 1:length(allFiles) 
            disp(['Initial alignment 
',num2str(iTif),'/',num2str(length(allFiles))]); 
            tiffFilename = fullfile(selpath,allFiles{iTif}); 
            tiff = Tiff(tiffFilename,'r'); 
            frames = double(img.loadFrames(tiff)); 
            % remove red ch if needed 
            if nCh == 2 
                frames = frames(:,:,1:2:end); 
            end 
             
            numberOfDepths = size(frames,3)/framesPerDepth; 
             
            % calculate frame number for each depth 
            if iTif==1 
                for iDepth = 1:numberOfDepths 
                    startFrame = ((iDepth - 1) * framesPerDepth)+1; 
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                    framesForDepth{iDepth} = 
startFrame:(startFrame+framesPerDepth-1); 
                end 
            end 
             
            % filter with boxFilter 
            frames = convn(frames,boxFilter,'valid'); 
            % downsample image if requested 
            frameSize = size(frames); 
            framePix = 
round(linspace(1,frameSize(1),downSampledFrameSize)); 
            frames = frames(framePix,framePix,:,:); 
            % make space for registered data if it doesn't exist 
            if ~exist('registeredData') 
                registeredData = 
zeros(size(frames,1),size(frames,2),numberOfDepths,length(allFiles))
; 
            end 
            % register frames from each depth to themselves 
            for iDepth = 1:numberOfDepths 
                targetFrame = frames(:,:,framesForDepth{iDepth}(1)); 
                [regFrames, x, y, dx, dy] = 
rapidRegNonPar(frames(:,:,framesForDepth{iDepth}), targetFrame); 
                % check number of frames where there is too much 
movement and 
                % exclude... compare each to the median of the 
others? 
                regFramesMedian   = median(regFrames,3); 
                registeredData(:,:,iDepth,iTif)=regFramesMedian; 
            end 
            tiff.close; 
             
        end 
        save(fullfile(selpath,'registered.mat'),'registeredData'); 
    else 
        disp('Loading already registered data'); 
        load (fullfile(selpath,'registered.mat')); 
    end 
     
    % ================================== 
    % check if already registered 
    % if exist(fullfile(selpath,'registered.mat')) 
    %     resp = questdlg('Registered data exists... reregister?'); 
    % else 
    %     resp = 'Yes'; 
    % end 
     
    % Register tn to t0 
    % Check each z position at each time point for its similarity to 
all z 
    % positions from t0 (after registration) and thus build for each 
z stack a 
    % median z offset (in units of depth) 
     
    % downsample frames for purpose of zalign 
    frameSize = size(registeredData); 
    downFrameSize = 100; 
    registeredDataDown = 
registeredData(round(linspace(1,frameSize(1),downFrameSize)),round(l
inspace(1,frameSize(2),downFrameSize)),:,:); 
    % to measure progress 
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    totalSteps = size(registeredData,4) * size(registeredData,3) * 
size(registeredData,3); 
    currentStep = 1; 
    % to store corr(baseline,tn) 
    similarity = 
zeros(size(registeredData,4),size(registeredData,3),size(registeredD
ata,3)); 
    disp('=== Initial alignment complete==='); 
    for iTimepoint = 1:size(registeredData,4) 
        disp(['Calculating z drift... t = 
',num2str(iTimepoint),'/',num2str(size(registeredData,4))]); 
        for iDepth = 1:size(registeredData,3) 
            for iDepthBaseline = 1:size(registeredData,3) 
                currentStep = currentStep + 1; 
                timepointImage = 
registeredDataDown(:,:,iDepth,iTimepoint); 
                baselineImage  = 
registeredDataDown(:,:,iDepthBaseline,1); 
                [timepointImageReg] = 
rapidRegNonPar(timepointImage,baselineImage); 
                % crop the images 
                %baselineImage = baselineImage(50:150,50:150); 
                %timepointImageReg = 
timepointImageReg(50:150,50:150); 
                similarity(iTimepoint,iDepth,iDepthBaseline) = 
corr(timepointImageReg(:),baselineImage(:)); 
            end 
        end 
    end 
     
    % for each timepoint calculate the best match of each depth to 
the baseline 
    [~,bestMatches] = max(similarity(:,:,:),[],3); 
    % calculate how much each depth is off 
    unMovingMatrix = 
repmat(bestMatches(1,:),[size(registeredData,4),1]); 
    offsetMatrix = bestMatches-unMovingMatrix; 
    offsetMeans = median(offsetMatrix,2); 
    offsetErr = std(offsetMatrix,[],2)/sqrt(size(offsetMatrix,2)); 
    % correct z drift by circ shifting the zstack by these amounts 
    shiftedRegisteredData = zeros(size(registeredData)); 
    for iTimepoint = 1:size(registeredData,4) 
        shiftedRegisteredData(:,:,:,iTimepoint) = 
circshift(registeredData(:,:,:,iTimepoint),offsetMeans(iTimepoint)*1
,3); 
    end 
     
    % remove wraparound of z registration 
    badZ = [abs(min(offsetMeans));abs(max(offsetMeans))]; 
    shiftedRegisteredData = shiftedRegisteredData(:,:,badZ(2)+1:end-
badZ(1),:); 
     
    % xy align every slice in the t=0 zstack to slice above 
    for iDepth = 2:size(shiftedRegisteredData,3) 
        upperImage = shiftedRegisteredData(:,:,iDepth-1,1); 
        lowerImage = shiftedRegisteredData(:,:,iDepth,1); 
        shiftedRegisteredData(:,:,iDepth,iTimepoint) = 
rapidRegNonPar(lowerImage,upperImage); 
    end 
     
    % xy align each timepoint to its starting point 
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    for iDepth = 1:size(shiftedRegisteredData,3) 
        baselineImage = shiftedRegisteredData(:,:,iDepth,1); 
        for iTimepoint = 2:size(registeredData,4) 
            timepointImage = 
shiftedRegisteredData(:,:,iDepth,iTimepoint); 
            [shiftedRegisteredData(:,:,iDepth,iTimepoint)] = 
rapidRegNonPar(timepointImage,baselineImage); 
        end 
    end 
    
save(fullfile(selpath,'registered2.mat'),'shiftedRegisteredData','of
fsetMeans'); 
    figure;errorbar(offsetMeans,offsetErr); 
    xlabel('Timepoint'); 
    ylabel('Offset'); 
     
    %     f2 = squeeze(shiftedRegisteredData(:,:,1,:)); 
    %     data.vids.playVid(f2); 
     
    % add processed data directory 
    mkdir(fullfile(selpath,'processed')); 
    mkdir(fullfile(selpath,'processed','imaris')); 
    selpath = fullfile(selpath,'processed','imaris'); 
     
    % save max intensity projection 
    zOut = squeeze(max(shiftedRegisteredData(:,:,:,:),[],3)); 
    zOut = zOut - min(zOut(:)); 
    maxVal = prctile(zOut(:),99); 
    zOut(zOut(:)>maxVal)=maxVal; 
    zOut = zOut/maxVal; 
    zOut = zOut * 2^15; 
    zOut = uint16(zOut); 
    img.saveFrames(zOut,fullfile(selpath,'max_projection.tif')); 
     
    % save stack with X x Y x t x Z 
    %     zOut = shiftedRegisteredData(:,:,:,:); 
    %     zOut = permute(zOut,[1 2 4 3]); 
    %     zOut = zOut(:,:,:); 
    %     zOut = zOut - min(zOut(:)); 
    %     maxVal = prctile(zOut(:),99); 
    %     zOut(zOut(:)>maxVal)=maxVal; 
    %     zOut = zOut/maxVal; 
    %     zOut = zOut * 2^15; 
    %     zOut = uint16(zOut); 
    %     saveFrames(zOut,fullfile(selpath,'zstackoption1.tif')); 
     
    % save stack with X x Y x Z x t 
    %     zOut = shiftedRegisteredData(:,:,:,:); 
    %     zOut = zOut(:,:,:); 
    %     zOut = zOut - min(zOut(:)); 
    %     maxVal = prctile(zOut(:),99); 
    %     zOut(zOut(:)>maxVal)=maxVal; 
    %     zOut = zOut/maxVal; 
    %     zOut = zOut * 2^15; 
    %     zOut = uint16(zOut); 
    %     saveFrames(zOut,fullfile(selpath,'zstackoption2.tif')); 
     
    % save stack with format expected by imaris 
    zOut = shiftedRegisteredData(:,:,:,:); 
    zOut = zOut - min(zOut(:)); 
    maxVal = prctile(zOut(:),99); 
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    zOut(zOut(:)>maxVal)=maxVal; 
    zOut = zOut/maxVal; 
    zOut = zOut * 2^15; 
    zOut = uint16(zOut); 
    for iT = 1:size(zOut,4) 
        zToSave = squeeze(zOut(:,:,:,iT)); 
        if iT <10 
            outFilename = 
fullfile(selpath,['Stack_C01_T0',num2str(iT),'.tiff']); 
        else 
            outFilename = 
fullfile(selpath,['Stack_C01_T',num2str(iT),'.tiff']); 
        end 
        saveFrames(zToSave,outFilename,voxelSize); 
    end 
    %     data.vids.playVid(zOut); 
    %     % save example zstack from middle of time series 
    %     midtime = round(size(shiftedRegisteredData,4)/2); 
    %     zOut = (squeeze(shiftedRegisteredData(:,:,:,midtime))); 
    %     zOut = zOut - min(zOut(:)); 
    %     maxVal = prctile(zOut(:),99); 
    %     zOut(zOut(:)>maxVal)=maxVal; 
    %     zOut = zOut/maxVal; 
    %     zOut = zOut * 2^15; 
    %     zOut = uint16(zOut); 
    %     img.saveFrames(zOut,fullfile(selpath,'XxYxZ.tif'),1); 
    %     % save example time series from middle of z stack 
    %     egZ = round(linspace(1,size(shiftedRegisteredData,3),5)); 
    %     for z = egZ 
    %         disp(['Saving timeseries ',num2str(z)]); 
    %         zOut = (squeeze(shiftedRegisteredData(:,:,z,:))); 
    %         zOut = zOut - min(zOut(:)); 
    %         maxVal = prctile(zOut(:),99); 
    %         zOut(zOut(:)>maxVal)=maxVal; 
    %         zOut = zOut/maxVal; 
    %         zOut = zOut * 2^15; 
    %         zOut = uint16(zOut); 
    %         
img.saveFrames(zOut,fullfile(selpath,['XxYxT_z',num2str(z),'.tif']),
1); 
    %     end 
end 
end 
  
function [regMovie, x, y, dx, dy, target] = rapidRegNonPar(movie, 
target, varargin) 
% rapidReg Movie frame registration to a target frame using 
parallelisation 
% and array vectorisation for efficiency 
% 
%   [REG, X, Y, DX, DY, TARGET] = rapidReg(MOVIE, TARGET,...) 
register 
%   MOVIE (an (X,Y,T) array) to TARGET (either the target image 
frame (X,Y) 
%   or 'auto', to find one automatically). Returns the registered 
movie, REG, 
%   the x and y coordinates of the registered movies pixels relative 
to the 
%   target (useful for when clipping is used), the translations 
required to 
%   register each frame, DX and DY, and TAGRET, the target frame. 
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%   Optionally takes, 'noparallel', meaning use single-threaded 
codepath 
%   instead of parallel, and 'clip', meaning clip the output image 
to keep 
%   only pixels that have valid info at all times (i.e. haven't 
translated 
%   outside target). 
  
% 2013-07   CB created (heavily plagiarised from Mario Dipoppa's 
code) 
% 2014-10   AR modified to use less memory.  This version doesn't 
perform 
% the translation on the video, it just returns coordinates of 
translation 
% required.  It does do the translation on a small subset of frames 
in 
% order to return a reference image. 
  
[h, w, nFrames] = size(movie); 
  
%% Setup 
%convert movie data to an appropriate floating point type if 
necessary 
dataType = class(movie); 
switch dataType 
    case {'int8' 'int16' 'uint8' 'uint16' 'int32' 'uint32'} 
        %convert all integer types up to 32-bits to single 
        movie = single(movie); 
        origTypeFun = str2func(dataType); 
    case {'int64'  'uint64'} 
        %convert 64-bit integer types to double 
        movie = double(movie); 
        origTypeFun = str2func(dataType); 
    case {'single' 'double'} 
        %no conversion 
        origTypeFun = @identity; 
    otherwise 
        error('''%s'' is not a recognised data type', dataType); 
end 
  
%create a Gaussian filter for filtering frames 
hGauss = 1;%fspecial('gaussian', [5 5], 3); 
%look for flag on whether to use parallel codepath 
% if any(cell2mat(strfind(varargin, 'nopar')) == 1) 
%   parallel = false; 
% else 
%   parallel = true; 
% end 
parallel = false; 
if length(varargin)>0 
    for iArg = 1:2:length(varargin) 
        argNames(ceil(iArg/2)) = varargin(iArg); 
        argVales(ceil(iArg/2)) = varargin(iArg+1); 
    end 
else 
    argNames = []; 
    argVales = []; 
end 
  
if ismember('filter',lower(argNames)) 
    [~,idx] = ismember('filter',argNames); 
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    pair = cell2mat(argVales(idx)); 
    hGauss = pair; 
end 
  
if strcmpi(target, 'auto') 
    %% Compute the best target frame 
    %first compute a smoothed mean of each frame 
    meanF = smooth(mean(reshape(movie, h*w, nFrames))); 
    %now look in the middle third of the image frames for the 
minimum 
    fromFrame = round(nFrames*1/3); 
    toFrame = round(nFrames*2/3); 
    [~, idx] = min(meanF(fromFrame:toFrame)); 
    minFrame = fromFrame + idx; 
    %Gaussian filter the target image 
    target = imfilter(movie(:,:,minFrame), hGauss, 'same', 
'replicate'); 
    % AR added display output of which frame number is being used as 
target 
    disp(['target frame is ',num2str(minFrame),'..']); 
end 
  
ftTarget = fft2(target); 
  
%% Fourier transform the movie frames, unfiltered and filtered 
ftMovie = fft2(movie); 
movie = imfilter(movie, hGauss, 'same', 'replicate'); 
  
%% Compute required displacement and register each frame 
dx = zeros(1, nFrames); 
dy = zeros(1, nFrames); 
nr = ifftshift((-fix(h/2):ceil(h/2) - 1)); 
nc = ifftshift((-fix(w/2):ceil(w/2) - 1)); 
[nc, nr] = meshgrid(nc, nr); 
regMovie = zeros(h, w, nFrames, class(movie)); 
  
  
%% Register sequentially 
for t = 1:nFrames 
    %find the best registration translation 
    currentFrame = fft2(movie(:,:,t)); 
    output = dftregistration(fft2(target), currentFrame, 20); 
    dx(t) = output(4); 
    dy(t) = output(3); 
    %translate the original (i.e. unfiltered) frame 
    ftRegFrame = ftMovie(:,:,t).*exp(sqrt(-1)*2*pi*(-dy(t)*nr/h - 
dx(t)*nc/w)); 
    regMovie(:,:,t) = abs(ifft2(ftRegFrame)); 
end 
  
% %% If requested, clip the frames to the maximum fully valid region 
% if any(cell2mat(strfind(varargin, 'clip')) == 1) 
%   disp('clipping..'); 
%   dxMax = max(0, ceil(max(dx))); 
%   dxMin = min(0, floor(min(dx))); 
%   dyMax = max(0, ceil(max(dy))); 
%   dyMin = min(0, floor(min(dy))); 
%   x = (1 + dxMax):(h + dxMin); 
%   y = (1 + dyMax):(h + dyMin); 
%   regMovie = regMovie(y,x,:); 
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% else 
x = 1:w; 
y = 1:h; 
% end 
  
% regMovie = []; 
end 
  
function saveFrames(movie, fn, voxelSize) 
%UNTITLED Summary of this function goes here 
% 
  
tiff = Tiff(fn, 'w'); 
  
[w, h, nFrames] = size(movie); 
  
switch class(movie) 
    %TODO: implement more cases as needed 
    case 'uint16' 
        bits = 16; 
        format = 1; 
    otherwise 
        error('Unknown data type (''%s'') for infering bits per 
sample', class(movie)); 
end 
  
tag.ImageWidth = w; 
tag.ImageLength = h; 
tag.SampleFormat = format; 
tag.Photometric = Tiff.Photometric.MinIsBlack; 
tag.BitsPerSample = bits; 
tag.SamplesPerPixel = 1; %only luminance 
tag.RowsPerStrip = 64; 
tag.PlanarConfiguration = Tiff.PlanarConfiguration.Chunky; 
tag.Compression = Tiff.Compression.Deflate; 
tag.Software = 'MATLAB'; 
tag.XResolution = voxelSize(1); 
tag.YResolution = voxelSize(3); 
  
digitCount = 0; 
for t = 1:nFrames 
    fprintf([repmat('\b', 1, digitCount) '%i'], t); 
    digitCount = length(num2str(t)); 
     
    setTag(tiff, tag); 
    write(tiff, movie(:,:,t)); 
    if t < nFrames 
        writeDirectory(tiff); 
    end 
end 
fprintf(repmat('\b', 1, digitCount)); 
close(tiff); 
  
end 
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Appendix 3 

Appendix 3. Representative videos of two-photon imaging dataset. Video 3A, 
Abi3-WT. Video 3B, Abi3-KO. 

 

Appendix 4 

 

Appendix 4. Raw data from the pilot assessment of the objects used for the NOR task. 
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