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Summary

The aim of this project has been to investigate into the representation theory of the bosonic
ghost vertex algebra and to construct a quantum group with an equivalent category of modules.

The bosonic ghost vertex algebra violates many properties of other vertex algebras which
simplify the representation theory and this means one cannot directly apply many of the methods
commonly used in these simpler cases. A key component in many of the methods employed is
the screening operator. The vertex algebra itself is the kernel of the screening operator acting on
a lattice vertex algebra. The module containing the screening operator characterises a Nichols
algebra which is crucial in the construction of the corresponding quantum group.

An equivalence of representation theory is with respect to a certain level of structure. The
consensus is that a sensible choice of module category for vertex algebras should admit a
braided tensor structure. We realised that the notion of a dual module vertex algebras possess
leads to a generalised duality called Grothendieck-Verdier structure on the module category.
Therefore we construct the equivalence at the level of ribbon Grothendieck-Verdier structure, a
braided monoidal category with a twist and Grothendieck-Verdier dual.

We develop a rigorous framework for constructing functors from a given category to a
vertex algebra module category. We work through all the details of an equivalence for lattice
vertex algebras and the bosonic ghost vertex algebra with their Hopf algebra counterparts.

Finally, we construct the candidate quantum group and prove the ribbon Grothendieck-
Verdier equivalence to the bosonic ghost vertex algebra, up to one equation involving inter-
twining operators. A more general equivalence between vertex algebras which are the kernel
of screenings and quantum groups constructed from the corresponding Nichols algebra is still
conjectural but more evidence and tools are now available.
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“I ain’t afraid of no ghost”
— Ray Parker Jr., Ghostbusters
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Chapter 1

Introduction

“Human sacrifice. Dogs and cats living together. Mass hysteria.”
— Peter Venkman (Bill Murray), Ghostbusters

Context and History

Vertex algebras and quantum groups were both introduced in the 1980s, motivated by the study
of the representation theory of infinite-dimensional Lie algebras. They have both mathematical
and physical motivation, with deep connections to number theory, group theory, differential
equations, topology, conformal field theory, integrable systems, statistical mechanics, string
theory and quantum gravity. Many connections between vertex algebras and quantum groups
have been explored, one direction of which is a connection between the representation theories
of vertex algebras associated to affine Lie algebras, and quantum groups at roots of unity. This
connection is known as Kazhdan-Lusztig correspondence and in this thesis we will investigate
a similar equivalence between the bosonic ghost vertex algebra and a quantum group of 𝔤𝔩2, at
the primitive fourth root of unity.

Representations and Category Theory

Many algebraic structures, including vertex algebras and quantum groups, possess a notion of
action on a vector space, in which elements of the algebra act as linear maps. The study of
these actions is called representation theory and the vector spaces themselves are referred to as
modules. Instead of focussing on the details of the action on the modules, one can label each
module and shift focus to maps between the modules which are compatible with the action,
called morphisms. Packaging the representation theoretic data in this way yields a category,
where the objects are modules and the arrows are morphisms.
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Tensor Categories

Categories can possess additional structure such as a tensor product, which is a binary operation
on the objects. Then they can be equipped with braiding and associativity morphisms which
enforce a form of commutativity and associativity on the tensor product operation. A category
equipped with these structures is called a braided monoidal category, as it parallels the axioms
of a monoid. A rigid category is one which possesses a duality structure paralleling the one
present in finite dimensional vector spaces. If the category also possesses a twist, then it is
called ribbon.

Grothendieck-Verdier Categories

If the category lacks rigidity, it can still possess the more general notion of Grothendieck-Verdier
structure. Grothendieck-Verdier structure depends on a specific choice of dualising object, and
rigid categories are Grothendieck-Verdier with the tensor unit as the dualising object. If, in
addition, the category is braided monoidal category with a twist, this leads to the notion of
ribbon Grothendieck-Verdier categories. Categories can be mapped to other categories, and
therefore compared, using functors. Two categories can be equivalent in a way which respects
all, or none, of this additional structure.

Hopf Algebras

We will focus on two types of algebraic structures in this thesis. First we will introduce
Hopf algebras, whose structure parallels that of a rigid monoidal category. Hopf algebras
are constructed from a vector space and several linear maps. They act on vector spaces by
multiplication, and their linear maps allow one to directly construct the tensor product and
the other structure maps of a rigid monoidal category. Hopf algebras can further be equipped
with a distinguished element that directly constructs the braiding, and another constructing the
twist. This yields a ribbon category. Later in this thesis, we will encounter a specific type of
Hopf algebra called a quantum group, whose structure parallels that of the universal enveloping
algebra of a Lie algebra (in our case 𝔤𝔩2).

Vertex Algebras

By contrast to Hopf algebras, vertex algebras do not, in general, parallel a specific categorical
structure. Instead they consist of power series whose coefficients are endomorphisms of some
vector space. Sometimes, the commutation rules for these endomorphisms give known infinite
dimensional Lie algebras, which makes the vertex algebras easier to study. These power series
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are called fields and obey a certain set of axioms, which can be motivated by conformal field
theory.

Huang-Lepowsky-Zhang Tensor Categories

Vertex algebras can also be thought of as generalisations of commutative rings and in this sense
they have a analogous notion of modules, or an action on a vector space. Vertex algebras act
on vector spaces through power series whose coefficients are endomorphisms of the module,
satisfying a modified version of the vertex algebra axioms, and under a certain set of sufficient
conditions, they produce braided tensor categories. However, rigidity is significantly more rare
for vertex algebras and instead they possess the more general structure of Grothendieck-Verdier
duality. This leads to the notion of ribbon Grothendieck-Verdier categories as the natural
representation theory of vertex algebras. Fortunately, we can equip Hopf algebras with ribbon
Grothendieck-Verdier structure as well, and therefore we can compare vertex algebra and Hopf
algebra module categories at this level.

Functors Involving Vertex Operator Algebra Module Categories

The goal of this thesis is to construct a quantum group with equivalent representation theory
(as ribbon Grothendieck-Verdier categories) to the bosonic ghost vertex algebra. In order to do
this, we develop a framework for studying functors from braided monoidal categories to vertex
algebra module categories, with further conditions for when the functor is an equivalence and
in particular when it is a ribbon Grothendieck-Verdier equivalence. We also prove that, under
certain conditions, the functor only needs to be defined on a subcategory (projective modules)
and can then be uniquely extended to the whole module category.

The Free Boson in Three Guises

We apply our framework for equivalences with vertex algebra module categories to the example
of the free boson, or lattice vertex algebra. We study the lattice vertex algebra structure in
detail, for any kind of lattice, and construct a ‘lattice Hopf algebra’ which we prove has ribbon
Grothendieck-Verdier equivalent representation theory to the free boson. We also see that these
categories are equivalent to a category of graded vector spaces.

Bosonic Ghosts

Most well-studied vertex algebras obey finiteness conditions, such as rationality and 𝐶2-
cofiniteness. The bosonic ghosts violate these conditions, but we show that it still exhibits
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many desirable features in its representation theory. We provide an extensive investigation into
the representation theory of the bosonic ghost vertex algebra, classifying all the modules, com-
pute the tensor products and prove that our choice of module category is in fact rigid braided
monoidal. A major tool we use in this process is the free field representation, by which we
embed the bosonic ghosts into a lattice vertex algebra. To recover the bosonic ghosts one takes
the kernel of a screening operator acting on the lattice vertex algebra. Among other things, this
screening operator can be used to twist the vertex algebra action on a sum of modules to yield a
new module. This module is the projective cover of the vacuum module (the vertex algebra as
a module over itself) and the construction from the free field realisation gives insight into the
explicit structure of the module, which assists in proving facts about the module itself and aids
in classifying the indecomposable modules.

Quantum Enveloping Algebras of 𝔤𝔩2

We construct the candidate quantum group for our equivalence with the bosonic ghosts. As
quantum groups’ structure parallels that of the universal enveloping algebra of Lie algebras,
we begin by defining the quantum Cartan subalgebra, which is exactly the lattice Hopf algebra
corresponding to the free field realisation of the bosonic ghosts. The screening operator is
associated to a particular lattice vertex algebra module, which we use to generate a Hopf
algebra that becomes the analogues of the positive and negative root spaces of the quantum
group. We prove that the representation theory of the quantum group yields a category of
Yetter-Drinfeld modules over graded vector spaces. These are modules over the quantum
Cartan subalgebra, equipped with an action and coaction which satisfy a certain compatibility
condition. This condition ensures that the category of Yetter-Drinfeld modules is equivalent to
the categorical analogue of a center for modules over the Cartan subalgebra. It is also integral
in providing the category of Yetter-Drinfeld modules with a braiding morphism.

The Equivalence

We use our framework to compare the representation theory of the quantum group to the bosonic
ghosts. We classify the simple and projective modules of the quantum group, and their braiding,
twist and associators. Using the restriction to projective modules, we prove the equivalence as
abelian categories. We use the tensor product structure of both categories to construct a minimal
set of data which need to agree for the categories to be ribbon Grothendieck-Verdier equivalent.
Using this minimal set, we condense the conditions for the functor to be an equivalence down
to one equation involving products and iterates of vertex algebraic intertwining operators.
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Appendices

In Appendices A to C we give a brief overview of some of the mathematical definitions and
results referred to throughout the thesis. In Appendix D we give the full proof of Theorem 6.3.2.
In Appendix E we outline how we came to the construction of the quantum group which
yields equivalent representation theory to the bosonic ghosts. In Appendix F we outline some
potentially useful calculations for proving Conjecture 11.4.2.

Future Direction

The quantum groups we define depend on a parameter 𝑞 which we take to be a 2𝑝th root of
unity. The bosonic ghosts are also part of a family of vertex algebras called the B𝑝 algebras.
We consider the 𝑝 = 2 case, but connections between these two families may be an interesting
direction for exploration. Similarly, we investigate an equivalence fo the half-unrolled quantum
group. We expect that the other stages of unrolling, yield equivalent representation theory
to vertex algebras resembling the singlet and triplet vertex algebras. A natural extension of
both these directions is the development of a general theory regarding equivalences between
vertex algebras which are kernels of screening operators, and quantum groups at roots of unity
constructed from Nichols algebras of screenings.
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Chapter 2

Tensor Categories

“Tenser, said the Tensor. Tension, apprehension, and dissension have begun.”
— Alfred Bester, The Demolished Man

Recall that a monoid is a set with an associative multiplication and a multiplicative unit.
Monoidal (or tensor) categories, are the categorification of this notion. That is, one replaces
equalities and bĳections between sets with natural isomorphisms and equivalences between cat-
egories. Monoidal categories provide a unifying framework which connects the representation
theory of varied algebraic structures, as well as having numerous applications to fields such as
knot theory and number theory. We will introduce additional structure in the form of braidings
and twists to refine the notion of a monoidal category to encompass the features which arise in
the categories of representations of vertex and Hopf algebras. For more in depth exposition on
tensor categories see [1, 2]. For some basic definitions and results on category theory used in
this thesis, see Appendix A.

2.1 Monoidal structure

Definition 2.1.1. A monoidal category (𝒞,⊗, 𝐴,1, 𝑙, 𝑟) is a category 𝒞, equipped with the
following data and conditions.

• Tensor product bifunctor ⊗ : 𝒞×𝒞→𝒞,

• Associativity isomorphisms 𝐴M,N,P : M⊗ (N⊗P) → (M⊗N) ⊗P,

• Unit object 1, and unit isomorphisms 𝑙M : 1⊗M→M, 𝑟M : M⊗ 1→M,

• Each of the isomorphisms above are natural and the following diagrams must commute,
for M,N,P,Q ∈𝒞 (these commutative diagrams are known as the pentagon and triangle
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axioms).

M⊗ (N⊗ (P⊗Q)) (M⊗N) ⊗ (P⊗Q) ((M⊗N) ⊗P) ⊗Q

M⊗ ((N⊗P) ⊗Q) (M⊗ (N⊗P)) ⊗Q

𝐴M,N,P⊗Q

idM⊗𝐴N,P,Q

𝐴M⊗N,P,Q

𝐴M,N⊗P,Q

𝐴M,N,P⊗idQ

(2.1.1)

M⊗ (1⊗N) (M⊗ 1) ⊗N

M⊗N

𝐴M,1,N

idM⊗𝑙N 𝑟M⊗idN
(2.1.2)

The pentagon and triangle axioms have been shown to be sufficient requirements for any di-
agrams, that relate tensor products using associativity and unit isomorphisms, to commute (Mac
Lane’s coherence theorem) [3][VII.2]. That is, that any natural transformations constructed
from 𝐴, 𝑙 and 𝑟 between any two functors constructed from −⊗− and 1 are equal.

Often, we will just write 𝒞 to denote the monoidal category (𝒞,⊗, 𝐴,1, 𝑙, 𝑟).
Now we define monoidal functors, which are the categorification of morphisms between

monoids.

Definition 2.1.2. Let 𝒞 and 𝒟 be monoidal categories. Then a monoidal functor from 𝒞 to
𝒟 is defined by the following data and conditions.

• A functor 𝐹 : 𝒞→𝒟,

• An isomorphism 𝐹0 : 1𝒟→ 𝐹 (1𝒞),

• A natural isomorphism 𝐹𝑇 : ⊗𝒟 ◦ (𝐹 ×𝐹) → 𝐹 ◦⊗𝒞.

• The following diagrams must commute, for M, N, P ∈ 𝒞.

1𝒟 ⊗ 𝐹 (M) 𝐹 (M)

𝐹 (1𝒞) ⊗ 𝐹 (M) 𝐹 (1𝒞 ⊗M)

𝑙𝐹 (M)

𝐹0⊗id𝐹 (M) 𝐹 (𝑙M)−1

𝐹𝑇
1
𝒞
,M

𝐹 (M) ⊗ 1𝒟 𝐹 (M)

𝐹 (M) ⊗ 𝐹 (1𝒞) 𝐹 (M⊗ 1𝒞)

𝑟𝐹 (M)

id𝐹 (M) ⊗𝐹0 𝐹 (𝑟M)−1

𝐹𝑇
M,1

𝒞

(2.1.3)
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𝐹 (M) ⊗ (𝐹 (N) ⊗ 𝐹 (P)) (𝐹 (M) ⊗ 𝐹 (N)) ⊗ 𝐹 (P)

𝐹 (M) ⊗ 𝐹 (N⊗P) 𝐹 (M⊗N) ⊗ 𝐹 (P)

𝐹 (M⊗ (N⊗P)) 𝐹 ((M⊗N) ⊗P)

𝐴𝐹 (M) ,𝐹 (N) ,𝐹 (P)

id𝐹 (M) ⊗𝐹𝑇
N,P

𝐹𝑇
M,N
⊗id𝐹 (P)

𝐹𝑇
M,N⊗P 𝐹𝑇

M⊗N,P

𝐹 (𝐴M,N,P)

(2.1.4)

Definition 2.1.3. If the functors defining an equivalence of categories are monoidal, we call
this a monoidal equivalence.

2.2 Braided monoidal structure

Similarly, we can categorify the definition of a commutative monoid, by replacing commuta-
tivity with a natural isomorphism called the braiding.

Definition 2.2.1. A braided monoidal category (𝒞,⊗, 𝐴,1, 𝑙, 𝑟, 𝑐) is a monoidal category 𝒞,
equipped with the following data and conditions.

• Braiding isomorphisms 𝑐M,N : M⊗N→N⊗M,

• The braiding isomomorphism is natural and the following diagrams commute, for
M,N,P ∈ 𝒞 (Hexagon axioms).

(M⊗N) ⊗P P⊗ (M⊗N)

M⊗ (N⊗P) (P⊗M) ⊗N

M⊗ (P⊗N) (M⊗P) ⊗N

𝑐M⊗N,P

𝐴P,M,N𝐴M,N,P

idM⊗𝑐N,P

𝐴M,P,N

𝑐M,P⊗idN
(2.2.1)

M⊗ (N⊗P) (N⊗P) ⊗M

(M⊗N) ⊗P N⊗ (P⊗M)

(N⊗M) ⊗P N⊗ (M⊗P)

𝑐M,N⊗P

𝐴−1
N,P,M

𝐴−1
M,N,P

𝑐M,N⊗idP
𝐴−1
N,M,P

idN⊗𝑐M,P

(2.2.2)

Now we define braided monoidal functors, which are the categorification of morphisms
between monoids that also respect the braided structure.
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Definition 2.2.2. Let 𝒞 and 𝒟 be braided monoidal categories. Then a braided monoidal
functor from 𝒞 to 𝒟 is a monoidal functor satisfying the following additional commutative
diagram.

𝐹 (M) ⊗ 𝐹 (N) 𝐹 (N) ⊗ 𝐹 (M)

𝐹 (M⊗N) 𝐹 (N⊗M)

𝑐𝐹 (M) ,𝐹 (N)

𝐹𝑇
M,N

𝐹𝑇
N,M

𝐹 (𝑐M,N)
(2.2.3)

Definition 2.2.3. If the functors defining an equivalence of categories are braided monoidal,
we call this a braided monoidal equivalence.

2.3 Categories of vector spaces graded by abelian groups

Definition 2.3.1. Let Vect𝐺 denote the category of finite dimensional complex vector spaces
graded by an abelian group 𝐺, whose morphisms are all grade preserving linear maps. This
category is semisimple with the isomorphism classes of simple objects represented by the one
dimensional vector spaces C𝑔 which are C at grade 𝑔 ∈ 𝐺 and trivial at other grades.

Note that if 𝐺 is not finite, then objects in Vect𝐺 will have only finitely many non-trivial
homogenous spaces. We define a tensor product bifunctor on Vect𝐺 by asserting

(M⊗N)𝑔 =
⊕
ℎ∈𝐺

M𝑔−ℎ ⊗CNℎ, 𝑔 ∈ 𝐺, M,N ∈ Vect𝐺 , (2.3.1)

where ⊗C is the tensor product of complex vectors spaces and having the tensor product of
morphisms be that of linear maps. Further the unit morphisms of vector spaces then also define
unit morphisms for the tensor functor ⊗ on Vect𝐺 . The associativity and braiding isomorphisms
can then be defined on tensor products of the simple objects C𝑔 to be scalar multiplies of the
vector space associator and tensor flip respectively. We shall denote these scalar multiples as
𝐹 and Ω, and they form a normalised abelian 3-cocycle which we shall define below.

Definition 2.3.2. Let 𝐺 be an abelian group. A normalised abelian 3-cocycle (𝐹,Ω) is a pair
of maps 𝐹 :𝐺 ×𝐺 ×𝐺→ C× and Ω :𝐺 ×𝐺→ C× characterised by the following relations, for
𝑔, ℎ, 𝑘, 𝑙 ∈ 𝐺.

𝐹 (𝑔 + ℎ, 𝑘, 𝑙)𝐹 (𝑔, ℎ, 𝑘 + 𝑙) = 𝐹 (𝑔, ℎ, 𝑘)𝐹 (𝑔, ℎ+ 𝑘, 𝑙)𝐹 (ℎ, 𝑘, 𝑙),

𝐹 (ℎ, 𝑘, 𝑔)−1Ω(𝑔, ℎ+ 𝑘)𝐹 (𝑔, ℎ, 𝑘)−1 = Ω(𝑔, 𝑘)𝐹 (ℎ,𝑔, 𝑘)−1Ω(𝑔, ℎ),

𝐹 (𝑘, 𝑔, ℎ)Ω(𝑔 + ℎ, 𝑘)𝐹 (𝑔, ℎ, 𝑘) = Ω(𝑔, 𝑘)𝐹 (𝑔, 𝑘, ℎ)Ω(ℎ, 𝑘), (2.3.2)
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and additionally requiring that both maps evaluate to 1 ∈ C× if any argument is 0 ∈𝐺. Inequiva-
lent associativity and braiding structures are parametrised by the cohomology classes of the third
abelian group cohomology 𝐻3

ab(𝐺,C
×). The cohomology classes 𝜔 = [(𝐹,Ω)] ∈ 𝐻3

ab(𝐺,C
×)

are uniquely characterised by their trace (tr𝜔) (𝑔) = Ω(𝑔,𝑔) = 𝑞(𝑔), which yields a quadratic
form 𝑞 : 𝐺→ C×.

Theorem 2.3.3 (Eilenberg and MacLane [4], Joyal and Street [2]). Let 𝐺 be an abelian group
and Vect𝐺 the category of finite dimensional 𝐺 graded complex vector spaces with tensor
functor and unit isomorphisms defined above. Then the braiding and associativity morphisms
on Vect𝐺 are in bĳection with normalised abelian 3-cocycles (𝐹,Ω).

Due to the above theorem, we denote by Vect𝑞
𝐺

the equivalence class of braided tensor cat-
egories with structure characterised by 𝑞, and by Vect(𝐹,Ω)

𝐺
the specific representative category

whose associativity and braiding structures corresponds to the abelian 3-cocycle (𝐹,Ω). The
only nontrivial datum for the equivalence functor is the natural isomorphism 𝐹𝑇 .

Remark. Two elements (𝐹,Ω) and (𝐹 ′,Ω′) of the same cohomology class 𝜔 are multiples
of each other, by a coboundary 𝑑𝑓 = (𝑑𝑓1, 𝑑𝑓2). That is, (𝐹 ′,Ω′) = (𝐹𝑑𝑓1,Ω𝑑𝑓2). Given a
2-cochain 𝑓 : 𝐺 ×𝐺→ C×, the corresponding coboundary is given by

𝑑𝑓 (𝑔, ℎ, 𝑘) = ( 𝑓 (ℎ, 𝑘) 𝑓 (ℎ,𝑔 + 𝑘)−1 𝑓 (𝑔, ℎ+ 𝑘) 𝑓 (𝑔, 𝑘)−1, 𝑓 (𝑔, ℎ) 𝑓 (ℎ,𝑔)−1). (2.3.3)

2.4 Rigidity

Rigidity is a categorical generalisation of the duality structure of finite dimensional vector
spaces. There are notions of left and right dual, but here we shall only consider the case where
there is a braiding, and therefore the existence of the left dual guarantees the existence of the
right dual.

Definition 2.4.1. An object M in a monoidal category is (left) rigid if there exists an object
M∨ (called a tensor dual of M) and two morphisms 𝑒M : M∨�M→ 1 and 𝑖M : 1→M�M∨,
respectively, called evaluation and coevaluation, such that the compositions

M � 1⊗M 𝑖M⊗1−→
(
M⊗M∨

)
⊗M 𝐴−1
−→M⊗

(
M∨ ⊗M

) 1⊗𝑒M−→ M⊗ 1 �M, (2.4.1a)

M∨ �M∨ ⊗ 1
1⊗𝑖M−→ M∨ ⊗

(
M⊗M∨

) 𝐴−→
(
M∨ ⊗M

)
⊗M∨ 𝑒M⊗1−→ 1⊗M∨ �M∨, (2.4.1b)

yield the identity maps idM and idM∨ , respectively. If it exists, the tensor dual is unique [1,
Proposition 2.10.4]. Further, a category is called (left) rigid if every object is (left) rigid.
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Lemma 2.4.2. A left rigid category with a braiding is rigid [2, Propisition 7.2].

Consider the case of a finite dimensional vector space 𝑉 over a field k, with basis {𝑣𝑛}. Let
the dual 𝑉∨ = 𝑉∗ have basis {𝑣𝑛}. Here, the tensor unit is the field k and the evaluation and
coevaluation are given by

𝑒 : 𝑣𝑛 ⊗ 𝑣𝑚→ 𝑣𝑛 (𝑣𝑚) = 𝛿𝑛𝑚, 𝑖(1) =
∑︁
𝑛

𝑣𝑛 ⊗ 𝑣𝑛. (2.4.2)

Note that the expression for 𝑖(1) does not depend on the choice of basis.

Proposition 2.4.3. Let𝒞 be a rigid abelian category. Then we have the following consequences.

• The rigid dual (−)∨ is an antiequivalence [5][Exercise 2.1.7].

• The tensor product bifunctor ⊗ : 𝒞×𝒞→𝒞 is exact in both factors (biexact) [5][2.1.8].

• Projective modules in 𝒞 form a tensor ideal (a subcategory which is closed under taking
the tensor product with any object in 𝒞) [1][4.2.12].

2.5 Ribbon structure

Just as rigidity generalises the duality structure of finite dimensional vector spaces, we can take
this a step further and include a functorial isomorphism

Definition 2.5.1. Let 𝒞 be a braided monoidal category with braiding 𝑐, then the identity
functor with monoidal structure given by the double braiding 𝐽𝒞 = (id𝒞, id1, 𝑐 ◦ 𝑐) is a braided
monoidal auto-equivalence called the Joyal-Street equivalence. A twist on a braided monoidal
category is a monoidal isomorphism 𝜃 : id𝒞→ 𝐽𝒞. Explicitly, this means that the twist 𝜃 obeys

𝜃1 = id1, and 𝜃𝑋 ⊗𝑌 = 𝑐𝑌 ,𝑋 ◦ 𝑐𝑋,𝑌 ◦ (𝜃𝑋 ⊗ 𝜃𝑌 ). (2.5.1)

We refer to the choice of isomorphisms 𝜃 as a ribbon structure, and we call a rigid monoidal
category with a family of twists a ribbon category if the twist satisfies

(𝜃𝑋 )∨ = 𝜃𝑋∨ . (2.5.2)



13

Chapter 3

Grothendieck-Verdier Categories

“One should never try to prove anything that is not almost obvious.”
— Alexander Grothendieck

3.1 Definitions

Duality, in particular, in the form of rigidity, plays an important role in quantum topology, a sub-
ject intimately linked to vertex algebras and their representation categories. The tensor product
of a rigid abelian tensor category is necessarily exact. In general, this can not be expected to be
true for representation categories of vertex algebras, which are monoidal categories. Rigidity
is a property; it is actually a special case of a more general duality structure. Categories with
such a structure are called ∗-autonomous categories [6] or, more recently, Grothendieck-Verdier
categories [7–9]. We will see that this duality structure is indeed very naturally realised on
vertex operator algebra module categories to which the Huang-Lepowsky-Zhang tensor product
theory applies (see Chapter 6). In fact, since these categories are naturally braided and have a
canonical identification of the bidual with the original module, they admit a pivotal structure
in the presence of rigidity. This pivotal structure is equivalent to the existence of a ribbon
structure (which has a prominent manifestation in the context of vertex operator algebras). So
in the absence of rigidity, we are naturally lead to study these module categories as ribbon
Grothendieck-Verdier categories. This overview is based on [10], with an emphasis on the
results necessary for later sections.

Definition 3.1.1. A Grothendieck-Verdier category is a monoidal category 𝒞, together with
a distinguished object 𝐾 ∈ 𝒞, called the dualising object satisfying the following conditions.

1. For any object 𝑌 ∈ 𝒞, the contravariant functor Hom(− ⊗𝑌,𝐾) is representable, that is,
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there exists an object 𝐷𝑌 ∈ 𝒞 such that there is a natural isomorphism

Hom(− ⊗𝑌,𝐾) �−→ Hom(−, 𝐷𝑌 ). (3.1.1)

Therefore, by Yoneda’s Lemma there exists a unique (up to natural isomorphism) con-
travariant functor 𝐷, called the dualising functor, which assigns to every 𝑌 ∈ 𝒞 the
representing object 𝐷𝑌 , that is 𝐷 (𝑌 ) = 𝐷𝑌 .

2. The contravariant functor 𝐷 above is an anti-equivalence.

If in addition the category 𝒞 is braided, then it is called a braided Grothendieck-Verdier
category.

Remark. An immediate consequence of the above definition of Grothendieck-Verdier cate-
gories is the existence of a natural isomorphism in two variables

Hom(−1 ⊗−2,𝐾) �−→ Hom(−1, 𝐷 (−2)), (3.1.2)

of the contravariant functors Hom(− ⊗−,𝐾) and Hom(−, 𝐷 (−)), where the subscripts indicate
that the ordering of the variables is preserved.

Remark. An equivalent definition of a Grothendieck-Verdier category is a closed monoidal
category 𝒞 with a distinguished object 𝐾 such that the internal Hom functor 𝐷 (−) = [−,𝐾] is
an antiequivalence of 𝒞.

Note that the choice of a dualising object 𝐾 is structure, rather than a property, as there can be
many inequivalent choices.

Proposition 3.1.2 (Boyarchenko-Drinfeld [7, Proposition 1.3]). Let 𝒞 be a Grothendieck-
Verdier category with dualising object 𝐾 and corresponding dualising functor 𝐷.

1. For any invertible object 𝑈, the objects 𝐷 (𝑈) � 𝐾 ⊗𝑈−1 and 𝐷−1(𝑈) � 𝑈−1 ⊗ 𝐾 are
again dualising objects in 𝒞.

2. The functors 𝑈 ↦→ 𝐷 (𝑈) = 𝐾 ⊗𝑈−1 and 𝑈 ↦→ 𝐷−1(𝑈) � 𝑈−1 ⊗𝐾 are anti-equivalences
between the full subcategory of invertible objects 𝑈 ∈ 𝒞 and the full subcategory of
dualising objects.

3. If 𝑈 ∈ 𝒞 is invertible then so is 𝐷2𝑈 and one has a canonical isomorphism 𝐾 ⊗𝑈−1 �

(𝐷2𝑈)−1 ⊗𝐾 .
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Proposition 3.1.3. Let 𝒞 be a Grothendieck-Verdier category with dualising object 𝐾𝒞 and let
𝒟 be a monoidal category. For any monoidal equivalence 𝐹 : 𝒞→𝒟, the object 𝐹 (𝐾𝒞) is a
dualising object for 𝒟. Thus 𝒟 admits a Grothendieck-Verdier structure. In particular, if 𝒟
has already been endowed with a dualising object 𝐾𝒟, then 𝐹 (𝐾𝒞) and 𝐾𝒟 differ by tensoring
with an invertible object.

Proof. Let 𝐹−1 be a quasi-inverse of the equivalence 𝐹. For 𝑋,𝑌 ∈𝒟, consider

Hom𝒟(𝑋 ⊗𝑌,𝐹𝐾𝒞) �−→ Hom𝒟(𝐹𝐹−1𝑋 ⊗ 𝐹𝐹−1𝑌,𝐹𝐾𝒞) �−→ Hom𝒟(𝐹 (𝐹−1𝑋 ⊗ 𝐹−1𝑌 ), 𝐹𝐾𝒞)
�−→ Hom𝒞 (𝐹−1𝑋 ⊗ 𝐹−1𝑌,𝐾𝒞) �−→ Hom𝒞 (𝐹−1𝑋,𝐷𝒞𝐹

−1𝑌 )
�−→ Hom𝒟(𝑋,𝐹𝐷𝒞𝐹

−1𝑌 ), (3.1.3)

where the second bĳection follows from the monoidal structure on 𝐹 and the fourth uses the
definition property of the dualising object 𝐾𝒞. This implies that 𝐹𝐾𝒞 is a dualising object in
𝒟 with corresponding dualising functor 𝐹 ◦𝐷𝒞 ◦𝐹−1. Finally, if 𝒟 was already endowed with
a dualising object 𝐾𝒟, then an immediate consequence of Proposition 3.1.2.2 is that 𝐹𝐾𝒞 and
𝐾𝒟 differ by tensoring with an invertible object.

Proposition 3.1.3 shows that monoidal equivalences transport dualising objects, thus allow-
ing their comparison. In particular, in the notation of this proposition the pair of Grothendieck-
Verdier categories 𝒞,𝒟 have equivalent Grothendieck-Verdier structures if and only if 𝐹𝐾𝒞 �

𝐾𝒟.
Braided Grothendieck-Verdier categories can admit ribbon structures that are compatible

with the Grothendieck-Verdier structure. If 𝜃 is a twist on a Grothendieck-Verdier category 𝒞,
then

𝜃𝐷𝑋 = 𝐷−1(𝜃𝐷𝑋 )

is also a twist on 𝒞. By [7, Proposition 7.3], this is an involution on the set of twists. The
fixed points under this involution are relevant for representation categories of conformal vertex
operator algebras.

Definition 3.1.4. A ribbon Grothendieck-Verdier category is a braided Grothendieck-Verdier
category 𝒞 with a twist 𝜃 such that

𝐷 (𝜃𝑋 ) = 𝜃𝐷𝑋 , ∀𝑋 ∈ 𝒞. (3.1.4)

Combining all of the notions above, we are lead to the following natural definition of an
equivalence of ribbon Grothendieck-Verdier categories.
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Definition 3.1.5. Let 𝒞 and 𝒟 be ribbon Grothendieck-Verdier categories with respective dual-
ising objects 𝐾𝒞 and 𝐾𝒟, and twists 𝜃𝒞 and 𝜃𝒟. A ribbon Grothendieck-Verdier equivalence
is a braided monoidal equivalence satisfying

• equivalence of dualising objects: 𝐹𝐾𝒞 � 𝐾𝒟,

• equivalence of twists: 𝐹 (𝜃𝒞) = 𝜃𝒟.

Lemma 3.1.6. If two categories are equivalent as rigid categories, then they are also equivalent
as Grothendieck-Verdier categories. That is, given a choice of dualising object for one of the
categories, there exists a choice of dualising object for the other such that the categories are
Grothendieck-Verdier equivalent. Similarly, if they are equivalent as ribbon categories, then
they are also equivalent as ribbon Grothendieck-Verdier categories.

Proof. Both categories have equivalent subcategories of invertible objects and therefore equiv-
alent categories of dualising objects, by Proposition 3.1.2.

3.2 Categories of vector spaces graded by abelian groups

Proposition 3.2.1. Let (𝐹,Ω) be an abelian 3-cocycle and consider the braided tensor category
Vect(𝐹,Ω)

𝐺
.

1. For any ℎ ∈𝐺,𝐾 =Cℎ is a dualising object and hence endows Vect(𝐹,Ω)
𝐺

with the structure
of a Grothendieck-Verdier category.

2. The dualising functor corresponding to the choice of dualising object 𝐾 = Cℎ, ℎ ∈ 𝐺 is
characterised by 𝐷 (M)𝑔 ' (Mℎ−𝑔)∗, 𝑔 ∈𝐺,M ∈Vect(𝐹,Ω)

𝐺
, where ∗ denotes the ordinary

vector space dual.

3. Every dualising object of Vect(𝐹,Ω)
𝐺

is isomorphic to one of the simple objects Cℎ for
some ℎ ∈ 𝐺.

Denote by Vect(𝐹,Ω,ℎ)
𝐺

the Grothendieck-Verdier category constructed from Vect(𝐹,Ω)
𝐺

with
dualising object 𝐾 = C2ℎ.

4. The Grothendieck-Verdier category Vect(𝐹,Ω,ℎ)
𝐺

admits a twist 𝜃 by defining

𝜃𝑄 |M𝑔
=𝑄(𝑔)idM𝑔

, 𝑄(𝑔) = 𝑞(𝑔− ℎ)
𝑞(ℎ) , M ∈ Vect(𝐹,Ω,ℎ)

𝐺
, 𝑔 ∈ 𝐺, (3.2.1)

where 𝑞 is the quadratic form which characterises the cohomology class of (𝐹,Ω).
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Proof. First we prove Part 1. The category Vect(𝐹,Ω,ℎ)
𝐺

is known to be rigid (the rigid dual of
any object M is M∨

ℎ
�M−ℎ, for ℎ ∈ 𝐺. and the evaluation and coevaluation maps are those of

vector spaces rescaled by the 3-cocycle) and hence the unit object C0 is dualising. The simple
modules Cℎ, ℎ ∈ 𝐺 are all invertible. Thus, by Proposition 3.1.2.2, C0 ⊗ (Cℎ)−1 � C−ℎ is also
dualising. Proposition 3.1.2.2 also immediately implies Part 3. Next, Part 2 follows by noting
that the proposed formula for 𝐷 satisfies the defining relation (3.1.1) for the dualising object
𝐾 = Cℎ. Part 4 follows from the fact that the given formula for 𝑄(𝑔) satisfies the relations
implied by (2.5.1) and (3.1.4). This is most easily seen by using the bilinear form which gives
the double braiding 𝛽(𝑔1, 𝑔2) = 𝑞(𝑔1 + 𝑔2)/(𝑞(𝑔1)𝑞(𝑔2)) = Ω(𝑔1, 𝑔2)Ω(𝑔2, 𝑔1). Then we have
𝑄(𝑔) = 𝑞(𝑔)𝛽(𝑔,−ℎ) and hence

𝑄(𝑔1 +𝑔2) = 𝑞(𝑔1 +𝑔2)𝛽(𝑔1 +𝑔2,−ℎ) = 𝛽(𝑔1, 𝑔2)𝑞(𝑔1)𝑞(𝑔2)𝛽(𝑔1,−ℎ)𝛽(𝑔2,−ℎ)

= 𝛽(𝑔1, 𝑔2)𝑄(𝑔1)𝑄(𝑔2) = Ω(𝑔2, 𝑔1)Ω(𝑔1, 𝑔2)𝑄(𝑔1)𝑄(𝑔2),

𝑄(2ℎ−𝑔) = 𝑞(ℎ−𝑔)
𝑞(−ℎ) =

𝑞(𝑔− ℎ)
𝑞(−ℎ) =𝑄(𝑔). (3.2.2)

Remark. Observe that the choice of C2ℎ as dualising object in Vect(𝐹,Ω,ℎ)
𝐺

excludes those
simple objects not labelled by the double of a group element in 𝐺. This is not an oversight;
while every simple object in Vect(𝐹,Ω)

𝐺
is a valid choice of dualising object (this follows from the

category being rigid, hence the tensor unit is dualising, and by Proposition 3.1.2, we can shift
by invertible objects), simple objects not labelled by the double of a group element need not
admit a twist which satisfies 𝐷 (𝜃) = 𝜃𝐷 (−) . Notice that 𝑄(𝑔) in the example above is not well
defined when 𝐾 = C2ℎ−1, for ℎ ∈ 𝐺. Fortunately, the vertex operator algebraic constructions
we consider will always yield dualising objects that admit twists and make a preferred choice
of twist.

Functions of the form𝑄 in Equation (3.2.1) are called weak quadratic forms centred at ℎ. It
is interesting to note that (at least in the special case of𝐺 being a finite group) the Grothendieck-
Verdier ribbon twists on Vect(𝐹,Ω,ℎ)

𝐺
are in bĳection with such weak quadratic forms centred at

ℎ, as was shown in Zetzsche’s Masters thesis [11, Theorem 4.2.2]. This classification of ribbon
Grothendieck-Verdier structures by weak quadratic forms is a generalisation of the classification
of rigid braided tensor structures by quadratic forms, which corresponds to the special case
ℎ = 0 for the dualising object. Note also that for ℎ = 0 the category is ribbon.
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Chapter 4

Hopf Algebras

“Often greater risk is involved in postponement than in making a wrong decision.”
— Heinz Hopf

Hopf algebras are mathematical objects whose structure parallels that of a monoidal category
with a notion of duals. The maps that consist their data endow their category of modules with
a monoidal structure. For example, the comultiplication map gives the construction of tensor
products. We require Hopf algebras for the free boson constructions in Chapter 8 and to provide
a foundation for the quantum groups we define in Chapter 10.

4.1 Formal definition

Hopf algebras are vector spaces, endowed with an algebra structure and a coalgebra structure.
We require that the coalgebra maps should be morphisms of unital algebras, yielding a bialgebra
structure. Finally, we require the antipode, which provides a kind of dual.

Definition 4.1.1. A Hopf algebra (𝐻,𝑀,𝜂,Δ, 𝜀, 𝑠) consists of a vector space 𝐻 over a field 𝑘
equipped with linear maps

Multiplication 𝑀 : 𝐻 ⊗𝐻→ 𝐻,

Unit 𝜂 : 𝑘→ 𝐻,

Comultiplication Δ : 𝐻→ 𝐻 ⊗𝐻,
Counit 𝜀 : 𝐻→ 𝑘,

Antipode 𝑠 : 𝐻→ 𝐻,

(4.1.1)
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satisfying the following conditions.

Associative 𝑀 ◦ (id⊗𝑀) = 𝑀 ◦ (𝑀 ⊗ id),
Unital 𝑀 ◦ (id⊗ 𝜂) = id = 𝑀 ◦ (𝜂 ⊗ id),
Coassociative (id⊗Δ) ◦Δ = (Δ⊗ id) ◦Δ,
Counital (id⊗ 𝜀) ◦Δ = id = (𝜀 ⊗ id) ◦Δ,
Bialgebra Δ◦𝑀 = 𝑀 ◦ (Δ⊗Δ), Δ◦𝜂 = 𝜂 ⊗ 𝜂,

𝜀 ◦𝑀 = 𝑀 ◦ (𝜀 ⊗ 𝜀), 𝜀 ◦𝜂 = 𝜂,
Antipode 𝑀 ◦ (id⊗ 𝑠) ◦Δ = 𝜂 ◦ 𝜀 = 𝑀 ◦ (𝑠 ⊗ id) ◦Δ.

(4.1.2)

In the unital condition, we implicitly use the natural scalar multiplication map𝑇 : 𝑘 ⊗𝐻→𝐻

defined by 𝑇 (𝜆 ⊗ 𝑥) = 𝜆𝑥 to ensure the domains acted on by each composition of maps are the
same. We also identify the spaces 𝑘 ⊗𝐻 and 𝐻 ⊗ 𝑘 . In the counital condition, we ensure the
maps act on the same domains by implicitly using the natural inclusion map 𝐼 : 𝐻 → 𝑘 ⊗ 𝐻
defined by 𝐼 (𝑥) = 1⊗ 𝑥, where 1 is the multiplicative unit of the field. To simplify the above
conditions, we make use of some common notational conventions.

𝜂(1) = 𝑒, 𝑀 (𝑥 ⊗ 𝑦) = 𝑥𝑦, Δ(𝑥) = 𝑥1 ⊗ 𝑥2 =
∑︁
𝑖

𝑥
(𝑖)
1 ⊗ 𝑥

(𝑖)
2 . (4.1.3)

In the new notation, the conditions can be written in the following way. For all 𝑥, 𝑦, 𝑧 ∈ 𝐻,

Associative 𝑥(𝑦𝑧) = (𝑥𝑦)𝑧,
Unit 𝑥𝑒 = 𝑥 = 𝑒𝑥,

Coassociative 𝑥1 ⊗Δ(𝑥2) = Δ(𝑥1) ⊗ 𝑥2,

Counit 𝜀(𝑥1)𝑥2 = 𝑥 = 𝑥1𝜀(𝑥2),
Bialgebra Δ(𝑥𝑦) = Δ(𝑥)Δ(𝑦), Δ(𝑒) = 𝑒 ⊗ 𝑒,

𝜀(𝑥𝑦) = 𝜀(𝑥)𝜀(𝑦), 𝜀(𝑒) = 1,
Antipode 𝑥1𝑠(𝑥2) = 𝜀(𝑥)𝑒 = 𝑠(𝑥1)𝑥2.

(4.1.4)

Proposition 4.1.2. Let 𝐻 be a Hopf algebra, then the antipode 𝑆 is an anti-morphism of
algebras and coalgebras (also called an antialgebra and anticoalgebra map). That is,

𝑆(𝑥𝑦) = 𝑆(𝑦)𝑆(𝑥), 𝑆(𝑒) = 𝑒, (4.1.5)

𝑆(𝑥1)𝑆(𝑥2) = 𝑆(𝑥)2 ⊗ 𝑆(𝑥)1, 𝜀(𝑆(𝑥)) = 𝜀(𝑥). (4.1.6)

For a more detailed introduction to Hopf algebras see [12–14].
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4.2 Examples

Example. Let𝐺 be a group with identity element 𝑒 and consider the group algebra 𝑘 [𝐺]. Then
𝑘 [𝐺] is a Hopf algebra with

𝑀 (𝑔, ℎ) = 𝑔ℎ, 𝜂(1) = 𝑒, Δ(𝑔) = 𝑔 ⊗ 𝑔, 𝜀(𝑔) = 1, 𝑠(𝑔) = 𝑔−1, 𝑔, ℎ ∈ 𝐺. (4.2.1)

Example. Let 𝔤 be a Lie algebra and consider the universal enveloping algebra U(𝔤). Then
U(𝔤) is a Hopf algebra with

𝑀 (𝑥, 𝑦) = 𝑥𝑦, 𝜂(1) = 1, Δ(𝑥) = 𝑥 ⊗ 1+1⊗ 𝑥, 𝜀(𝑥) = 0, 𝑠(𝑥) = −𝑥, 𝑥, 𝑦 ∈ 𝔤, (4.2.2)

and extended to relations on U(𝔤) using the properties of the algebra (anti)homomorphisms.

As a result of these two examples, we have the following definition.

Definition 4.2.1. Let 𝐻 be a Hopf algebra. An element ℎ is called

• grouplike if
Δ(ℎ) = ℎ⊗ ℎ, 𝜀(ℎ) = 1, 𝑠(ℎ) = ℎ−1, (4.2.3)

• primitive if
Δ(ℎ) = ℎ⊗ 1+1⊗ ℎ, 𝜀(ℎ) = 0, 𝑠(ℎ) = −ℎ. (4.2.4)

4.3 Modules and comodules

Definition 4.3.1. Let𝐻 be a Hopf algebra. Then a left module over𝐻 is a pair (𝑉, 𝜌) consisting
of a vector space 𝑉 and an algebra morphism 𝜌 : 𝐻 ⊗𝑉 →𝑉 , called the action.

Definition 4.3.2. Let 𝐻 be a Hopf algebra. Then a left comodule over 𝐻 is a pair (𝑉, 𝛿)
consisting of a vector space 𝑉 and a coalgebra morphism 𝛿 :𝑉 → 𝐻 ⊗𝑉 , called the coaction.

Proposition 4.3.3. Let 𝐻 be a Hopf algebra. Then the categories of 𝐻-modules and 𝐻-
comodules are monoidal categories, where the action and coaction on the tensor products are
given by the following formulas, respectively.

𝜌𝑉 ⊗𝑊 = (𝜌𝑉 ⊗ 𝜌𝑊 ) ◦ (id𝐻 ⊗ 𝑃 ⊗ id𝑊 ) ◦ (Δ⊗ id𝑉 ⊗𝑊 ), (4.3.1)

𝛿𝑉 ⊗𝑊 = (𝑀 ⊗ id𝑉 ⊗𝑊 ) ◦ (id𝐻 ⊗ 𝑃 ⊗ id𝑊 ) ◦ (𝛿𝑉 ⊗ 𝛿𝑊 ), (4.3.2)

where 𝑃 is the tensor flip of vector spaces. The associativity and unit isomorphisms are the
standard ones inherited from the underlying category of vector spaces.
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Remark. In Sweedler notation, let the action and coaction above be given by 𝜌𝑉 (ℎ⊗ 𝑣) = ℎ.𝑣
and 𝛿𝑉 (𝑣) = 𝑣−1 ⊗ 𝑣0. Then the action and coaction on the tensor product of modules 𝑉 and𝑊
is given by

𝜌(ℎ⊗ 𝑣 ⊗𝑤) = ℎ1.𝑣 ⊗ ℎ2.𝑤, 𝛿(𝑣 ⊗𝑤) = 𝑣−1𝑤−1 ⊗ 𝑣0 ⊗𝑤0. (4.3.3)

Proposition 4.3.4. Let 𝑉 be an 𝐻-module. Then the dual module 𝑉∗ = Hom(𝑉,k) is also an
𝐻-module with action

(ℎ 𝑓 )𝑥 = 𝑓 (𝑆(ℎ)𝑥). (4.3.4)

Proof.

((ℎ𝑔) 𝑓 ) (𝑥) = 𝑓 (𝑆(ℎ𝑔)𝑥) = 𝑓 (𝑆(𝑔)𝑆(ℎ)𝑥) = (𝑔 𝑓 ) (𝑆(ℎ)𝑥) = (ℎ(𝑔 𝑓 )) (𝑥). (4.3.5)

4.4 Ribbon Grothendieck-Verdier structure

As we have seen, Hopf algebras naturally give rise to monoidal categories of modules and
comodules. They can also be equipped with additional structure, in the form of distinguished
invertible elements, which endow the module categories with braidings and twists.

Definition 4.4.1. A quasi-triangular Hopf algebra 𝐻 is a Hopf algebra, equipped with an
invertible element 𝑅 ∈ 𝐻 ⊗𝐻, called the R-matrix, satisfying

𝑅Δ(𝑥)𝑅−1 = (𝑃 ◦Δ) (𝑥), (4.4.1a)

(Δ⊗ id) (𝑅) = 𝑅13𝑅23, (4.4.1b)

(id⊗Δ) (𝑅) = 𝑅13𝑅12, (4.4.1c)

where 𝑃 is the tensor flip of vector spaces and

𝑅12 = 𝑅 ⊗ 1, 𝑅23 = 1⊗ 𝑅, 𝑅13 = (𝑃 ⊗ id𝐻 ) (1⊗ 𝑅). (4.4.2)

Further, a ribbon Hopf algebra𝐻 is a quasi-triangular Hopf algebra, equipped with an invertible
central element 𝑟 ∈ 𝐻, called the ribbon element, satisfying

Δ(𝑟) = (𝑅21𝑅)−1(𝑟 ⊗ 𝑟), 𝜀(𝑟) = 1, 𝑆(𝑟) = 𝑟. (4.4.3)

Proposition 4.4.2. Let 𝐻 be a quasi-triangular Hopf algebra, with invertible antipode, and
let M,N be 𝐻-modules. Then the ribbon element and 𝑅-matrix equip the category of 𝐻-
modules with the structure of a ribbon category (rigid with twists) with twist 𝜃 and braiding 𝑐,
respectively, given by

𝜃M = 𝑟−1, 𝑐M,N = 𝑃 ◦𝑅. (4.4.4)
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Proof. This is easily verified by plugging in the appropriate expressions in pentagon, hexagon
and balancing axioms. The first two relations in (4.4.3) ensure that the twist conditions (2.5.1)
are satisfied. (4.4.1a) ensures that the braidings give homomorphisms of 𝐻-modules. (4.4.1b)
and (4.4.1c) ensure that the hexagon axioms (11.3.7) and (11.3.8) are satisfied. 𝑆 being invertible
is required to define both left and right duals (using Proposition 4.3.4 with the pullback of 𝑆
and of 𝑆−1).

Remark. Note that if we relax the condition 𝑆(𝑟) = 𝑟 , then Proposition 4.4.2 yields a ribbon
Grothendieck-Verdier category as long as (3.1.4) holds. The Grothendieck-Verdier structure is
inherited from the underlying vector space category, through Proposition 3.2.1, by selecting a
dualising object.

Remark. A quasi-Hopf algebra 𝐻 is a modification of a Hopf algebra, where the axioms
include terms from a coassociator Φ ∈ 𝐻 ⊗ 𝐻 ⊗ 𝐻 which endows the monoidal category of
modules with a non-trivial associator. Similarly, a quasi-triangular quasi-Hopf algebra results
from modifying the quasi-triangular conditions such that the hexagon axioms are satisfied. For
an explicit definition, see [12, Chapter XV].

Remark. We also allow the ribbon element, 𝑅-matrix and coassociator to be linear maps rather
than elements. That is, we write 𝑟 ∈ End(𝐻), 𝑅 ∈ End

(
𝐻⊗2) and Φ ∈ End

(
𝐻⊗3) for the actions

of each map defined as multiplication by their respective elements. Then we generalise to allow
them to be any linear maps.

4.5 Yetter-Drinfeld modules

The category of Yetter-Drinfeld modules of a Hopf algebra𝐻 is equivalent to the Drinfeld center
of the monoidal category of left 𝐻-modules, where the Drinfeld center is the categorification
of the notion of center of a monoid [1][7.13]. The enhanced structures such as braidings, twists
and duals are inherited from the underlying category of 𝐻-modules.

Definition 4.5.1. Let 𝐻 be a Hopf algebra. Then 𝑉 is called a Yetter-Drinfeld module over
𝐻 if it is equipped with the structure of a left 𝐻-module and a left 𝐻-comodule, satisfying the
following compatibility condition.

𝛿(ℎ.𝑣) = ℎ1𝑣−1𝑆(ℎ3) ⊗ ℎ2.𝑣0, (4.5.1)

where . denotes the left action and 𝛿 the left coaction.
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We recall and prove the following results, which applies to categories such as in Theo-
rem 10.2.6, and which is relevant for categories Yetter-Drinfeld modules in any category (not
just vector spaces).

Proposition 4.5.2 (Yetter-Drinfeld braiding [13, Definition 3.4.4]). Let 𝒞 be a category of
𝐻-modules and 𝐻-comodules with braiding 𝑐. Then the braiding of the category 𝐻

𝐻
YD(𝒞) of

Yetter-Drinfeld modules in 𝒞 is given by

𝑐YD = (𝜌 ⊗ id) ◦ (id⊗ 𝑐) ◦ (𝛿 ⊗ id), 𝑐YD(𝑣,𝑤) = 𝑐(𝑣0,𝑤)𝑣−1.𝑤 ⊗ 𝑣0. (4.5.2)

An object is called transparent if it has trivial double braiding with every other object.
Possessing no non-trivial transparent objects is a condition that modular tensor categories must
satisfy. Modular tensor categories are intimately linked to conformal field theory, topological
field theory and quantum groups at roots of unity [5][Chapter 3], [15]. Then we have the
following result.

Proposition 4.5.3. Let 𝒞 be a braided tensor category and let 𝐵 ∈𝒞 be a Hopf algebra. Then
the transparent objects in 𝐵

𝐵
YD(𝒞) are transparent objects in 𝒞 with trivial 𝐵 action and

coaction. In particular if 𝒞 has no non-trivial transparent objects, then 𝐵
𝐵
YD(𝒞) has none

either.

Proof. Let 𝑏 ⊗ 𝑣→ 𝑞(𝑏, 𝑣)𝑣 ⊗ 𝑏 be the braiding, in 𝒞, of an element 𝑏 ⊗ 𝑣 ∈ 𝐵 ⊗𝑉 . Then the
double braiding of 𝑏 ⊗ 𝑣 is given by the following expression, for 𝑉 ∈ 𝐵

𝐵
YD(𝒞) [16][p.12].

𝑞(𝑏0, 𝑣)𝑞((𝑏−1𝑣)0, 𝑏0) (𝑏−1𝑣)−1𝑏0 ⊗ (𝑏−1𝑣)0. (4.5.3)

Consider 𝐵 as an object in 𝐵−Mod(𝒞) via the product. Make it into an object in 𝐵
𝐵
YD(𝒞)

with the trivial coaction 𝛿(𝑏) = 1⊗ 𝑏. Then the double braiding 𝐵 ⊗𝑉 → 𝐵 ⊗𝑉 with any 𝑉 ∈
𝐵
𝐵
YD(𝒞) is equal to 𝒞-braiding 𝐵-coaction 𝒞-braiding 𝐵-product (𝑞(𝑏, 𝑣)𝑞(𝑣0, 𝑏)𝑣−1𝑏 ⊗ 𝑣0).

In particular, applying to the unit in 𝐵 (resp. precomposing with 𝜂 : 1→ 𝐵) is the 𝐵-coaction
on 𝑉 (𝛿𝐵 (𝑣) = 𝑣−1 ⊗ 𝑣0). So, if 𝑉 is transparent, then 𝐵 coacts trivially.

Consider 𝐵 as an object in 𝐵−Comod(𝒞) via the coproduct 𝛿(𝑏) = 𝑏1 ⊗ 𝑏2. Make it into
an object in 𝐵

𝐵
YD(𝒞) with the trivial action 𝑎.𝑏 = 𝑏 for 𝑎, 𝑏 ∈ 𝐵. Then the double braiding

𝐵⊗𝑉→ 𝐵⊗𝑉 with any 𝑉 ∈ 𝐵
𝐵
YD(𝒞) is equal to 𝐵-coproduct C-braiding 𝐵-action C-braiding

(𝑞(𝑏2, 𝑣)𝑞((𝑏1𝑣)0, 𝑏2)𝑏2 ⊗ (𝑏1𝑣)0). In particular applying the counit of 𝐵 gives the 𝐵-action
on 𝑉 (𝑏.𝑣). So, if 𝑉 is transparent, then 𝐵 acts trivially.

Consider any object 𝑋 ∈ 𝒞 as a 𝐵
𝐵
YD(𝒞) module with trivial action and coaction. Then

the double braiding 𝑋 ⊗𝑉 → 𝑋 ⊗𝑉 with any 𝑉 ∈ 𝐵
𝐵
YD(𝒞) is equal is the 𝒞-double braiding.

So, if V is transparent, then it is transparent as a 𝒞-object.
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4.6 Nichols algebras

Nichols algebras can be thought of as generalisations of Lie algebras, as they are endowed
with generalised root systems. They will be important in our quantum group constructions of
Chapter 10, where they play the roles of the quantum analogues of the positive and negative
roots in the universal enveloping algebra of a Lie algebra.

Definition 4.6.1. Let 𝑉 ∈ 𝐻
𝐻
YD be a Yetter-Drinfeld module. Then the Nichols algebra 𝔅(𝑉)

is the unique Hopf algebra in 𝐻
𝐻
YD generated by 𝑉 , such that 𝑉 ⊂ 𝔅(𝑉) are the only primitive

elements.
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Chapter 5

Vertex Algebras

“I am an old man, and I know that a definition cannot be so complicated.”
— I.M. Gelfand

Vertex algebras describe chiral symmetries of two dimensional conformal field theories.
They are generalisations of commutative rings, with an infinite number of products. These
products can be written as coefficients of a formal power series, or formal distributions, called
fields. In conformal field theory, the formal variables in the fields become insertion points
in the complex plane, and the vertex algebra can be thought of as an algebra with a product
parametrised by points in the complex plane. We cover some formal calculus basics in Ap-
pendix C but for a more comprehensive exposition on formal calculus and vertex algebras,
see [17–19].

5.1 Formal definition

Definition 5.1.1. A vertex algebra consists of the following data.

• The space of states: a vector space 𝑉 .

• The vacuum vector: a distinguished vector |0〉 ∈ 𝑉 .

• The translation operator: A linear operator 𝑇 :𝑉 →𝑉 .

• Vertex operators: A linear map 𝑌 :𝑉 → End𝑉 [[𝑥±1]] which takes each state 𝑣 ∈ 𝑉 to a
field (formal series) acting on 𝑉 , written in the form below.

𝑣 ↦→ 𝑌 (𝑣, 𝑥) =
∑︁
𝑛∈Z

𝑣𝑛𝑥
−𝑛−ℎ𝑣 , (5.1.1)

where ℎ𝑣 ∈ Z is a choice determined by convention and 𝑣𝑛 ∈ End𝑉 are the Fourier
coefficients.
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All the data above must also satisfy the following axioms, for all 𝑢, 𝑣 ∈ 𝑉 .

• Field and vacuum axioms: Fields must be lower truncated when acting on a state, and
the field corresponding to the vacuum vector should be the identity map.

𝑌 (𝑢,𝑥)𝑣 ∈ 𝑉 ((𝑥)), 𝑌 ( |0〉, 𝑥) = id𝑉 . (5.1.2)

• State-field correspondence: A field acting on the vacuum is well defined as 𝑥→ 0 and
vectors are recovered from their corresponding fields by taking this limit.

𝑌 (𝑣, 𝑥) |0〉 ∈ 𝑉 [[𝑥]], lim
𝑥→0

𝑌 (𝑣, 𝑥) |0〉 = 𝑣. (5.1.3)

• Translation covariance: The translation operator behaves as an infinitesimal generator
of translations and the vacuum is translation invariant.

[𝑇,𝑌 (𝑣, 𝑥)] = 𝜕𝑥𝑌 (𝑣, 𝑥), 𝑇 |0〉 = 0. (5.1.4)

• Locality: All vertex operators satisfy the following relaxed version of a commutation
relation, as formal power series in End𝑉 [[𝑥1

±1, 𝑥2
±1]].

(𝑥1− 𝑥2)𝑁 [𝑌 (𝑢,𝑥1),𝑌 (𝑣, 𝑥2)] = 0 for some 𝑁 ∈ N. (5.1.5)

Remark. Equivalently, the locality axiom can be replaced by the Jacobi identity.

𝑥−1
0 𝛿

(
𝑥1− 𝑥2
𝑥0

)
𝑌 (𝑢,𝑥1)𝑌 (𝑣, 𝑥2)−𝑥−1

0 𝛿

(
−𝑥2 + 𝑥1
𝑥0

)
𝑌 (𝑣, 𝑥2)𝑌 (𝑢,𝑥1)

= 𝑥−1
2 𝛿

(
𝑥1− 𝑥0
𝑥2

)
𝑌 (𝑌 (𝑢,𝑥0)𝑣, 𝑥2), (5.1.6)

where 𝛿 denotes the algebraic delta distribution, that is the formal power series

𝛿

(
𝑧2− 𝑧1
𝑧0

)
=

∑︁
𝑟 ∈Z
𝑠≥0

(
𝑟

𝑠

)
(−1)𝑠𝑧𝑠1𝑧

𝑟−𝑠
2 𝑧−𝑟0 . (5.1.7)

The Virasoro algebra plays a crucial role in two-dimensional conformal field theory where
it generates holomorphic conformal transformations.

Definition 5.1.2. A vertex operator algebra is a vertex algebra with an additional distinguished
vector 𝜔 satisfying the following conditions, where 𝑌 (𝜔,𝑥) = ∑

𝑛∈Z 𝐿𝑛𝑥
−𝑛−2.

• 𝐿𝑛 endow 𝑉 with an action of the Virasoro algebra with central charge 𝑐.

[𝐿𝑚, 𝐿𝑛] = (𝑚−𝑛)𝐿𝑚+𝑛 +
𝑐

12
𝑚

(
𝑚2−1

)
𝛿𝑚+𝑛,0, 𝑐 ∈ C. (5.1.8)
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• 𝐿0 grades the space of states by weights 𝑛 ∈ Z. That is,

𝑉 =
⊕
𝑛∈Z

𝑉(𝑛) , 𝐿0𝑣 = 𝑛𝑣 for 𝑣 ∈ 𝑉(𝑛) . (5.1.9)

We call ℎ𝑣 = 𝑛 the conformal weight of the vector 𝑣.

• The vacuum and conformal vectors have appropriate conformal weights |0〉 ∈ 𝑉(0) and
𝜔 ∈ 𝑉(2) .

• 𝐿−1 acts as the translation operator 𝐿−1 = 𝑇 .

Remark. In general, there are many choices for the conformal vector 𝜔, or equivalently the
Virasoro field 𝑌 (𝜔,𝑥), and we refer to this as a choice of conformal structure.

5.2 Operator product expansion

Definition 5.2.1. The operator product expansion (OPE) of two fields is given by the expan-
sion of the product of the two fields as a power series in the difference of the insertion points,
with vertex operator coefficients.

𝑌 (𝑢, 𝑧)𝑌 (𝑣,𝑤) =
∑︁
𝑛∈Z

𝑌 (𝑢𝑛𝑣,𝑤)
(𝑧−𝑤)𝑛+ℎ𝑢

, (5.2.1)

where the left hand side is expanded as a power series in positive powers of (𝑧 −𝑤)/𝑤, by
sending 𝑧 to 𝑤 + (𝑧−𝑤) and 𝑧−1 to (𝑤 + (𝑧−𝑤))−1 [17].

Only the singular part of the OPE contributes to the commutator of two Fourier coefficients

[𝑢𝑛, 𝑣𝑚] =
∑︁
𝑘≥0

(
𝑛

𝑘

)
(𝑢𝑘𝑣)𝑛+𝑚−𝑘 . (5.2.2)

Therefore, the operator product expansion is usually written without the regular part of the
expansion (the normally ordered product).

: 𝑌 (𝑢, 𝑧)𝑌 (𝑣,𝑤): =
∑︁
𝑛≤−ℎ𝑢

𝑌 (𝑢𝑛𝑣,𝑤)
(𝑧−𝑤)𝑛+ℎ𝑢

. (5.2.3)

The fact that the fields are lower truncated when acting on a state ensures the existence of
the normally ordered product, which provides a way of multiplying fields together at the same
point, as it doesn’t contain any singular terms which diverge as 𝑧→ 𝑤.
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5.3 Affine Kac-Moody algebras at level 𝑘

Affine Kac-Moody algebras are a class of infinite-dimensional Lie algebras which are the result
of allowing the Cartan matix to not be positive definite. They are of particular interest in
conformal field theory and we include this example of their associated vertex algebra as it is
a commonly studied example which explicitly demonstrates a lot of the key features of vertex
algebras.

Let 𝔤 be a finite-dimensional simple complex Lie algebra. The corresponding loop algebra
is defined as

L𝔤 = 𝔤((𝑡)) = 𝔤⊗C((𝑡)), [𝐴⊗ 𝑓 (𝑡), 𝐵⊗ 𝑔(𝑡)] = [𝐴, 𝐵] ⊗ 𝑓 (𝑡)𝑔(𝑡). (5.3.1)

Let 〈−,−〉 be the Killing form, renormalised by a factor of 1/2ℎ∨, where ℎ∨ is the dual coxeter
number of 𝔤. The affine Kac-Moody algebra 𝔤̂ is a central extension

0→ C𝐾→ 𝔤̂→ L𝔤→ 0. (5.3.2)

As a vector space 𝔤̂ ' L𝔤⊕C𝐾 with

[𝐴⊗ 𝑓 (𝑡), 𝐵⊗ 𝑔(𝑡)] = [𝐴, 𝐵] ⊗ 𝑓 (𝑡)𝑔(𝑡) − (Res𝑡=0 𝑓 𝑑𝑔) (𝐴, 𝐵)𝐾, (5.3.3)

where Res𝑡=0 corresponds to taking the coefficient of 𝑡−1. Let 𝐽𝑎𝑛 = 𝐽𝑎 ⊗ 𝑡𝑛 be a basis for 𝔤̂, then
we have the commutation relations

[𝐽𝑎𝑛 , 𝐽𝑏𝑚] = [𝐽𝑎, 𝐽𝑏]𝑛+𝑚 +𝑛
〈
𝐽𝑎, 𝐽𝑏

〉
𝛿𝑛,−𝑚𝐾. (5.3.4)

This becomes a vertex operator algebra by assigning the vertex operators as follows.

𝑌 (𝐽𝑎, 𝑧) = 𝐽𝑎 (𝑧) =
∑︁
𝑛∈Z

𝐽𝑎𝑛 𝑧
−𝑛−1, 𝑌 (𝜔, 𝑧) = 1

2(𝑘 + ℎ∨)
∑︁
𝑎

: 𝐽𝑎 (𝑧)𝐽𝑎 (𝑧):, (5.3.5)

where ℎ∨ is the dual coxeter number of 𝔤.
When 𝔤 is abelian, this is called the free boson or Heisenberg Lie algebra, which we will

explore more in Chapter 8.
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Chapter 6

Huang-Lepowsky-Zhang Tensor
Categories

“You’re right. No human being would stack books like this.”
— Peter Venkman (Bill Murray), Ghostbusters

As with associative unital algebras, vertex algebras possess notions of actions on a vector
space, producing a module. These modules form categories which can be equipped with a
tensor product and further structure. The complete reference for tensor structures arising from
vertex operator algebras and intertwining operators is provided in the series of papers [20]
by Huang, Lepowsky and Zhang. Due to the series admirably operating in great generality,
while also providing many technical details, it can be perceived as intimidatingly long. There
are therefore a number of articles in the literature, which include helpful reviews highlighting
different aspects of the series relevant to different types of vertex operator algebras and choices
of module category [21–23]. This overview is based on [10], with an emphasis on the results
necessary for later sections.

6.1 Definition

There will be three types of grading appearing below, whose relative importance might not be
immediately clear for readers unfamiliar with the theory. There is the conformal grading by
generalised eigenvalues of the Virasoro 𝐿0 operator and an additional grading by two abelian
groups 𝐴 ≤ 𝐵, with 𝐴 grading the vertex operator algebra and 𝐵 its modules. The latter two
gradings have an analogy in the setting of a simple finite dimensional Lie algebra, where 𝐴 is
the root lattice (which grades the Lie algebra) and 𝐵 is the dual of the Cartan subalgebra (which
grades general weight modules).
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Definition 6.1.1. Let 𝑉 be a vertex operator algebra and 𝐵 an abelian group with subgroup 𝐴.

• The vertex operator algebra 𝑉 is said to be 𝐴-graded, if 𝑉 admits a decomposition into
homogenous spaces 𝑉 (𝛾) , 𝛾 ∈ 𝐴 such that

1. 𝑉 =
⊕

𝛾∈𝐴𝑉
(𝛾) .

2. For any 𝛼, 𝛽 ∈ 𝐴 and any 𝑣 ∈ 𝑉 (𝛼)

𝑌 (𝑣, 𝑧)𝑉 (𝛽) ⊂ 𝑉 (𝛼+𝛽)
q
𝑧, 𝑧−1y. (6.1.1)

• A weak V-module is a vector space 𝑀 together with a field map

𝑌𝑀 :𝑉 → (End𝑀)
q
𝑧, 𝑧−1y

𝑣 ↦→ 𝑌𝑀 (𝑣, 𝑧) =
∑︁
𝑛∈Z

𝑣𝑛𝑧
−𝑛−1

satisfying

1. Lower truncation: For all 𝑣 ∈ 𝑉 and 𝑚 ∈ 𝑀 , 𝑣𝑛𝑚 = 0 for sufficiently large 𝑛 ∈ Z.

2. Vacuum property: 𝑌𝑀 (1, 𝑧) = id𝑀 , where 1 ∈ 𝑉 is the vacuum vector.

3. L−1 derivation: For any 𝑣 ∈ 𝑉

𝑌𝑀 (𝐿−1𝑣, 𝑧) =
d
d𝑧
𝑌𝑀 (𝑣, 𝑧). (6.1.2)

4. Jacobi identity: For any 𝑢, 𝑣 ∈ 𝑉 ,

𝑧−1
0 𝛿

(
𝑧1− 𝑧2
𝑧0

)
𝑌𝑀 (𝑢, 𝑧1)𝑌𝑀 (𝑣, 𝑧2) =𝑧−1

0 𝛿

(
−𝑧2 + 𝑧1
𝑧0

)
𝑌𝑀 (𝑣, 𝑧2)𝑌𝑀 (𝑢, 𝑧1)

+ 𝑧−1
2 𝛿

(
𝑧1− 𝑧0
𝑧2

)
𝑌𝑀 (𝑌 (𝑢, 𝑧0)𝑣, 𝑧2), (6.1.3)

If in addition there is a 𝐵-grading on the weak module 𝑀 =
⊕

𝛽∈𝐵𝑀
(𝛽) , then 𝑀 is a

B-graded weak V-module, if the following condition is satisfied.

5. Grading compatibility: For all 𝛼 ∈ 𝐴, 𝑣 ∈ 𝑉 (𝛼) , 𝛽 ∈ 𝐵,

𝑌𝑀 (𝑣, 𝑧)𝑀 (𝛽) ⊂ 𝑀 (𝛼+𝛽)
q
𝑧, 𝑧−1y. (6.1.4)

• A B-graded generalised V-module 𝑀 is a 𝐵-graded weak 𝑉-module that is graded by
generalised 𝐿0 eigenvalues, that is, 𝑀 =

⊕
ℎ∈C,𝛽∈𝐵𝑀

(𝛽)
ℎ

, where

𝑀
(𝛽)
ℎ

=

{
𝑚 ∈ 𝑀 (𝛽) : ∃𝑛 ∈ N, (𝐿0− ℎ)𝑛𝑚 = 0

}
. (6.1.5)

The elements of 𝑀 (𝛽)
ℎ

are called doubly homogeneous vectors. Note that 𝐵 -graded
generalised 𝑉-modules together with module homomorphisms form an abelian category.
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• A 𝐵-graded generalised𝑉-module 𝑀 is called lower bounded if for each 𝛽 ∈ 𝐵, 𝑀 (𝛽)
ℎ

= 0
for Reℎ sufficiently negative.

• A strongly B-graded generalised V-module M is a 𝐵-graded generalised 𝑉-module
whose simultaneous homogeneous spaces 𝑀 (𝛽)

ℎ
are all finite dimensional and for fixed

ℎ ∈ C and 𝛽 ∈ 𝐵, 𝑀 (𝛽)
ℎ+𝑘 = 0 for sufficiently negative 𝑘 ∈ Z. Such a module is called

discretely strongly graded if all non-zero homogeneous spaces have real conformal
weight and for any ℎ ∈ R, 𝛽 ∈ 𝐵, the space

⊕
ℎ̃∈R,ℎ̃≤ℎ𝑀

(𝛽)
ℎ

is finite dimensional.

• A strongly 𝐵-graded generalised 𝑉-module 𝑀 is called graded C1-cofinite if for any
𝛽 ∈ 𝐵 the space

𝐶1(𝑀) (𝛽) = spanC
{
𝑣−1𝑚 ∈ 𝑀 (𝛽) : 𝑣 ∈ 𝑉ℎ, ℎ > 0,𝑚 ∈ 𝑀

}
(6.1.6)

has finite codimension in 𝑀 (𝛽) .

Remark. We abbreviate 𝐵-graded generalised 𝑉-module as 𝐵-graded 𝑉-module, or when the
abelian group 𝐵 is obvious from context as𝑉-module. For the specific vertex operator algebras
to be considered in later chapters, we will mainly be interested in discretely strongly graded
modules which are also graded 𝐶1-cofinite with respect to a suitable choice of vertex operator
subalgebra.

Proposition 6.1.2 (Huang-Lepowsky-Zhang [20, Part I, Theorem 2.34]). Let 𝐴 ≤ 𝐵 be abelian
groups,𝑉 an 𝐴-graded vertex operator algebra, let 𝑀 be a 𝐵-graded weak𝑉-module and define
the vector spaces

𝑀 ′ =
⊕

𝑏∈𝐵,ℎ∈C

(
𝑀
(𝛽)
ℎ

)∗
,

(
𝑀
(𝛽)
ℎ

)∗
= HomC

(
𝑀
(𝛽)
ℎ
,C

)
. (6.1.7)

If 𝑀 is strongly 𝐵-graded, then the canonical linear isomorphisms, identifying a finite dimen-
sional vector space with its double dual, extend to a canonical linear isomorphism 𝑀 � 𝑀 ′′

of bigraded vector spaces. If, in addition, 𝑀 is discretely strongly 𝐵-graded, then 𝑀 ′ is also a
discretely strongly 𝐵-graded with field map 𝑌𝑀 ′ uniquely characterised by

〈𝑌𝑀 ′ (𝑣, 𝑧)𝜙,𝑚〉 =
〈
𝜙,𝑌

opp
𝑀
(𝑣, 𝑧)𝑚

〉
, 𝑣 ∈ 𝑉, 𝜙 ∈ 𝑀 ′,𝑚 ∈ 𝑀, (6.1.8)

where 𝑌opp
𝑀

is the opposed field map

𝑌
opp
𝑀
(𝑣, 𝑧) = 𝑌𝑀

(
e
𝑧𝐿1

(
−𝑧−2

)𝐿0
𝑣, 𝑧−1

)
. (6.1.9)
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The module 𝑀 ′ is called the contragredient of 𝑀 . Opposing the field map is involutive, that is,
𝑌

opp opp
𝑀

= 𝑌𝑀 , hence the canonical linear isomorphism 𝑀 � 𝑀 ′′ of bigraded vector spaces is
an isomorphism of 𝑉-modules.

Note that by (6.1.9) the opposed field map depends on the conformal (or at least the Möbius)
structure on the vertex operator algebra, that is, the actions of the Virasoro 𝐿0 and 𝐿1 operators
enter explicitly. Note further that the opposed field map can be used to define an action
of 𝑉 on 𝑀 ′ (or even the full vector space dual 𝑀∗) for any weak module 𝑀 . However, in
general the lower truncation axiom need not hold and thus the terms in the Jacobi identity need
not converge. There are numerous boundedness conditions on conformal weights which are
sufficient for module structures on 𝑀 ′. We shall only consider discrete strong gradation, as
this is also a sufficient condition for tensor product structures in the module categories we will
study.

Definition 6.1.3. Let 𝐴 ≤ 𝐵 be abelian groups, 𝑉 an 𝐴-graded vertex operator algebra and let
𝑀1, 𝑀2, 𝑀3 be 𝐵-graded weak 𝑉-modules. Denote by 𝑀3{𝑧}[log 𝑧] the space of formal power
series in 𝑧 and log 𝑧 with coefficients in 𝑀3, where the exponents of 𝑧 can be arbitrary complex
numbers and with only finitely many log 𝑧 terms for any fixed exponent of 𝑧. A logarithmic
intertwining operator of type

( 𝑀3
𝑀1,𝑀2

)
is a linear map

Y : 𝑀1 ⊗𝑀2→ 𝑀3{𝑧}[log 𝑧],

𝑚1 ⊗𝑚2 ↦→ Y(𝑚1, 𝑧)𝑚2 =
∑︁
𝑠≥0
𝑡 ∈C

(𝑚1)𝑡 ,𝑠𝑚2𝑧
−𝑡−1(log 𝑧)𝑠 (6.1.10)

where (𝑚1)𝑡 ,𝑠 ∈ HomC(𝑀2, 𝑀3), satisfying the following properties.

1. Lower truncation: For any 𝑚𝑖 ∈ 𝑀𝑖 , 𝑖 = 1,2, and 𝑠 ≥ 0

(𝑚1)𝑡+𝑘,𝑠𝑚2 = 0 (6.1.11)

for sufficiently large 𝑘 ∈ Z.

2. L−1 derivation: For any 𝑚𝑖 ∈ 𝑀𝑖 , 𝑖 = 1,2,

Y(𝐿−1𝑚1, 𝑧)𝑚2 =
d
d𝑧

Y(𝑚1, 𝑧)𝑚2. (6.1.12)

3. Jacobi identity: For any 𝑣 ∈ 𝑉 , 𝑚𝑖 ∈ 𝑀𝑖 , 𝑖 = 1,2,

𝑧−1
0 𝛿

(
𝑧1− 𝑧2
𝑧0

)
𝑌𝑀3 (𝑣, 𝑧1)Y(𝑚1, 𝑧2)𝑚2 =𝑧

−1
0 𝛿

(
−𝑧2 + 𝑧1
𝑧0

)
Y(𝑚1, 𝑧2)𝑌𝑀2 (𝑣, 𝑧1)𝑚2
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+ 𝑧−1
2 𝛿

(
𝑧1− 𝑧0
𝑧2

)
Y
(
𝑌𝑀1 (𝑣, 𝑧0)𝑚1, 𝑧2

)
𝑚2.

(6.1.13)

The intertwining operator Y is called grading compatible if addition to the conditions above it
also satisfies the following condition.

4. Grading compatibility: For any 𝛽1, 𝛽2 ∈ 𝐵, 𝑚1 ∈ 𝑀 (𝛽1)
1

Y(𝑚1, 𝑧)𝑀 (𝛽2)
2 ⊂ 𝑀 (𝛽1+𝛽2)

3 {𝑧}[log 𝑧] . (6.1.14)

The conditions above are all linear and so we denote by

I
(
𝑀3

𝑀1, 𝑀2

)
, Gr

(
𝑀3

𝑀1, 𝑀2

)
, (6.1.15)

respectively, the vector space of all logarithmic intertwining operators of type
( 𝑀3
𝑀1,𝑀2

)
and the

subspace of all grading compatible ones.

Note that if, as will be the case in Section 8.3, the 𝐵-grading corresponds to eigenvalues of
zero modes of certain vectors in 𝑉 of conformal weight 1, then the Jacobi identity implies that
all logarithmic intertwining operators are grading compatible. Intertwining operators admit a
dualisation analogous to the opposed field map in Proposition 6.1.2 which will prove crucial
to showing the existence of Grothendieck-Verdier structures on vertex operator algebra module
categories.

Theorem 6.1.4 (Huang-Lepowsky-Zhang [20, Part II Proposition 3.46]). Let 𝑀1, 𝑀2, 𝑀3 be
strongly graded generalised modules over some vertex operator algebra 𝑉 . Then there exists
a natural linear isomorphism 𝐴 : I

( 𝑀3
𝑀1,𝑀2

)
→ I

( 𝑀 ′2
𝑀1,𝑀

′
3

)
, which on any intertwining operator

Y ∈ I
( 𝑀3
𝑀1,𝑀2

)
evaluates as〈

𝐴(Y) (𝑚1, 𝑥)𝑚′3,𝑚2
〉
𝑀2

=

〈
𝑚′3,Y

(
e
𝑥𝐿1e

𝔦𝜋𝐿0
(
𝑥−𝐿0

)2
𝑚1, 𝑥

−1
)
𝑚2

〉
𝑀3

, (6.1.16)

for 𝑚1 ∈ 𝑀1, 𝑚2 ∈ 𝑀2, 𝑚
′
3 ∈ 𝑀

′
3, where the subscript indicates which module the pairings

are evaluated in. The isomorphism 𝐴 preserves grading and hence restricts to a natural
isomorphism Gr

( 𝑀3
𝑀1,𝑀2

)
→ Gr

( 𝑀 ′2
𝑀1,𝑀

′
3

)
.

The Jacobi identity for intertwining operators implies that intertwining operators are es-
sentially maps from a pair 𝑀1, 𝑀2 of modules to a third module 𝑀3, which are bilinear in
the action of the vertex operator algebra 𝑉 . It therefore makes sense to ask if there exists
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some universal tensor product module through which all intertwining operators factor. That
is, given some choice of 𝑉 module category 𝒞 and two modules 𝑀1, 𝑀2 ∈ 𝒞, does there
exist a module 𝑀1 �𝑀2 ∈ 𝒞 together with an intertwining operator Y𝑀1,𝑀2 ∈ 𝑉

(𝑀1�𝑀2
𝑀1,𝑀2

)
such

that for any 𝑅 ∈ 𝒞 and intertwining operator Y ∈ 𝑉
( 𝑅
𝑀1,𝑀2

)
there exists a unique module map

𝑓 ∈ Hom𝒞 (𝑀1�𝑀2, 𝑅) such that Y = 𝑓 ◦Y𝑀1,𝑀2? That is, such that the diagram

𝑀1 ⊗𝑀2 𝑀1�𝑀2{𝑧}[log 𝑧]

𝑅{𝑧}[log 𝑧]

Y(𝑀1,𝑀2)

Y ∃! 𝑓 (6.1.17)

commutes. Assuming that 𝑀1�𝑀2 ∈ 𝒞 exists for all pairs of modules in 𝒞, −�− becomes a
bifunctor after defining the following evaluation on pairs of morphisms. For𝑀1, 𝑁1, 𝑀2, 𝑁2 ∈𝒞
and morphisms 𝑓1 : 𝑀1 → 𝑁1, 𝑓2 : 𝑀2 → 𝑁2, the tensor product morphism 𝑓1 � 𝑓2 : 𝑀1 �

𝑀2→ 𝑁1�𝑁2 is the unique morphism, characterised by the universal property (6.1.17), such
that Y(𝑁1, 𝑁2) ◦ ( 𝑓1 ⊗ 𝑓2) = ( 𝑓1 � 𝑓2) ◦Y(𝑀1, 𝑀2). This characterisation of tensor products
(also called fusion products) of vertex operator algebra modules, via a universal property, is
conceptually very clear and allows us to construct maps out of a tensor product in terms of
vertex operators. However, it does not provide an actual construction, nor does it guarantee
existence. We sketch some of the ideas of the construction of 𝑀1 �𝑀2 here but refer to the
original source [20, Part IV] and the review [22] for details. The fusion product of two modules
𝑀1, 𝑀2 can be constructed inside (𝑀1 ⊗𝑀2)∗, the full vector space dual of the complex tensor
product. While (𝑀1 ⊗𝑀2)∗ is not a 𝑉-module, it is possible to move the action of fields in 𝑉
from either of the tensor factors 𝑀1, 𝑀2 to (𝑀1 ⊗𝑀2)∗ using a generalisation of the opposed
field map. This leads to the consideration of the subspace COMP(M1,M2) ⊂ (𝑀1 ⊗ 𝑀2)∗

consisting of all linear functionals on which the evaluation of a field has only finitely many
singular terms and on which the transported action of fields from either tensor factor agrees.
That is, it consists of all linear functionals compatible with the lower truncation property of
Definition 6.1.1 and the vertex operator algebra version of bilinearity. The name COMP refers
to the compatibility of the actions 𝑉 on the two tensor factors transported to (𝑀1 ⊗ 𝑀2)∗.
It was shown in [20, Part IV, Theorem 5.48] that COMP(M1,M2) is a weak 𝑉 module and
should morally be thought of as the contragredient of the fusion product 𝑀1 �𝑀2. The
subspace COMP(M1,M2) is however usually too large to be contained in the category 𝒞

one is considering. For example, it generally contains vectors which are not finite sums of
homogeneous vectors. Under suitable conditions on 𝒞 (such as those in Theorem 6.3.1) one
can construct the subspace 𝑀1 𝑀2 ⊂ COMP(M1,M2) consisting of the sum of all images of
module maps from objects in 𝒞 into COMP(M1,M2). The contragredient (𝑀1 𝑀2) ′ is then
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the fusion product module satisfying the universal property (6.1.17). For more explanation
of COMP(M1,M2) and the construction of (𝑀1 𝑀2), see Section 9.7 in which we use the
explicit details to prove that a module category of the bosonic ghost vertex algebra is rigid.

Proposition 6.1.5 (Huang-Lepowsky-Zhang [20, Part VIII, Section 12]). Let 𝐴 ≤ 𝐵 be abelian
groups, let𝑉 be an 𝐴-graded vertex operator algebra and 𝒞 a choice of category of𝑉-modules
(that is a subcategory of the category of all 𝐵-graded 𝑉-modules) containing 𝑉 as an object
such that the following conditions hold.

1. For any 𝑀1, 𝑀2 ∈ 𝒞 there exist 𝑀1 �𝑀2 ∈ 𝒞 and Y𝑀1,𝑀2 ∈ Gr
(𝑀1�𝑀2
𝑀1,𝑀2

)
such that the

universal property (6.1.17) holds.

2. For any 𝑀1, 𝑀2, 𝑀3 ∈ 𝒞, there is a family of isomorphisms 𝐴𝑥1,𝑥2
𝑀1,𝑀2,𝑀3

: (𝑀1�𝑀2) �
𝑀3 → 𝑀1 � (𝑀2�𝑀3) depending on complex variables 𝑥1, 𝑥2 that is functorial in
𝑀1, 𝑀2, 𝑀3. Further, for 𝑚𝑖 ∈ 𝑀𝑖 , 𝑥1, 𝑥2 ∈ C, |𝑥1 | > |𝑥2 | > |𝑥1 − 𝑥2 | > 0, the expres-
sions

Y𝑀1,𝑀2�𝑀3 (𝑚1, 𝑥1)Y𝑀2,𝑀3 (𝑚2, 𝑥2)𝑚3, Y𝑀1�𝑀2,𝑀3 (Y𝑀1,𝑀2 (𝑚1, 𝑥1− 𝑥2)𝑚2, 𝑥2)𝑚3,

(6.1.18)
converge absolutely for any choice of branch of logarithm for 𝑥1, 𝑥2 in the algebraic
completions of 𝑀1� (𝑀2�𝑀3) and (𝑀1�𝑀2)�𝑀3, respectively. Finally,

𝐴
𝑥1,𝑥2
𝑀1,𝑀2,𝑀3

(
Y𝑀1,𝑀2�𝑀3 (𝑚1, 𝑥1)Y𝑀2,𝑀3 (𝑚2, 𝑥2)𝑚3

)
= Y𝑀1�𝑀2,𝑀3 (Y𝑀1,𝑀2 (𝑚1, 𝑥1− 𝑥2)𝑚2, 𝑥2)𝑚3, (6.1.19)

where 𝐴
𝑥1,𝑥2
𝑀1,𝑀2,𝑀3 is the natural extension of 𝐴𝑥1,𝑥2

𝑀1,𝑀2,𝑀3
to algebraic completions.

Then 𝒞 is a braided monoidal category with the vertex operator algebra 𝑉 as the monoidal
unit, whose structure isomorphisms are uniquely characterised by the following.

• For 𝑀 ∈ 𝒞 the unit morphisms are uniquely characterised by

ℓ𝑀
(
Y𝑉 ,𝑀 (𝑣, 𝑧)𝑚

)
= 𝑌𝑀 (𝑣, 𝑧)𝑚

𝑟𝑀
(
Y𝑀,𝑉 (𝑚, 𝑧)𝑣

)
= e𝑧𝐿−1𝑌𝑀 (𝑣,−𝑧)𝑚, (6.1.20)

where 𝑌𝑀 is the field map of 𝑉 acting on the module 𝑀 , 𝑣 ∈ 𝑉 and 𝑚 ∈ 𝑀 .

• For 𝑀1, 𝑀2 ∈ 𝒞 the braiding isomorphism 𝑐𝑀1,𝑀2 : 𝑀1 �𝑀2 → 𝑀2 �𝑀1 is uniquely
characterised by

𝑐𝑀1,𝑀2

(
Y𝑀1,𝑀2 (𝑚1, 𝑧)𝑚2

)
= e𝑧𝐿−1Y𝑀2,𝑀1 (𝑚2,e

𝔦𝜋𝑧)𝑚1, (6.1.21)

where 𝑚1 ∈ 𝑀1 and 𝑚2 ∈ 𝑀2.
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• There is a twist morphism 𝜃𝑀1 = e
2𝜋𝔦𝐿0 |𝑀1 , 𝑀1 ∈ 𝒞, which satisfies 𝜃𝑉 = id𝑉 and for

any 𝑀2 ∈ 𝒞 also satisfies the balancing equation

𝜃𝑀1�𝑀2 = 𝑐𝑀2,𝑀1 ◦ 𝑐𝑀1,𝑀2 ◦
(
𝜃𝑀1 � 𝜃𝑀2

)
. (6.1.22)

• For 𝑖 = 1,2,3, 𝑀𝑖 ∈ 𝒞, 𝑚𝑖 ∈ 𝑀𝑖 , 𝑥1, 𝑥2 ∈ R, 𝑥1 > 𝑥2 > 𝑥1 − 𝑥2 > 0, the associativity iso-
morphism 𝐴𝑀1,𝑀2,𝑀3 : 𝑀1� (𝑀2�𝑀3) → (𝑀1�𝑀2)�𝑀3 is given by the isomorphism
of Part 2 above, where the branches of any logarithms are chosen such that the arguments
for 𝑥1, 𝑥2, 𝑥1− 𝑥2 are all 0.

6.2 Grothendieck-Verdier structure

With the braided monoidal properties described in Proposition 6.1.5 and the sufficient conditions
of Theorem 6.3.1 in hand, we can now connect these structures with the Grothendieck-Verdier
structures introduced in Chapter 3.

Theorem 6.2.1. Let 𝑉 be a vertex operator algebra and 𝒞 a choice of category of 𝑉-modules
which contains 𝑉 as an object, which is closed under taking contragredients and which sat-
isfies the two conditions (and hence also the conclusions) of Proposition 6.1.5. Then 𝒞 is
a ribbon Grothendieck-Verdier category, with dualising object 𝑉 ′ (the contragredient of the
vertex operator algebra as a module over itself), with dualising functor given by the taking of
contragredients, and with twist 𝜃 = e2𝜋𝔦𝐿0 .

Proof. Let 𝑋,𝑌, 𝑍 ∈ 𝒞 and recall the linear isomorphism 𝐴 : I
( 𝑍
𝑋,𝑌

)
→ I

( 𝑌 ′
𝑋,𝑍 ′

)
of Theo-

rem 6.1.4. When working with a strong grading consider instead the restriction 𝐴 : Gr
( 𝑍
𝑋,𝑌

)
→

Gr
( 𝑌 ′
𝑋,𝑍 ′

)
. Since category 𝒞 is closed under contragredients we therefore also have a natural

isomorphism Hom(𝑋 �𝑌, 𝑍) �−→ Hom(𝑋 � 𝑍 ′,𝑌 ′). Setting 𝑍 =𝑉 ′, we have

Hom(𝑋 �𝑌,𝑉 ′) �−→ Hom(𝑋 �𝑉 ′′,𝑌 ′) �−→ Hom(𝑋 �𝑉,𝑌 ′) �−→ Hom(𝑋,𝑌 ′) (6.2.1)

where we have made use of the canonical isomorphism𝑉 ′′ '𝑉 of Proposition 6.1.2 and the left
unit isomorphism 𝑉 �𝑌 ' 𝑌 . This proves that 𝒞 is a braided Grothendieck-Verdier category
with dualising object 𝑉 ′. Next we show that the twist 𝜃𝑀 = e2𝜋𝔦𝐿0 |𝑀 and the contragredient
functor satisfy the compatibility condition (3.1.4). From formula (6.1.9) for the opposed field
map one sees that 𝐿opp

0 = 𝐿0 and hence for any module 𝑀 ∈𝒞, (𝜃𝑀 ) ′ = 𝜃𝑀 ′. Thus 𝒞 is ribbon
Grothendieck-Verdier.
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Remark. Note that in Theorem 6.2.1 we do not require𝑉 ′ and𝑉 to be isomorphic as𝑉-modules.
Indeed, 𝑉 ′ plays the important structural role of a dualising object.

6.3 Sufficient conditions

Proving that a choice of vertex operator algebra module category admits the braided tensor
structure of Proposition 6.1.5 is a highly non-trivial task. Fortunately a number of sufficient
conditions were identified in [20], which we quote and summarise in the following theorem.

Theorem 6.3.1 (Huang-Lepowsky-Zhang). Let 𝐴 ≤ 𝐵 be abelian groups and let 𝑉 be an
𝐴-graded vertex operator algebra. Then the following conditions on a choice of 𝐵-graded
module category 𝒞 are sufficient for 𝒞 to have the braided monoidal structure induced from
intertwining operators described in Proposition 6.1.5.

1. The vertex operator algebra𝑉 is an object in𝒞 and all objects of𝒞 are strongly 𝐵-graded.
For any𝑀1, 𝑀2 ∈𝒞 the logarithmic intertwining operatorY𝑀1,𝑀2 satisfying the universal
property in the definition of the tensor product of𝑀1 and𝑀2 is grading compatible (hence
all logarithmic intertwining operators are grading compatible) [20, Part III, Assumption
4.1].

2. 𝒞 is a full subcategory of the category of strongly 𝐵-graded modules and is closed under
the contragredient functor and under taking finite direct sums [20, Part IV, Assumption
5.30].

3. For any object in 𝒞 all conformal weights are real and the non-semisimple part of 𝐿0

acts nilpotently, that is, there is a uniform bound on the size of Jordan blocks for any
given module though there need not be global bound for the entire category [20, Part V,
Assumption 7.11].

4. 𝒞 is closed under images of module homomorphisms [20, Part VI, Assumption 10.1.7].

5. The convergence and extension properties for either products or iterates holds [20, Part
VII, Theorem 11.4].

6. For any objects 𝑀1, 𝑀2 ∈ 𝒞, let 𝑀𝑣 be the 𝑉-module generated by a 𝐵-homogeneous
generalised 𝐿0 eigenvector 𝑣 ∈ COMP(M1,M2). If 𝑀𝑣 is lower bounded then 𝑀𝑣 is
strongly graded and an object in 𝒞 [24, Theorem 3.1].
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Remark. The above sufficient conditions are in a sense the weakest known conditions for a
vertex operator algebra module category admitting a braided monoidal structure. However,
they can in practice be difficult to verify (especially Conditions 5 and 6). Other more restrictive
and hence more tractable sets of conditions are therefore also commonly considered in the
literature. The most famous set arguably being:

• The vertex operator algebra 𝑉 is 𝐶2-cofinite, all 𝐿0 eigenspaces are finite dimensional,
the only non-zero eigenspaces have non-negative integral 𝐿0 eigenvalue, dim𝑉0 = 1 and
𝑉 � 𝑉 ′.

• The category 𝒞 of all admissible (also known as N gradable) modules is semisimple.

If the above conditions hold, then 𝒞 is a modular tensor category and the much celebrated
Verlinde formula holds [25]. A weaker set of sufficient conditions only requires the vertex
operator algebra to be 𝐶2-cofinite and the category to be the category of admissible modules
without any assumptions on semisimplicity. Comparatively few general results are known when
the 𝐶2-cofiniteness condition is not satisfied, however, a recent flurry of new insights appears
to be changing this at last [23, 26–29].

The convergence and extension property of Theorem 6.3.1.5 is a technical condition on the
analytic properties of intertwining operators, whose details we shall not state here. Instead we
give sufficient conditions for the convergence and extension property to hold.

Theorem 6.3.2 (Allen-Wood [29, Theorem 5.7]). Let 𝐴 ≤ 𝐵 be abelian groups, let 𝑉 be an
𝐴-graded vertex operator algebra and let 𝑉 be a vertex subalgebra of 𝑉 (0) . Further, let
𝑀𝑖 , 𝑖 = 0,1,2,3,4 be 𝐵-graded 𝑉-modules. Finally let Y1, Y2, Y3 and Y4 be logarithmic
grading compatible intertwining operators of types

( 𝑀0
𝑀1, 𝑀4

)
,
( 𝑀4
𝑀2, 𝑀3

)
,
( 𝑀0
𝑀4, 𝑀3

)
and

( 𝑀4
𝑀1, 𝑀2

)
respectively. If the modules 𝑀𝑖 , 𝑖 = 0,1,2,3 (note 𝑖 = 4 is excluded) are discretely strongly
graded, and graded𝐶1-cofinite as𝑉-modules, then Y1, Y2 satisfy the convergence and extension
property for products and Y3, Y4 satisfy the convergence and extension property for iterates.

Proof. The above theorem follows from the proof of [30, Theorem 7.2], however, in [30] some
assumptions are made on the category of strongly graded modules (see [30, Assumption 7.1,
Part 3]) which do not hold in general. Fortunately, the proof of Theorem 6.3.2 does not depend
at all on any categorical considerations or even on the details of the intertwining operators Y𝑖
beyond their types. It merely depends on certain finiteness properties of the modules W𝑖 . We
reproduce the proof of Yang in Appendix D, with some minor tweaks to the arguments, to show
that the conclusion of Theorem 6.3.2 holds, without making any assumptions on the category
of all strongly graded modules.
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Choosing the module category to be abelian and combining Theorems 6.3.1 and 6.3.2 we
obtain the following simplified sufficient conditions.

Corollary 6.3.3. Let 𝐴 ≤ 𝐵 be abelian groups, let 𝑉 be an 𝐴-graded vertex operator algebra
and let 𝒞 be an abelian full subcategory of the category of all 𝐵-graded 𝑉-modules, which
contains𝑉 . Then the following conditions are sufficient for 𝒞 to have the ribbon Grothendieck-
Verdier category structures induced from intertwining operators described in Proposition 6.1.5
and Theorem 6.2.1.

1. All objects in 𝒞 are discretely strongly graded and 𝒞 is closed under taking contragre-
dients.

2. The non-semisimple part of 𝐿0 acts nilpotently on any object in 𝒞.

3. There exists a vertex operator subalgebra 𝑉 ⊂ 𝑉 (0) such that all objects in 𝒞 are graded
𝐶1-cofinite as 𝑉 modules.

4. For any objects 𝑀1, 𝑀2 ∈𝒞, every lower bounded submodule of COMP(M1,M2) that is
finitely generated by doubly homogeneous vectors is an object in 𝒞.

We have ordered the conditions in Corollary 6.3.3 by how difficult they are to verify in
practice. Note in particular that Conditions 1 – 3 are merely properties of the types of modules
one wishes to consider and make no reference to tensor products.





43

Chapter 7

Functors Involving Vertex Operator
Algebra Module Categories

“Don’t cross the streams.”
— Dr. Egon Spengler (Harold Ramis), Ghostbusters

The monoidal structures of vertex operator algebra module categories are a consequence
of the properties of intertwining operators. This chapter presents results from [10] on how
monoidal functors, from linear braided monoidal categories to vertex operator algebra module
categories, interact with intertwining operators, conditions for when the functor is an iso-
morphism and when it is ribbon Grothendieck-Verdier are also presented. Finally we prove a
proposition which describes conditions under which one can extend the functor from projectives
to the full category.

7.1 Functors and equivalences

Lemma 7.1.1. Let 𝑉 be a vertex algebra with choice of module category (𝒞,�, 𝑙, 𝑟,𝛼, 𝑐),
admitting the braided monoidal structure induced from intertwining operators described in
Proposition 6.1.5. Let (𝒟,⊗, 𝑙, 𝑟,𝛼, 𝑐) be a linear braided monoidal category, 𝐺 : 𝒟→ 𝒞 a
C-linear abelian functor and 𝜑0 a choice of morphism 𝜑0 : 𝑉 → 𝐺 (1𝒟). Then the following
are equivalent.

1. There exists a natural transformation 𝜑2 :𝐺 (−)�𝐺 (−) →𝐺 (−⊗−) such that (𝐺,𝜑0, 𝜑2)
is a braided lax monoidal functor (lax here means that 𝜑0 and 𝜑2 are not required to be
isomorphisms).
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2. There exists a family of linear maps

𝐺𝑇 : Hom𝒟(M⊗N,P) → I
(

𝐺 (P)
𝐺 (M),𝐺 (N)

)
,

𝑓 ↦→ 𝐺𝑇𝑓 (𝑧), (7.1.1)

for all M,N,P ∈𝒟, satisfying the following conditions.

• Functoriality: For any M,M′,N,N′,P,P′ ∈𝒟 and any 𝑔 : M′→M, ℎ : N′→N,
𝑘 : P→ P′, we have

𝐺𝑇
𝑘◦ 𝑓 ◦(𝑔⊗ℎ) (𝑧) = 𝐺 (𝑘) ◦𝐺

𝑇
𝑓 (𝑧) ◦ (𝐺 (𝑔) ⊗C𝐺 (ℎ)), (7.1.2)

where ⊗C denotes the tensor product of complex vector spaces and linear maps.

• Unitality: For any N ∈𝒟,

𝐺𝑇𝑙N
(𝜑0(𝑣), 𝑧)𝑛 = 𝑌𝐺 (N) (𝑣, 𝑧)𝑛, (7.1.3)

where 𝑌𝐺 (N) is the vertex operator algebra field map on the module 𝐺 (N).

• Skew symmetry: For any M, N ∈𝒟 and 𝑚 ∈ 𝐺 (M), 𝑛 ∈ 𝐺 (N),

𝐺𝑇𝑐N,M
(𝑛, 𝑧)𝑚 = e𝑧𝐿−1𝐺𝑇idM⊗N

(
𝑚,e𝔦𝜋𝑧

)
𝑛. (7.1.4)

• Associativity: For anyM, N, P ∈𝒟,𝑚 ∈𝐺 (M), 𝑛 ∈𝐺 (N), 𝑝 ∈𝐺 (P) and 𝑥1, 𝑥2 ∈C
such that |𝑥1 | > |𝑥2 | > 0 and |𝑥2 | > |𝑥1− 𝑥2 | > 0,

𝐺𝑇𝛼M,N,P
(𝑚,𝑥1)𝐺𝑇idN⊗P (𝑛,𝑥2)𝑝 = 𝐺𝑇id(M⊗N)⊗P

(
𝐺𝑇idM⊗N (𝑚,𝑥1− 𝑥2)𝑛,𝑥2

)
𝑝,

(7.1.5)

where both sides of the equality are to be seen as elements of the algebraic com-
pletion of 𝐺 ((M⊗N) ⊗P) and the associativity map 𝛼M,N,P is to be seen as an
element of Hom(M⊗ (N⊗P), (M⊗N) ⊗P) so that 𝐺𝑇𝛼M,N,P

(𝑧) is an intertwiner
of type

( 𝐺 ( (M⊗N) ⊗P)
𝐺 (M) ,𝐺 (N⊗P)

)
.

The linear maps𝐺𝑇 and the natural transformation 𝜑2 uniquely characterise each other through
the equality𝐺𝑇idM⊗N (𝑧) = 𝜑2(M,N) ◦Y𝐺 (M) ,𝐺 (N) (−, 𝑧), whereM,N ∈𝒟 and whereY𝐺 (M) ,𝐺 (N)
is the intertwining operator of the universal property (6.1.17) characterising 𝐺 (M)�𝐺 (N).
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Remark. By the functoriality condition above, the linear maps 𝐺𝑇 are completely determined
by their values on idM⊗N ∈ Hom𝒟(M⊗N,M⊗N). If 𝐺𝑇idM⊗N ∈ Gr

( 𝐺 (M⊗N)
𝐺 (M) ,𝐺 (N)

)
for all M,N ∈

𝒟, then all 𝐺𝑇
𝑓

will be graded intertwining operators, since all morphisms in 𝒞 preserve the
grading. Further, for each of the equations (7.1.3), (7.1.4), (7.1.5), the left-hand sides and
right-hand sides are respectively in the same space of intertwining operators. If these spaces
of intertwining operators are finite dimensional, then it is sufficient to verify the equation for
only a finite number of coefficients. In particular, if the intertwining operator space is one
dimensional then it is sufficient to compare the leading coefficients.

Proof. Note that if the family of maps 𝐺𝑇 in (7.1.1) exists, then since idM⊗N ∈ End𝒟(M⊗N),
it follows that 𝐺𝑇idM⊗N is an intertwining operator of type

( 𝐺 (M⊗N)
𝐺 (M) ,𝐺 (N)

)
. Let Y𝐺 (M) ,𝐺 (N)

be the universal intertwining operator of type
(𝐺 (M)�𝐺 (N)
𝐺 (M) ,𝐺 (N)

)
coming from universal property

(6.1.17) characterising 𝐺 (M) �𝐺 (N). This universal property further implies the existence
and uniqueness of a family of morphisms 𝜑2(M,N) ∈ Hom𝒞 (𝐺 (M)�𝐺 (N),𝐺 (M⊗N))
satisfying 𝐺𝑇idM⊗N

(𝑧) = 𝜑2(M,N) ◦ Y𝐺 (M) ,𝐺 (N) (−, 𝑧). Conversely given a family of mor-
phisms 𝜑2(M,N) : 𝐺 (M) �𝐺 (N) → 𝐺 (M ⊗N), we can define 𝐺𝑇idM⊗N via 𝐺𝑇idM⊗N (𝑧) =
𝜑2(M,N) ◦Y𝐺 (M) ,𝐺 (N) .

We show the logical equivalence of Assertions 1 and 2 by respectively showing the equiva-
lence of naturality of 𝜑2 and functoriality of𝐺𝑇 ; the left unit square constraint for 𝜑2 commuting
and the unitality of 𝐺𝑇 ; the braiding square constraint for 𝜑2 commuting and the skew symme-
try of 𝐺𝑇 ; and the associativity hexagon constraint for 𝜑2 commuting and the associativity of
𝐺𝑇 . Note that the right unit square constraint does not need to be verified, since it is implied
by the left unit and braiding.

Assume 𝐺𝑇 is functorial, and 𝑔 : M′→M, ℎ : N′→N, then

(𝐺 (𝑔 ⊗ ℎ)) ◦𝜑2(M′,N′) ◦Y𝐺 (M) ,𝐺 (N) =𝐺 (𝑔⊗ℎ) ◦𝐺𝑇idM′⊗N′ =𝐺
𝑇
𝑔⊗ℎ =𝐺

𝑇
idM⊗N ◦𝐺 (𝑔) ⊗C𝐺 (ℎ)

= 𝜑2(M,N) ◦Y𝐺 (M) ,𝐺 (N) ◦𝐺 (𝑔) ⊗C𝐺 (ℎ) = 𝜑2(M,N) ◦ (𝐺 (𝑔)�𝐺 (ℎ))Y𝐺 (M) ,𝐺 (N) . (7.1.6)

Thus (𝐺 (𝑔 ⊗ ℎ)) ◦𝜑2(M′,N′) = 𝜑2(M,N) ◦ (𝐺 (𝑔)�𝐺 (ℎ)) and hence 𝜑2 is natural.
Conversely, assume 𝜑2 is natural. As noted above, We first define 𝐺𝑇 on identity

morphisms idM⊗N by 𝐺𝑇idM⊗N = 𝜑2(M,N) ◦Y𝐺 (M) ,𝐺 (N) and extend functorially, that is for
𝑓 ∈ Hom𝒟(M⊗N,P), 𝑔 : M′→M, ℎ : N′→N, 𝑘 : P→ P′,

𝐺𝑇
𝑘◦ 𝑓 ◦(𝑔⊗ℎ) (𝑧) = 𝐺 (𝑘) ◦𝐺 ( 𝑓 ) ◦𝐺

𝑇
idM⊗N (𝑧) ◦ (𝐺 (𝑔) ⊗C𝐺 (ℎ)). (7.1.7)

This is well defined if and only if𝐺 (𝑔⊗ ℎ) ◦𝐺𝑇idM′⊗N′ (𝑧) =𝐺
𝑇
idM⊗N

(𝑧) ◦𝐺 (𝑔) ⊗C𝐺 (ℎ). Consider

𝐺 (𝑔 ⊗ ℎ) ◦𝐺𝑇idM′⊗N′ (𝑧) = 𝐺 (𝑔 ⊗ ℎ) ◦𝜑2(M′,N′) ◦Y𝐺 (M′) ,𝐺 (N′) (−, 𝑧)
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= 𝜑2(M,N) ◦ (𝐺 (𝑔)�𝐺 (ℎ)) ◦Y𝐺 (M′) ,𝐺 (N′) (−, 𝑧)

= 𝜑2(M,N) ◦Y𝐺 (M) ,𝐺 (N) (−, 𝑧) ◦𝐺 (𝑔) ⊗C𝐺 (ℎ), (7.1.8)

where the second equality uses the naturality of 𝜑2 is natural and the third uses the definition
of the tensor product of morphisms in 𝒞. Hence the formula (7.1.7) is well defined and 𝐺𝑇 is
functorial. For the remainder of the proof we will assume that 𝜑2 is natural and hence also that
𝐺𝑇 is functorial.

We next show the logical equivalence of the left unit constraint for (𝐺,𝜑0, 𝜑2) and the
unitality of 𝐺𝑇 . Consider the following squares.

𝑉 ⊗C𝐺 (M) 𝑉 �𝐺 (M) 𝐺 (M)

𝐺 (1𝒟) ⊗C𝐺 (M) 𝐺 (1𝒟)�𝐺 (M) 𝐺 (1𝒟 ⊗M)

𝜑0⊗Cid𝐺 (𝑀 )

Y𝑉 ,𝐺 (𝑀 ) 𝑙𝐺 (M)

𝜑0�id𝐺 (𝑀 )

Y𝐺 (1
𝒟
) ,𝐺 (𝑀 ) 𝜑2 (1𝒟,M)

𝐺 (𝑙M) (7.1.9)

Note that we have suppressed formal variables in the images of intertwining operators for visual
clarity. The left square commutes by the definition (see Theorem 6.2.1) of how the functor �
is evaluated on pairs of morphisms in 𝒞. Consider the two sequences of equalities

𝐺 (𝑙M) ◦𝜑2(1𝒟,M) ◦
(
𝜑0� id𝐺 (M)

) (
Y𝑉 ,𝐺 (M) (𝑣, 𝑧)𝑚

)
= 𝐺 (𝑙M) ◦𝜑2(1𝒟,M)

(
Y𝐺 (1𝒟) ,𝐺 (M) (𝜑0(𝑣), 𝑧)𝑚

)
= 𝐺 (𝑙M) ◦𝐺𝑇id1

𝒟
⊗M
(𝜑0(𝑣), 𝑧)𝑚 = 𝐺𝑇𝑙M

(𝜑0(𝑣), 𝑧)𝑚, (7.1.10a)

𝑙𝐺 (𝑀 )
(
Y𝑉 ,𝐺 (𝑀 ) (𝑣, 𝑧)𝑚

)
= 𝑌𝐺 (M) (𝑣, 𝑧)𝑚. (7.1.10b)

The first equality of (7.1.10a) follows from the definition of � evaluated on a pair of morphisms,
the second from the identity relating 𝐺𝑇 and 𝜑2, the third from the functoriality of 𝐺𝑇 , while
(7.1.10b) is the defining property of left unit morphisms in 𝒞. If we assume that 𝐺𝑇 is unital,
then the last expressions of (7.1.10a) and (7.1.10b) are equal and hence the first terms must also
be equal, implying the commutativity of the right square in (7.1.9). Conversely, if we assume
that the right square in (7.1.9) commutes, then the first expressions of (7.1.10a) and (7.1.10b)
are equal and hence the last terms must also be equal. Thus 𝐺𝑇 is unital.

We next show the logical equivalence of the braiding constraint for (𝐺,𝜑0, 𝜑2) and the skew
symmetry of 𝐺𝑇 . Consider the following squares.

𝐺 (M) ⊗C𝐺 (N) 𝐺 (M)�𝐺 (N) 𝐺 (M⊗N)

𝐺 (N) ⊗C𝐺 (M) 𝐺 (N)�𝐺 (M) 𝐺 (N⊗M)

Y𝐺 (M) ,𝐺 (N)

𝑃 𝑐𝐺 (M) ,𝐺 (N)

𝜑2 (M,N)

𝐺 (𝑐M,N)

Y𝐺 (N) ,𝐺 (M) 𝜑2 (N,M)

(7.1.11)
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where 𝑃 is the tensor flip. We have again suppressed formal variables. The left square commutes
by the definition (see Theorem 6.2.1) of braiding for intertwining operators. Consider the two
sequences of equalities

𝜑2(N,M) ◦ 𝑐𝐺 (M) ,𝐺 (N)
(
Y𝐺 (M) ,𝐺 (N) (𝑚, 𝑧, 𝑛)

)
= 𝜑2(N,M)

(
e
𝑧𝐿−1Y𝐺 (N) ,𝐺 (M) (𝑛,e𝔦𝜋𝑧,𝑚)

)
= e𝑧𝐿−1𝜑2(N,M)

(
Y𝐺 (N) ,𝐺 (M) (𝑛,e𝔦𝜋𝑧,𝑚)

)
e
𝑧𝐿−1𝐺𝑇idN⊗M

(
𝑛,e𝔦𝜋𝑧

)
𝑚, (7.1.12a)

𝐺 (𝑐M,N) ◦𝜑2(M,N) ◦Y𝐺 (M) ,𝐺 (N) (𝑚, 𝑧)𝑛 = 𝐺 (𝑐M,N) ◦𝐺𝑇idM⊗N (𝑚, 𝑧)𝑛 = 𝐺
𝑇
𝑐M,N
(𝑚, 𝑧)𝑛.

(7.1.12b)

As for the unitality argument above, the equalities follow from the defining properties of the
tensor structures in 𝒞 and the functoriality of 𝐺𝑇 or naturality of 𝜑2. Note that 𝜑2(N,M) is
a module map and hence commutes with 𝐿−1. If we assume that 𝐺𝑇 is skew symmetric, then
the last expressions of (7.1.12a) and (7.1.12b) are equal and hence the first are also equal. Thus
the right square in (7.1.11) commutes. Conversely, if the right square in (7.1.11) commutes,
then the first expressions of (7.1.12a) and (7.1.12b) are equal and hence the last are also equal,
implying the skew symmetry of 𝐺𝑇 .

Finally we show the equivalence of the associativity hexagon condition for 𝜑2, and the
associativity of 𝐺𝑇 . Consider the following triangle and hexagon.

𝐺 (M) ⊗C𝐺 (N) ⊗C𝐺 (P)

𝐺 (M)� (𝐺 (N)�𝐺 (P)) (𝐺 (M)�𝐺 (N))�𝐺 (P)

𝐺 (M)�𝐺 (N⊗P) 𝐺 (M⊗N)�𝐺 (P)

𝐺 (M⊗ (N⊗P)) 𝐺 ((M⊗N) ⊗P)

Y ( )Y ( ) Y (Y ( ))

id�𝜑2

𝛼𝒞

𝜑2�id

𝜑2 𝜑2

𝐺 (𝛼𝒟)

(7.1.13)

Here Y( )Y( ) and Y(Y( )) denote the obvious product and iterate of intertwining operators
and we have suppressed the objects labelling the natural transformations 𝜑2, 𝛼𝒞, 𝛼𝒟. The
left triangle commutes by the definition (see Theorem 6.2.1) of associativity for intertwining
operators. Let 𝑚 ∈ 𝐺 (M), 𝑛 ∈ 𝐺 (N), 𝑝 ∈ 𝐺 (P), 𝑥1, 𝑥2 ∈ C, |𝑥1 | > |𝑥2 | > 0, |𝑥2 | > |𝑥1− 𝑥2 | > 0
and consider the two sequences of equalities

𝐺 (𝛼M,N,P) ◦𝜑2(M,N⊗P) ◦
(
id𝐺 (𝑀 ) �𝜑2(N,P)

)
◦Y𝐺 (M) ,𝐺 (N)�𝐺 (P) (𝑚,𝑥1)Y𝐺 (N) ,𝐺 (P) (𝑛,𝑥2)𝑝

= 𝐺 (𝛼M,N,P) ◦𝜑2(M,N⊗P) ◦Y𝐺 (M) ,𝐺 (N⊗P) (𝑚,𝑥1)𝜑2(N,P) ◦Y𝐺 (N) ,𝐺 (P) (𝑛,𝑥2)𝑝
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= 𝐺 (𝛼M,N,P) ◦𝐺𝑇idM⊗(N⊗P) (𝑚,𝑥1)𝐺𝑇idN⊗P (𝑛,𝑥2)𝑝 = 𝐺𝑇𝛼M,N,P
(𝑚,𝑥1)𝐺𝑇idN⊗P (𝑛,𝑥2)𝑝,

(7.1.14a)

𝜑2(M⊗N,P) ◦
(
𝜑2(M,N)� id𝐺 (P)

)
◦𝛼𝐺 (M) ,𝐺 (N) ,𝐺 (P)

◦Y𝐺 (M) ,𝐺 (N)�𝐺 (P) (𝑚,𝑥1)Y𝐺 (N) ,𝐺 (P) (𝑛,𝑥2)𝑝

= 𝜑2(M⊗N,P) ◦
(
𝜑2(M,N)� id𝐺 (P)

)
◦Y𝐺 (M⊗N) ,𝐺 (P) (Y𝐺 (M) ,𝐺 (N) (𝑚,𝑥1− 𝑥2)𝑛,𝑥2)𝑝

= 𝜑2(M⊗N,P) ◦Y𝐺 (M⊗N) ,𝐺 (P) (𝜑2(M,N) ◦Y𝐺 (M) ,𝐺 (N) (𝑚,𝑥1− 𝑥2)𝑛,𝑥2)𝑝

= 𝐺𝑇id(M⊗N)⊗P

(
𝐺𝑇idM⊗N (𝑚,𝑥1− 𝑥2)𝑛,𝑥2

)
𝑝. (7.1.14b)

As with the arguments for the previous commutative diagrams, the equivalence of 𝐺𝑇 being
associative and the hexagon in (7.1.13) commuting follows by recognising the equality of either
the first or last terms of (7.1.14a) and (7.1.14b).

Assertions 1 and 2 are therefore equivalent.

Corollary 7.1.2. Let 𝒞, 𝒟, 𝐺 and 𝜑0 be as in Lemma 7.1.1. Further, assume 𝜑0 is an
isomorphism and that there exists a natural transformation 𝜑2 : 𝐺 (M) �𝐺 (N) → 𝐺 (M ⊗
N) such that (𝐺,𝜑0, 𝜑2) is a braided monoidal functor. Then 𝜑2 is a natural isomorphism
(equivalently (𝐺,𝜑0, 𝜑2) is a strong braided monoidal functor) if either of the following sets of
sufficient conditions are satisfied.

1. The unique morphism 𝑓M,N ∈Hom𝒞 (𝐺 (M)�𝐺 (N),𝐺 (M⊗N)) satisfying𝐺𝑇idM⊗N (𝑧) =
𝑓M,N ◦Y𝐺 (M) ,𝐺 (N) (−, 𝑧) is an isomorphism for all M,N ∈𝒟.

2. For all M,N ∈ 𝒟, the objects 𝐺 (M) �𝐺 (N) and 𝐺 (M ⊗N) are isomorphic, and
𝐺𝑇idM⊗N

(𝑧) is a surjective intertwining operator.

If in addition 𝒟 and 𝒞 are ribbon Grothendieck-Verdier with dualising objects 𝐾𝒟,𝐾𝒞 and
twists 𝜃𝒟, 𝜃𝒞, respectively. Then a braided monoidal equivalence (𝐺,𝜑0, 𝜑2) is a ribbon
Grothendieck-Verdier equivalence, if and only if

𝐺 (𝐾𝒟) � 𝐾𝒞 and 𝐺 (𝜃𝒟) = 𝜃𝒞 |𝐺 (−) . (7.1.15)

7.2 Restriction to projectives

Due to the categories and functors above being abelian, the functor𝐺 and its monoidal structure
morphisms, or equivalently the family of linear maps 𝐺𝑇 , distribute over direct sums. It is
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therefore sufficient to only consider indecomposable modules M,N and P when verifying
the properties of 𝐺𝑇 . In practice general indecomposable vertex operator algebra modules
can still be intractably complicated and so it would be convenient to not have to consider
all modules. For sufficiently well behaved functors and categories one can, for example,
restrict one’s attention to projective modules only (and if projective modules are sufficient, then
indecomposable projectives are too), as we show in the next proposition. This result will be
required in Chapter 11 where we apply it to the bosonic ghost vertex algebra.

Proposition 7.2.1 ( [10][Proposition 2.17]). Let 𝒞 and 𝒟 be abelian braided monoidal cate-
gories both satisfying that there are sufficiently many projectives, that the tensor products are
biexact and that projectives form a tensor ideal. Let 𝒞𝑝 and 𝒟

𝑝, respectively, be the full
subcategories of projective objects of 𝒞 and 𝒟. If we have

• an exact functor𝐹 :𝒞→𝒟, satisfying that the image of any projective object is projective,

• an isomorphism 𝜑0 : 1𝒟→ 𝐹 (1𝒞),

• a natural isomorphism 𝜑
𝑝

2 : 𝐹 (−|𝑝) ⊗𝒟 𝐹 (−|𝑝) → 𝐹 ◦
(
−|𝑝 ⊗𝒞 −|𝑝

)
, where −|𝑝 denotes

the restriction to 𝒞
𝑝,

• a projective cover of the unit object Q 𝜋→ 1𝒞,

satisfying that, for all M, N, P ∈ 𝒞𝑝, the four diagrams below commute, then 𝜑𝑝2 admits a
unique extension 𝜑2 to 𝒞 and (𝐹, 𝜑0, 𝜑2) is a braided lax tensor functor. If, in addition, 𝜑𝑝2 is a
natural isomorphism, then so is 𝜑2 and therefore (𝐹, 𝜑0, 𝜑2) is a strong braided tensor functor.

1𝒟 ⊗𝒟 𝐹 (M) 𝐹 (1𝒞) ⊗𝒟 𝐹 (M) 𝐹 (Q) ⊗𝒟 𝐹 (M)

𝐹 (M) 𝐹 (1𝒞 ⊗𝒞M) 𝐹 (Q⊗𝒞M)

𝑙𝐹 (M)

𝜑−1
0 ⊗𝒟id𝐹 (M) 𝐹 (𝜋1) ⊗𝒟id𝐹 (M)

𝜑
𝑝

2 (Q,M)

𝐹 (𝑙M) 𝐹 (𝜋1⊗𝒞 id𝐹 (M) )

(7.2.1)

𝐹 (M) ⊗𝒟 1𝒟 𝐹 (M) ⊗𝒟 𝐹 (1𝒞) 𝐹 (M) ⊗𝒟 𝐹 (Q)

𝐹 (M) 𝐹 (M⊗𝒞 1𝒞) 𝐹 (M⊗𝒞 Q)

𝑟𝐹 (M)

id𝐹 (M) ⊗𝒟𝜑−1
0

id𝐹 (M) ⊗𝒟𝐹 (𝜋1)

𝜑
𝑝

2 (M,Q)

𝐹 (𝑟M) 𝐹 (id𝐹 (M) ⊗𝒞 𝜋1)

(7.2.2)

𝐹 (M) ⊗𝒟 𝐹 (N) 𝐹 (N) ⊗𝒟 𝐹 (M)

𝐹 (M⊗𝒞N) 𝐹 (N⊗𝒞M)

𝑐𝐹 (M) ,𝐹 (N)

𝜑
𝑝

2 (M,N) 𝜑
𝑝

2 (N,M)

𝐹 (𝑐M,N)
(7.2.3)
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𝐹 (M) ⊗𝒟 (𝐹 (N) ⊗𝒟 𝐹 (P)) (𝐹 (M) ⊗𝒟 𝐹 (N)) ⊗𝒟 𝐹 (P)

𝐹 (M) ⊗𝒟 𝐹 (N⊗𝒞 P) 𝐹 (M⊗𝒞N) ⊗𝒟 𝐹 (P)

𝐹 (M⊗𝒞 (N⊗𝒞 P)) 𝐹 ((M⊗𝒞N) ⊗𝒞 P)

𝛼𝐹 (M) ,𝐹 (N) ,𝐹 (P)

id𝐹 (M) ⊗𝒟𝜑𝑝

2 (N,P) 𝜑
𝑝

2 (M,N) ⊗𝒟id𝐹 (P)

𝜑
𝑝

2 (M,N⊗𝒞P) 𝜑
𝑝

2 (M⊗𝒞N,P)
𝐹 (𝛼M,N,P)

(7.2.4)

Proof. We apply Lemma B.2.4, with functors 𝐹 (−) ⊗𝒟𝐹 (−) and 𝐹 (−⊗𝒞−) from𝒞×𝒞→𝒟.
By biexactness of the tensor products and projectives forming a tensor ideal we know that the
images of projective objects under these functors are again projective. We use the projective
resolution of M×N given by the total complex Tot⊕ (M•×N•) of their individual projective
resolutions (see Definition B.5.1). Hence 𝜑𝑝2 admits a unique extension 𝜑2. It remains to show
that (𝐹, 𝜑0, 𝜑2) satisfies the constraints of a braided lax tensor functor. First, we show that the
first two commutative diagrams lead to the unital constraints for projective objects. Consider
the commuting square (7.2.1), where we add the morphism 𝜑2(1𝒞,M) to the middle column.

1𝒟 ⊗𝒟 𝐹 (M) 𝐹 (1𝒞) ⊗𝒟 𝐹 (M) 𝐹 (Q) ⊗𝒟 𝐹 (M)

𝐹 (M) 𝐹 (1𝒞 ⊗𝒞M) 𝐹 (Q⊗𝒞M)

𝑙𝐹 (M)

𝜑−1
0 ⊗𝒟id𝐹 (M)

𝜑2 (1𝒞 ,M)

𝐹 (𝜋) ⊗𝒟id𝐹 (M)

𝜑
𝑝

2 (Q,M)

𝐹 (𝑙M) 𝐹 (𝜋1⊗𝒞 id𝐹 (M) )

(7.2.5)

The right square commutes by the naturality of 𝜑2 and the outer rectangle commutes by
assumption. Therefore

𝐹 (𝑙M) ◦𝜑2(1𝒞,M) ◦
(
𝐹 (𝜋) ⊗𝒟 id𝐹 (M)

)
= 𝐹 (𝑙M) ◦𝐹 (𝜋 ⊗𝒞 id𝐹 (M) ) ◦𝜑2(𝑄,M)

= 𝑙𝐹 (M) ◦𝜑−1
0 ⊗𝒟 id𝐹 (M) ◦

(
𝐹 (𝜋) ⊗𝒟 id𝐹 (𝑀 )

)
.

(7.2.6)

Since 𝐹 (𝜋) ⊗𝒟 id𝐹 (𝑀 ) is an epimorphism 𝐹 (𝑙M) ◦ 𝜑2(1𝒞,M) = 𝑙𝐹 (M) ◦ 𝜑−1
0 ⊗𝒟 id𝐹 (M) and it

follows that the left square commutes. A similar argument holds for the right unit.

Next we show that 𝜑2 satisfies the constraints of the braiding square and the associativity
hexagon. For any M,N,P ∈ 𝒞 and choices of projective resolutions for these objects consider
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the following diagrams.

𝐹 (N) ⊗𝒟 𝐹 (M) 𝐹 (N0) ⊗𝒟 𝐹 (M0)

𝐹 (M) ⊗𝒟 𝐹 (N) 𝐹 (M0) ⊗𝒟 𝐹 (N0)

𝐹 (N⊗𝒞M) 𝐹 (N0 ⊗𝒞M0)

𝐹 (M⊗𝒞N) 𝐹 (M0 ⊗𝒞N0)

(7.2.7)

𝐹 (M) ⊗𝒟 (𝐹 (N) ⊗𝒟 𝐹 (P)) 𝐹 (M0) ⊗𝒟 (𝐹 (N0) ⊗𝒟 𝐹 (P0))

(𝐹 (M) ⊗𝒟 𝐹 (N)) ⊗𝒟 𝐹 (P) (𝐹 (M0) ⊗𝒟 𝐹 (N0)) ⊗𝒟 𝐹 (P0)

𝐹 (M) ⊗𝒟 𝐹 (N⊗𝒞 P) 𝐹 (M0) ⊗𝒟 𝐹 (N0 ⊗𝒞 P0)

𝐹 (M⊗𝒞N) ⊗𝒟 𝐹 (P) 𝐹 (M0 ⊗𝒞N0) ⊗𝒟 𝐹 (P0)

𝐹 (M⊗𝒞 (N⊗𝒞 P)) 𝐹 (M0 ⊗𝒞 (N0 ⊗𝒞 P0))

𝐹 ((M⊗𝒞N) ⊗𝒞 P) 𝐹 ((M0 ⊗𝒞N0) ⊗𝒞 P0)

(7.2.8)

The left faces are, respectively, the braiding and associativity constraints whose commutativity
we need to show. The right faces are the same diagrams evaluated on the first projective
coefficients of the appropriate projective resolutions formed by taking total complexes, while
the horizontal arrows are from these resolutions. Note that the right faces commute by (7.2.3)
and (7.2.4), as they are evaluated on projective objects, while the front and back commute by
the naturality of 𝜑2. We present the detailed argument for the braiding square. The argument
for the associativity hexagon is similar. Consider the following paths through the braiding
diagram.

𝐹 (N) ⊗𝒟 𝐹 (M) 𝐹 (N0) ⊗𝒟 𝐹 (M0)

𝐹 (M) ⊗𝒟 𝐹 (N) 𝐹 (M0) ⊗𝒟 𝐹 (N0)

𝐹 (N⊗𝒞M) 𝐹 (N0 ⊗𝒞M0)

𝐹 (M⊗𝒞N) 𝐹 (M0 ⊗𝒞N0)

𝑑

𝛿

(7.2.9)

𝐹 (N) ⊗𝒟 𝐹 (M) 𝐹 (N0) ⊗𝒟 𝐹 (M0)

𝐹 (M) ⊗𝒟 𝐹 (N) 𝐹 (M0) ⊗𝒟 𝐹 (N0)

𝐹 (N⊗𝒞M) 𝐹 (N0 ⊗𝒞M0)

𝐹 (M⊗𝒞N) 𝐹 (M0 ⊗𝒞N0)

𝑑

𝛿

(7.2.10)

The solid paths in the two diagrams denote the compositions of maps 𝜑2(N,M) ◦𝑐𝐹 (M) ,𝐹 (N) ◦𝑑
and 𝐹 (𝑐M,N) ◦ 𝜑2(M,N) ◦ 𝑑, respectively. The dashed paths denote analogous morphisms on
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the projective modules, that is, 𝜑2(N0,M0) ◦ 𝑐𝐹 (M0) ,𝐹 (N0) and 𝐹 (𝑐M0,N0) ◦ 𝜑
𝑝

2 (M0,N0) in
the top and bottom diagrams, respectively. By construction, all four morphisms 𝐹 (M0) ⊗𝒟
𝐹 (N0) → 𝐹 (N⊗𝒞M) in the two diagrams are equal, in particular the morphisms consisting of
compositions of solid arrows. Thus, since 𝑑 is an epimorphism, the left face commutes.
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Chapter 8

The Free Boson in Three Guises

“Triples makes it safe. Triples is best.”
— Man in Diner (Bob Odenkirk), I Think You Should Leave with Tim Robinson

While the previous chapters have been very general, we now change gears and consider
a specific family of monoidal categories, typically called free bosons in the context of vertex
operator algebras. We will, however, consider these free bosons in slightly greater generality
than is usually done in the literature (by allowing for different choices of conformal structures)
and we will show that they admit ribbon Grothendieck-Verdier structures. This section presents
the bulk of the content from [10].

8.1 Lattice data for free bosons

Throughout this section, we will make frequent use of certain linear algebraic and lattice data,
whose structure we record here.

Definition 8.1.1. A set of bosonic lattice data is a quadruple (𝔥, 〈−,−〉,Λ, 𝜉), where

• 𝔥 is a finite dimensional real vector space,

• 〈−,−〉 is a non-degenerate symmetric real-valued bilinear form on 𝔥,

• Λ ⊂ 𝔥 is a lattice (that is, a discrete subgroup of 𝔥), which is even and integral with respect
to 〈−,−〉,

• 𝜉 ∈ Λ∗/Λ is a distinguished element called the Feigin-Fuchs boson, where Λ∗ = {𝜇 ∈
𝔥 | 〈𝜇,Λ〉 ⊂ Z}.

Note also that we do not assume that 〈−,−〉 is positive definite. Nor do we assume that
Λ is non-trivial, or that 〈−,−〉 restricted to Λ is non-degenerate. Further, if Λ is not full
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rank, then Λ∗ will not be discrete. For any set of bosonic lattice data we can always choose a
section 𝑠 : Λ∗/Λ→ Λ∗, that is ∀𝜌 ∈ Λ∗/Λ, 𝑠(𝜌) ∈ 𝜌 or in other words a map which chooses a
representative for each coset. Note that 𝑠 will generally only be a set theoretic section and not
a group homomorphism. Additionally, we will always assume that 𝑠(Λ) = 0 ∈ Λ∗. From the
section 𝑠 we construct the associated 2-cocycle 𝑘 : Λ∗/Λ×Λ∗/Λ→ Λ.

𝑘 (𝜇, 𝜈) = 𝑠(𝜇+ 𝜈) − 𝑠(𝜇) − 𝑠(𝜈), 𝜇, 𝜈 ∈ Λ∗. (8.1.1)

The 2-cocycle 𝑘 is completely determined by 𝑠 and encodes the failure of 𝑠 to be a group
homomorphism. Finally, let 𝜀 : Λ×Λ→ C× be a normalised 2-cocycle with commutator
function 𝐶 (𝛼, 𝛽) = (−1) 〈𝛼,𝛽〉, that is, 𝜀 satisfies the following conditions, for 𝛼, 𝛽, 𝛾 ∈ Λ.

𝜀(𝛼,0) = 𝜀(0, 𝛼) = 1, 𝜀(𝛼, 𝛽)𝜀(𝛽,𝛼)−1 = (−1) 〈𝛼,𝛽〉,

𝜀(𝛽, 𝛾)𝜀(𝛼+ 𝛽, 𝛾)−1𝜀(𝛼, 𝛽+𝛾)𝜀(𝛼, 𝛽)−1 = 1. (8.1.2)

An example of such a 2-cocycle can be constructed from any ordered Z-basis {𝛼𝑖} of Λ by
defining 𝜀 to be the group homomorphism uniquely characterised by

𝜀
(
𝛼𝑖 , 𝛼 𝑗

)
=


(−1)〈𝛼𝑖 ,𝛼𝑗〉 if 𝑖 < 𝑗

1 if 𝑖 ≥ 𝑗
. (8.1.3)

Note that in general 𝜀 need not be a homomorphism, however, since Λ is an abelian group, all
choices of 2-cocycle are cohomologous. The section and 2-cocycles will always be denoted
𝑠, 𝑘 and 𝜀, respectively, for any set of bosonic lattice data. They will be required for giving
explicit formulae for certain structures such as braiding and associativity isomorphisms.

Each set of bosonic lattice data will allow us to define a category of graded vectors spaces,
a vertex operator algebra module category and a quasi-Hopf algebra module category all with
a natural choice of ribbon Grothendieck-Verdier structure determined by these bosonic lattice
data. Any such triple of categories will be shown to be ribbon Grothendieck-Verdier equivalent
provided their bosonic lattice data are equal. Different choices of section 𝑠 and 2-cocycle 𝜀 will
yield equivalent categories, hence 𝑠 and 𝜀 are not data.

Lemma 8.1.2. Let (𝔥, 〈−,−〉,Λ, 𝜉) be a set of bosonic lattice data.

1. Let Λ⊥ = {𝜇 ∈ 𝔥 : 〈𝜇,Λ〉 = 0}. There exists a finitely generated free abelian subgroup
Γ ⊂ Λ∗ such that Λ∗ = Λ⊥ ⊕Γ, where ⊕ is the (internal) direct sum of Z-modules.

2. Let Λ◦ = {𝑣 ∈ Λ : 〈𝑣,𝑤〉 = 0,∀𝑤 ∈ Λ}. The subgroup Γ from above can be chosen in
such a way that there exists a vector subspace 𝑉 ∈ Λ⊥ and free finitely generated groups
𝐹,𝑇 ⊂ Γ such that all of the following hold.
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• As an abelian group, Λ∗ admits a direct sum decomposition

Λ∗ =𝑉 ⊕ spanR{Λ◦} ⊕ 𝐹 ⊕𝑇. (8.1.4)

• The three subgroups 𝑉 , spanR{Λ◦} ⊕ 𝐹 and 𝑇 are mutually orthogonal.

• The restriction of 〈−,−〉 to each of the three subgroups 𝑉 , spanR{Λ◦} ⊕ 𝐹 and 𝑇
individually is non-degenerate.

• The restriction of 〈−,−〉 to spanR{Λ◦} and 𝐹 individually is trivial.

Proof. 1. If Γ exists, then it must be isomorphic to the quotient Λ∗/Λ⊥, we therefore first
need to show that Λ∗/Λ⊥ is freely finitely generated. By definition Λ⊥ is the kernel of
the surjective group homomorphism

𝜓 : Λ∗→ Hom(Λ,Z),

𝜅 ↦→ 〈𝜅,−〉|Λ. (8.1.5)

Hence Λ∗/Λ⊥ � Hom(Λ,Z) � Λ which is freely finitely generated. Thus Λ∗→ Λ∗/Λ⊥

is a surjective homomorphism onto a free finitely generated Z module with Λ⊥ as its
kernel, hence Λ⊥ admits a free finitely generated direct sum complement in Λ∗.

2. Note that Λ/Λ◦ is torsion free. This can be seen by contradiction. If there was an element
𝑡 ∈ Λ \Λ◦ such that 𝑘𝑡 ∈ Λ◦ for some non-zero 𝑘 ∈ Z, then 0 = 〈𝑘𝑡,𝑤〉 = 𝑘 〈𝑡,𝑤〉 for all
𝑤 ∈ Λ, but this would imply 𝑡 ∈ Λ◦. Since Λ/Λ◦ is torsion free, Λ◦ admits a direct sum
complementΛ𝑐 inΛ. The directness of the sumΛ=Λ◦⊕Λ𝑐 implies that 〈−,−〉 restricted
to Λ𝑐 is non-degenerate. Note that the subgroup Γ from above can be chosen such that
Λ𝑐 ⊂ Γ. Define 𝑇 = Γ∩ spanR{Λ𝑐}, then the restriction of 〈−,−〉 to 𝑇 is non-degenerate,
because it is non-degenerate on Λ𝑐 . Next define 𝐹 = {𝑡 ∈ Γ : 〈𝑡, 𝑓 〉 = 0,∀ 𝑓 ∈ 𝑇},
𝑉 = {𝑣 ∈ Λ⊥ : 〈𝑣, 𝑡〉 = 0,∀𝑡 ∈ 𝐹} and𝑊 = {𝑤 ∈ Λ⊥ : 〈𝑤,𝑣〉 = 0,∀𝑣 ∈ 𝑉}.

We show that Γ = 𝐹 ⊕𝑇 . Let { 𝑓𝑖}rk𝑇𝑖=1 be a Z-basis of 𝑇 . Since 〈−,−〉 is non-degenerate
on 𝑇 , there exists an R-basis { 𝑓 𝑖}rk𝑇

𝑖=1 of spanR{𝑇}, which is dual to { 𝑓𝑖}rk𝑇𝑖=1 , that is〈
𝑓𝑖 , 𝑓

𝑗
〉
= 𝛿𝑖, 𝑗 . Note that this implies that the 𝑓 𝑖 basis elements pair integrally with any

element in 𝑇 . Consider 𝑣 ∈ Γ, then

𝑣̃ =

rk𝑇∑︁
𝑖=1

〈
𝑣, 𝑓 𝑖

〉
𝑓𝑖 ∈ 𝑇 (8.1.6)

and for any 𝑓 𝑗 we have 〈
𝑣− 𝑣̃, 𝑓 𝑗

〉
=

〈
𝑣, 𝑓 𝑗

〉
−

〈
𝑣, 𝑓 𝑗

〉
= 0. (8.1.7)
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Since all elements of𝑇 are R-linear combinations of the R-basis elements 𝑓 𝑖 , this implies
𝑣− 𝑣̃ ∈ 𝐹 and hence 𝑣 ∈ 𝐹 +𝑇 . Next consider 𝑣 ∈ 𝐹 ∩𝑇 , then 〈𝑣, 𝑓 〉 = 0 for all 𝑓 ∈ 𝑇 , but
〈−,−〉 is non-degenerate on 𝑇 , hence 𝑣 = 0 and Γ = 𝐹 ⊕𝑇 .

Note that 𝑇 is orthogonal to 𝐹 by construction and to Λ⊥ since 𝑇 ⊂ spanR{Λ}. Thus 𝑉
is orthogonal to 𝑇 , 𝐹 and 𝑊 and so 〈−,−〉 must be non-degenerate on 𝑉 in order to be
non-degenerate on 𝔥. By a similar argument as for 𝑇 and 𝐹, we have that Λ⊥ =𝑉 ⊕𝑊 .

By construction Λ◦ is orthogonal to𝑉 (because it is orthogonal to Λ⊥) and also Λ◦ ⊂ Λ⊥.
Hence spanR{Λ◦} ⊂ 𝑊 . A brief counting of dimensions and ranks reveals rkΛ◦ =
rkΛ− rk𝑇 = dim𝑊 = rk𝐹, implying that spanR{Λ◦} =𝑊 . Finally, by construction 𝐹
is orthogonal to 𝑉 and Γ hence, by the non-degeneracy of 〈−,−〉 on 𝔥, 𝐹 must pair
non-trivially with𝑊 .

Remark. The quotient group Λ∗/Λ will feature prominently below. The decomposition in
Lemma 8.1.2 Part 2, after observing that Λ = Λ◦ ⊕𝑇 ∩Λ, implies the decomposition

Λ∗/Λ =𝑉 ⊕ spanR{Λ◦}
Λ◦

⊕ 𝐹 ⊕ 𝑇

𝑇 ∩Λ . (8.1.8)

Thus Λ∗/Λ decomposes into an abelian Lie group with a vector space part 𝑉 and a compact
part spanR{Λ◦}/Λ◦, and a finitely generated group with a free part 𝐹 and a finite part 𝑇/𝑇 ∩Λ.

Example. We have the following natural examples to consider.

1. An empty lattice: 𝔥 = R𝑛 and Λ = {0}. In the decomposition of Lemma 8.1.2, we have
Λ∗ = 𝔥 = 𝑉 , Γ = Λ◦ = 𝐹 = 𝑇 = {0}. Hence Λ∗/Λ � 𝔥 and 𝜉 can be any element in 𝔥. In
this case there is only one choice of section 𝑠, the canonical identification of 𝔥/{0} with
𝔥, and 𝑘 = 0.

2. A full rank lattice: 𝔥 = R𝑛 and Λ a rank 𝑛 even integral lattice. In the decomposition
of Lemma 8.1.2, Λ⊥ = {0} and so Λ∗ = Γ = 𝑇 is finitely generated. Further, Λ∗/Λ is a
finite group whose order is equal to the determinant (up to a sign) of the Gram matrix
of the pairing in any choice of Z-basis of Λ. We can construct a section 𝑠 by fixing a
Z-basis {𝑒𝑖} of Λ∗. The image of this basis in Λ∗ will be a set of generators {𝑒𝑖} and each
𝜇 ∈ Λ∗/Λ has a unique expansion 𝜇 =

∑
𝑖 𝑎𝑖𝑒𝑖 such that the coefficients 𝑎𝑖 are minimal

non-negative integers. Then 𝑠(𝜇) = ∑
𝑖 𝑎𝑖𝑒𝑖 is a choice of section.

3. Half rank indefinite lattice: 𝔥 = R2 with pairing 〈(𝑥1, 𝑥2), (𝑦1, 𝑦2)〉 = 𝑥1𝑦2 + 𝑥2𝑦1 and
lattice Λ = {(0,𝑚) : 𝑚 ∈ Z}. Then, in the decomposition of Lemma 8.1.2, Λ◦ = Λ, Λ⊥ =
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spanR{Λ◦} = {(0, 𝑥) : 𝑥 ∈ R}, Λ∗ = {(𝑚,𝑥) : 𝑚 ∈ Z, 𝑥 ∈ R} � Z×R, Λ∗/Λ � Z×R/Z,
𝑉 = 𝑇 = {0} and 𝐹 = {(0,𝑚) : 𝑚 ∈ Z}. Since the pairing is trivial when restricted to Λ,
we can choose the 2-cocycle to be trivial, that is, 𝜀 = 1. We choose 𝜉 = (1,0+Z) for the
Feigin-Fuchs boson, as this a convenient choice for the free field realisations of bosonic
ghost systems. See [31] for an example. Finally, we can define a choice of section 𝑠 by
𝑠(𝑥, 𝑦 +Z) = (𝑥, 𝑦̃), where 𝑦̃ is the unique representative of the coset 𝑦 +Z in the interval
[0,1).

8.2 Categories of vector spaces graded by abelian groups

LetΨ= (𝔥, 〈−,−〉,Λ, 𝜉) be a set of bosonic lattice data and recall the decompositionΛ∗ =Λ⊥⊕Γ
of Lemma 8.1.2.1. We specialise the results of Theorem 2.3.3 and Proposition 3.2.1 using Ψ.
We choose the abelian group to be 𝐺 = Λ∗/Λ and the quadratic form to be

𝑞(𝛼) = e𝔦𝜋 〈𝑠 (𝛼) ,𝑠 (𝛼) 〉, 𝛼 ∈ Λ∗/Λ, (8.2.1)

which defines the equivalence class of braided monoidal categories Vect𝑞
Λ∗/Λ. Note that this

choice of quadratic form is independent of the choice of section 𝑠 due to Λ being even. Note
further that 〈𝑠(𝛼), 𝑠(𝛼)〉 need not be integral and so we have chosen e𝔦𝜋 as a specific branch of
logarithm for −1. The section 𝑠 then allows us to realise a representative Vect(𝐹,Ω)

Λ∗/Λ of Vect𝑞
Λ∗/Λ,

by defining the abelian 3-cocycle, for 𝛼, 𝛽, 𝛾 ∈ Λ∗/Λ, to be

Ω(𝛼, 𝛽) = e𝔦𝜋 〈𝑠 (𝛼) ,𝑠 (𝛽) 〉, 𝐹 (𝛼, 𝛽, 𝛾) = (−1) 〈𝑠 (𝛼) ,𝑘 (𝛽,𝛾) 〉 𝜀(𝑘 (𝛼, 𝛽), 𝑘 (𝛼+ 𝛽, 𝛾))
𝜀(𝑘 (𝛽, 𝛾), 𝑘 (𝛼, 𝛽+𝛾)) . (8.2.2)

It is tedious but straightforward to verify this by substituting the expressions above into the
equations which define an abelian 3-cocycle. Note that the abelian 3-cocycle does depend on
the choice of section 𝑠, however, all choices of 𝑠 yield the same trace and hence yield equivalent
braided monoidal structures. Similarly, different choices of the 2-cocycle 𝜀 will yield equivalent
associators. Finally, every 𝜉 ∈ Λ∗/Λ yields a ribbon Grothendieck-Verdier category Vect(𝐹,Ω, 𝜉 )

Λ∗/Λ
with dualising objectC2𝜉 and with ribbon twist 𝜃 |M𝛼

=𝑄(𝛼)idM𝛼
, M ∈Vect(𝐹,Ω, 𝜉 )

Λ∗/Λ , 𝛼 ∈Λ∗/Λ,
given by

𝑄(𝛼) = e𝔦𝜋 [ 〈𝑠 (𝛼−𝜉 ) ,𝑠 (𝛼−𝜉 ) 〉−〈𝑠 (−𝜉 ) ,𝑠 (−𝜉 ) 〉] = e𝔦𝜋 [ 〈𝑠 (𝛼)−𝑠 ( 𝜉 ) ,𝑠 (𝛼)−𝑠 ( 𝜉 ) 〉−〈𝑠 (−𝜉 ) ,𝑠 (−𝜉 ) 〉]

= e𝔦𝜋 〈𝑠 (𝛼) ,𝑠 (𝛼)+2𝑠 (−𝜉 ) 〉 = e𝔦𝜋 〈𝑠 (𝛼) ,𝑠 (𝛼)−2𝑠 ( 𝜉 ) 〉, (8.2.3)

where we have used the fact that the lattice Λ is even. As with the quadratic form, the weak
quadratic form 𝑄, which characterises the twist, is independent of the choice of section due
to Λ being even. We denote the ribbon Grothendieck-Verdier category constructed above by
Vect(Ψ).
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Example. Recall the half rank indefinite lattice example on the previous page. In the notation
and conventions introduced there, we have the ribbon Grothendieck-Verdier structure defined
by the abelian 3-cocycle, trace and twist

𝐹 ((𝑥1, 𝑥2 +Z), (𝑦1, 𝑦2 +Z), (𝑧1, 𝑧2 +Z)) = (−1)𝑥1(�𝑦2+𝑧2−𝑦̃2−𝑧̃2) ,

Ω((𝑥1, 𝑥2 +Z), (𝑦1, 𝑦2 +Z)) = e𝔦𝜋 (𝑥1 𝑦̃2+𝑥̃2𝑦1) ,

𝑞(𝑥1, 𝑥2 +Z) = e𝔦2𝜋𝑥1 𝑥̃2 , 𝑄(𝑥1, 𝑥2 +Z) = e𝔦2𝜋 (𝑥1−1) 𝑥̃2 . (8.2.4)

We will return to this example again in the next section, as it will be relevant in later chapters,
associated to a free field realisation of the bosonic ghosts (Section 9.4).

8.3 Categories of Heisenberg and lattice vertex operator algebra
modules

Let Ψ = (𝔥, 〈−,−〉,Λ, 𝜉) be a set of bosonic lattice data. Treating 𝔥 as a real abelian Lie algebra,
let 𝔥̂ = 𝔥C ⊗C

[
𝑡, 𝑡−1] ⊕C1 be the affinisation of 𝔥C (the complexification of 𝔥 with the bilinear

form extended in the obvious way) with respect to the bilinear form 〈−,−〉. This is called the
Heisenberg Lie algebra (at level 1). For 𝛼 ∈ 𝔥C and 𝑛 ∈ Z denote 𝛼𝑛 = 𝛼 ⊗ 𝑡𝑛, then we have

[𝛼𝑛, 𝛽𝑚] = 𝑛〈𝛼, 𝛽〉𝛿𝑛,−𝑚1, 𝛼𝑛, 𝛽𝑚 ∈ 𝔥̂, (8.3.1)

with 1 central and always taken to act as scalar multiplication by 1 in modules. We choose the tri-
angular decomposition 𝔥̂ = 𝔥̂−⊕ 𝔥̂0⊕ 𝔥̂+with 𝔥̂0 = 𝔥C⊗1⊕C1 and 𝔥̂± = spanC{𝛼𝑛 : 𝛼 ∈ 𝔥C, ±𝑛 > 0}.
The highest weight modules with respect to this decomposition (̂𝔥− acting freely, 𝔥̂+ nilpotently
and 𝔥̂0 semisimply) are called Fock spaces

F𝜆 = Ind𝔥̂
𝔥̂+⊕𝔥̂0

C|𝜆〉, 𝜆 ∈ 𝔥C, (8.3.2)

where
𝔥̂+ |𝜆〉 = 0, 1|𝜆〉 = |𝜆〉, 𝛼0 |𝜆〉 = 〈𝛼,𝜆〉|𝜆〉, 𝛼 ∈ 𝔥C, (8.3.3)

and 𝔥̂− acts freely. In sequel, any reference to a Fock space F𝜆 will assume the explicit choice
of highest weight vector |𝜆〉 given in (8.3.2). This explicit choice of highest weight vector will
be required for giving explicit normalisations of intertwining operators. For the lattice vertex
operator algebras and modules to be considered in this section, we shall mostly focus on real
weights, that is, 𝜆 ∈ 𝔥. For any coset 𝜇 ∈ Λ∗/Λ we define the lattice Fock space

F𝜇 =
⊕
𝜈∈𝜇

F𝜈 . (8.3.4)
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Proposition 8.3.1 (Free boson vertex operators [32, Section 6.3.2]). The Fock space F0 admits
the structure of a vertex operator algebra uniquely characterised by the choice of field map

𝑌 (𝛼−1 |0〉, 𝑧) = 𝛼(𝑧) =
∞∑︁
𝑛=0

𝛼𝑛𝑧
−𝑛−1, 𝛼 ∈ 𝔥C, (8.3.5)

and choice of conformal vector

𝜔𝛾 =
1
2

∑︁
𝑖

𝛼𝑖−1𝛼
𝑖∗
−1 |0〉 +𝛾−2 |0〉, 𝛾 ∈ 𝔥C, (8.3.6)

where {𝛼𝑖}dim𝔥

𝑖=1 and {𝛼 𝑗∗}dim𝔥

𝑗=1 are any dual choices of basis of 𝔥C. We denote this vertex operator
algebra by V(𝛾). For any 𝛼, 𝛽 ∈ 𝔥C, the operator product expansions of the corresponding
fields 𝛼(𝑧), 𝛽(𝑧) with each other and with the conformal field 𝑇𝛾 (𝑧) = 𝑌 (𝜔𝛾 , 𝑧) are

𝛼(𝑧)𝛽(𝑤) ∼ 〈𝛼, 𝛽〉
(𝑧−𝑤)2

, 𝑇𝛾 (𝑧)𝛼(𝑤) ∼
−2〈𝛾,𝛼〉
(𝑧−𝑤)3

+ 𝛼(𝑤)
(𝑧−𝑤)2

+ 𝜕𝛼(𝑤)
𝑧−𝑤 , (8.3.7)

and the central charge determined by 𝜔𝛾 is

𝑐𝛾 = dim𝔥−12〈𝛾, 𝛾〉. (8.3.8)

Any choice of basis of 𝔥C is a set of strong generators of V(𝛾). For any 𝛼 ∈ 𝔥C, the Fock space
F𝛼 is a module over V(𝛾) with field map 𝑌𝛼 characterised by the same formula (8.3.5) as the
field map of V(𝛾) acting on itself.

Let C[𝔥C] be the group algebra of 𝔥C seen as an abelian group under addition and denote
the basis element corresponding to any group element 𝛼 ∈ 𝔥C by e𝛼. To each such basis vector
we assign a linear map e𝛼, called a shift operator,

e
𝛼 : F𝛾→ F𝛼+𝛾 ,

𝑝 |𝛾〉 ↦→ 𝑝 |𝛼+𝛾〉, (8.3.9)

where 𝑝 ∈ U
(̂
𝔥−

)
. Further let

𝐸±(𝛼,𝑥) = exp

(
∓
∞∑︁
𝑛=1

𝛼±𝑛
𝑛
𝑥∓𝑛

)
, 𝑈 (𝑝,𝛼, 𝑥) = 𝐸−(𝛼,𝑥)𝑌 (𝑝,𝑥)𝐸+(𝛼,𝑥), 𝛼 ∈ 𝔥C, 𝑝 ∈U

(̂
𝔥−

)
.

(8.3.10)
Then we define linear maps 𝐼𝜇,𝜈 : F𝜇 ⊗F𝜈→ F𝜇+𝜈J𝑧, 𝑧−1K𝑧 〈𝜇,𝜈〉, for 𝜇, 𝜈 ∈ 𝔥C by

𝐼𝜇,𝜈 (𝑝 |𝜇〉, 𝑧)𝑞 |𝜈〉 = 𝑧 〈𝜇,𝜈〉e𝜇𝑈 (𝑝,𝛼, 𝑧)𝑞 |𝜈〉

= 𝑧 〈𝜇,𝜈〉e𝜇𝐸−(𝜇, 𝑧)𝑌 (𝑝, 𝑧)𝐸+(𝜇, 𝑧)𝑞 |𝜈〉, 𝑝, 𝑞 ∈ U
(̂
𝔥−

)
, (8.3.11)
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where 𝑌 (𝑝, 𝑧) is the series of Heisenberg algebra valued coefficients obtained by expanding the
field map 𝑌 (𝑝 |0〉, 𝑧) in the vertex operator algebra V(𝛾). The linear maps 𝐼𝜇,𝜈 are generally
known as (chiral) vertex operators in theoretical physics literature and are called untwisted
vertex operators in [19].

Proposition 8.3.2 (Abelian intertwining algebras [19, Propositions 12.5, 12.9]). Let 𝜇, 𝜈, 𝜌,∈
𝔥C, then

dimI
(

F𝜌

F𝜇,F𝜈

)
=


1 𝜌 = 𝜇+ 𝜈

0 𝜌 ≠ 𝜇+ 𝜈
(8.3.12)

and 𝐼𝜇,𝜈 is an intertwining operator of type
( F𝜇+𝜈
F𝜇 ,F𝜈

)
.

Lattice vertex operator algebras are constructed from Heisenberg vertex operator algebras by
taking the underlying vector space to be a sum over Fock spaces whose weights lie in a lattice.
The field maps for vectors lying in Fock spaces with non-zero weight are then constructed
from the untwisted intertwining operators 𝐼𝜇,𝜈 above. As can be seen from the definitions of
modules and intertwining operators, and the unit isomorphism conditions (6.1.20), the field
maps encoding the action of a vertex operator algebra on its modules are a special case of an
intertwining operator with a canonical choice of normalisation. General intertwining operators,
however, have no obvious choice of normalisation. So in order to extend a Heisenberg vertex
operator algebra to a lattice vertex operator algebra, one needs to specify normalisations. These
normalisations need to be compatible with the vacuum, skew-symmetry and associativity
properties of vertex operator algebras, which implies that they satisfy the defining properties
of the 2-cocycles 𝜀 in (8.1.2). As previously noted all choices of 2-cocycle are cohomologous
and hence give rise to isomorphic lattice vertex operator algebras [33, Chapter 5].

Proposition 8.3.3. Let 𝜉 be a choice of representative of 𝜉.

1. The lattice Fock space FΛ =
⊕

𝛼∈ΛF𝛼 admits the structure of a vertex operator algebra,
uniquely characterised by the choice of field map

𝑌 |F𝜇⊗F𝜈
= 𝜀(𝜇, 𝜈)𝐼𝜇,𝜈 , 𝜇, 𝜈 ∈ Λ, (8.3.13)

(note that on F0 this specialises to the field map of the Heisenberg vertex operator
algebra) and choice of conformal vector

𝜔
𝜉
=

1
2

∑︁
𝑖

𝛼𝑖−1𝛼
𝑖∗
−1 |0〉 + 𝜉−2 |0〉, 𝜉 ∈ Λ∗, (8.3.14)
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where {𝛼𝑖}dim𝔥

𝑖=1 and {𝛼 𝑗∗}dim𝔥

𝑗=1 are any dual choices of basis of 𝔥C. We denote this vertex

operator algebra by V
(
𝜉,Λ

)
. The central charge determined by 𝜔

𝜉
is

𝑐
𝜉
= dim𝔥−12

〈
𝜉, 𝜉

〉
. (8.3.15)

2. The zero modes of 𝑌 (𝛼−1 |0〉, 𝑧), 𝛼 ∈ Λ furnish V
(
𝜉,Λ

)
with a Λ-grading.

3. For any 𝜌 ∈ Λ∗/Λ, the lattice Fock space F𝜌 equipped with the field map

𝑌F𝜌

��
F𝜇⊗F𝑠 (𝜌)+𝜈

= 𝜀(𝜇, 𝜈)𝐼𝜇,𝑠 (𝜌)+𝜈 , 𝜇, 𝜈 ∈ Λ, (8.3.16)

is a simple discretely strongly Λ∗-graded generalised V
(
𝜉,Λ

)
module. The conformal

weight of the highest weight vector |𝜇〉 of a Fock space direct summand F𝜇, 𝜇 ∈ 𝜌 is

ℎ𝜇 =
1
2

〈
𝜇, 𝜇−2𝜉

〉
. (8.3.17)

4. Every lattice Fock space F𝜌, 𝜌 ∈ Λ∗/Λ, is graded 𝐶1-cofinite as a module over the
Heisenberg vertex operator algebra V(𝛽).

Proof. 1. The existence of the vertex algebra structure on FΛ was shown in [34, Theorem
3.6, Remark 3.7]. Note that this vertex algebra structure is also unique in the sense
that all choices of normalised 2-cocycles are cohomologous and yield isomorphic vertex
algebras. The restriction of 𝜉 to Λ∗ is equivalent to requiring that the grading of FΛ be
integral.

2. This follows by construction.

3. That the lattice Fock space F𝜌 is a module follows from [34, Theorem 3.6]. Each doubly
homogeneous space of F𝜌 is just an 𝐿0 eigenspace of one of the underlying Fock spaces
F𝜇, 𝜇 ∈ 𝜌. Since these eigenspaces are all finite dimensional, the doubly homogeneous
spaces are too. Formula (8.3.17) follows by direct computation and implies that all
conformal weights are real and that the Fock spaces F𝜇 are discretely strongly graded.
Hence the F𝜌 are also discretely strongly graded.

4. The Λ∗ homogeneous spaces of lattice Fock spaces are just the ordinary Fock spaces.
These are all 𝐶1-cofinite over V

(
𝜉

)
because the 𝐶1 subspace has codimension 1.
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Remark. Note that the conformal structure of V
(
𝜉,Λ

)
genuinely depends on the choice of

vector 𝜉 ∈ Λ∗ rather than its coset 𝜉 = 𝜉 +Λ ∈ Λ∗/Λ. For example, shifting 𝜉 by some 𝛼 ∈ Λ will
generally give a different central charge. It will also shift the conformal weight of any lattice
module by some integer. However, the ribbon Grothendieck-Verdier structure of the module
category to be defined below will only depend on the coset 𝜉 (specifically, the dualising object
and the twist depend on 𝜉, the associativity and braiding isomorphisms do not), rather than a
choice of representative of this coset.

Definition 8.3.4. For any set of bosonic lattice data Ψ = (𝔥, 〈−,−〉,Λ, 𝜉) and a representative
𝜉 ∈ 𝜉, let VM(Ψ) be the full subcategory of generalised Λ∗-graded V

(
𝜉,Λ

)
-modules whose

objects are finitely generated, with 𝔥̂+ acting locally nilpotently and 𝔥 acting semisimply with
real eigenvalues.

Proposition 8.3.5. The category VM(Ψ) is linear, abelian and semisimple. The lattice Fock
spaces F𝜇, 𝜇 ∈ Λ∗/Λ form a complete set of mutually inequivalent representatives of isomor-
phism classes of simple objects. Further, the category VM(Ψ) satisfies all of the conditions of
Corollary 6.3.3, and therefore admits the braided monoidal structure of Proposition 6.1.5 and
the ribbon Grothendieck-Verdier structure of Theorem 6.2.1.

Proof. The category VM(Ψ) is clearly linear and abelian by construction. We first show
semisimplicity. Let 𝑀 ∈ VM(Ψ) be indecomposable. Since 𝔥 is required to act semisimply
and real, 𝑀 must be 𝔥 graded. Further, in order for 𝑀 to be a V

(
𝜉,Λ

)
-module all fields in

V

(
𝜉,Λ

)
must have integral exponents when expanded on 𝑀 . Hence 𝑀 is Λ∗ graded and its

Λ∗ homogeneous spaces are modules over the Heisenberg vertex algebra V
(
𝜉

)
, by restriction.

Since V
(
𝜉,Λ

)
is Λ-graded, homogenous spaces of 𝑀 corresponding to elements in Λ∗, which

are in different cosets ofΛ, cannot mix under the action ofV
(
𝜉,Λ

)
. Since 𝑀 is indecomposable

the weights of non-zero Λ∗ homogeneous spaces of 𝑀 must all lie in the same Λ coset. Local
nilpotence of 𝔥̂+ and semisimple action of 𝔥 then implies, by an algebraic version of the Stone-
von Neumann theorem [35, Prop 3.6], that each Λ∗ homogeneous space of 𝑀 is a semisimple
V

(
𝜉

)
module and a possibly infinite direct sum of Fock spaces. So assume there exists a

direct sum decomposition 𝑀 (𝜇) = 𝐴 ⊕ 𝐵 of the homogeneous space of weight 𝜇 ∈ Λ∗ into
non-zero but not necessarily simple V

(
𝜉

)
modules 𝐴, 𝐵. Then the V

(
𝜉,Λ

)
submodules of 𝑀

generated by 𝐴 and 𝐵 would intersect trivially and hence provide a direct sum decomposition
of 𝑀 , contradicting indecomposability. Thus every non-trivial homogeneous space of 𝑀 is
isomorphic to a single Fock space of the same weight. The module 𝑀 is therefore isomorphic
to a lattice Fock space and hence simple. Further, lattice Fock spaces form a complete set
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of mutually inequivalent simple objects. Here we implicitly use the uniqueness of module
structures on lattice Fock spaces which was shown in [34, Proposition 4.2].

The first three conditions of Corollary 6.3.3 clearly hold and so we only need to verify the
fourth. Consider two lattice Fock spaces F𝜇,F𝜈 , 𝜇, 𝜈 ∈ Λ∗/Λ and let 𝑀 be a finitely generated
lower bounded submodule of COMP

(
F𝜇,F𝜈

)
. We need to verify that 𝑀 is an object in VM(Ψ).

Since VM(Ψ) is closed under contragredients, this is equivalent to 𝑀 ′ being in VM(Ψ).
By [20, Part IV, Proposition 5.24], 𝑀 ⊂ COMP

(
F𝜇,F𝜈

)
implies the existence of a surjective

intertwining operatorY of type
( 𝑀 ′

F𝜇 ,F𝜈

)
, we show that the image of any such intertwining operator

must be an object in VM(Ψ). By assumption 𝑀 ′ is finitely generated and hence we need only
verify that 𝔥 acts semisimply and 𝔥̂+ locally nilpotently. Assume 𝑚𝜇 ∈ F𝜇,𝑚𝜈 ∈ F𝜈 , the Jacobi
identity for intertwining operators implies for any 𝛼 ∈ 𝔥C and 𝑛 ≥ 1

𝛼0Y
(
𝑚𝜇, 𝑥

)
𝑚𝜈 = Y

(
𝑚𝜇, 𝑥

)
𝛼0𝑚𝜈 +Y

(
𝛼0𝑚𝜇, 𝑥

)
𝑚𝜈 ,

(𝛼𝑛 − 𝑥𝛼𝑛−1)Y
(
𝑚𝜇, 𝑥

)
𝑚𝜈 = Y

(
𝑚𝜇, 𝑥

)
(𝛼𝑛 − 𝑥𝛼𝑛−1)𝑚𝜈 +

𝑛∑︁
𝑡=0

(
𝑡 −𝑛
𝑡

)
(−1)𝑡𝑥𝑛−𝑡−1Y

(
𝛼𝑡+1𝑚𝜇, 𝑥

)
𝑚𝜈 .

The first equality shows that the semisimplicity of 𝛼0 on 𝑚𝜇 and 𝑚𝜈 implies the semisimplicity
of 𝛼0 on the image of Y. The second equality shows that the nilpotency of 𝔥̂+ on 𝑚𝜇 and 𝑚𝜈
implies the local nilpotency of 𝔥̂+ on the image of Y. Thus all conditions of Corollary 6.3.3 are
satisfied, hence intertwining operators equip VM(Ψ) with the braided monoidal structures of
Proposition 6.1.5.

Finally, the contragredient of a lattice Fock space is again a lattice Fock space (though
generally of different weight). Hence VM(Ψ) is closed under taking contragredients and thus
admits a ribbon Grothendieck-Verdier structure.

Recall again that we are not assuming the lattice Λ to be non-zero and so the above
considerations capture the ordinary free boson without a lattice by setting Λ = {0}. Henceforth
all references to VM(Ψ) are to be understood as including the braided monoidal and ribbon
Grothendieck-Verdier structures provided in Proposition 8.3.5.

Proposition 8.3.6. [10][Proposition 3.11] Let Ψ be a set of bosonic lattice data and let
(Ω, 𝐹) be the abelian 3-cocycle constructed from Ψ by the formulae (8.2.2). Since VM(Ψ)
is semisimple its structure isomorphisms are uniquely determined by their values on simple
modules. Consider the lattice Fock spaces F𝜇,F𝜈 ,F𝜌, 𝜇, 𝜈, 𝜌 ∈ Λ∗/Λ.

1. For any two lattice Fock spaces F𝜇,F𝜈 a choice of fusion product is given by

F𝜇 �F𝜈 = F𝜇+𝜈 , (8.3.18)
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with corresponding universal intertwining operator

YF𝜇 ,F𝜈
��
F𝑠 (𝜇)+𝛼1 ⊗F𝑠 (𝜈)+𝛼2

= (−1) 〈𝑠 (𝜇) ,𝛼2 〉𝜀(𝛼1, 𝛼2)𝜀(𝛼1 +𝛼2, 𝑘 (𝜇, 𝜈))𝐼𝑠 (𝜇)+𝛼1,𝑠 (𝜈)+𝛼2 ,

(8.3.19)
for 𝛼1, 𝛼2 ∈ Λ.

2. The braiding isomorphism 𝑐𝜇,𝜈 : F𝜇 �F𝜈→ F𝜈 �F𝜇 is given by

𝑐𝜇,𝜈 = e
𝔦𝜋 〈𝑠 (𝜇) ,𝑠 (𝜈) 〉idF𝜇+𝜈 = Ω(𝜇, 𝜈)idF𝜇+𝜈 . (8.3.20)

3. The associativity isomorphism 𝐴𝜇,𝜈,𝜌 : F𝜇 �
(
F𝜈 �F𝜌

)
→

(
F𝜇 �F𝜈

)
�F𝜌 is given by

𝐴𝜇,𝜈,𝜌 = (−1) 〈𝑠 (𝜇) ,𝑘 (𝜈,𝜌) 〉 𝜀(𝑘 (𝜇, 𝜈), 𝑘 (𝜇+ 𝜈, 𝜌))
𝜀(𝑘 (𝜈, 𝜌), 𝑘 (𝜇, 𝜈 + 𝜌)) idF𝜇+𝜈+𝜌 = 𝐹 (𝜇, 𝜈, 𝜌)idF𝜇+𝜈+𝜌 . (8.3.21)

4. The contragredient of a lattice Fock space is

F′𝜌 = F2𝜉−𝜌, 𝜌 ∈ Λ∗/Λ, (8.3.22)

and hence the dualising object is F2𝜉+Λ.

5. The twist isomorphism is given by

𝜃F𝜌 = e
𝜋𝔦〈𝑠 (𝜌) ,𝑠 (𝜌)−2𝜉〉 idF𝜌 , 𝜌 ∈ Λ∗/Λ. (8.3.23)

Note that Λ being even guarantees that the above twist formula is independent of the
choice of section 𝑠.

Proof. Parts 2 – 5 follow by simple computations from the explicit formulae for intertwining
operators in Part 1.

1. The lattice intertwining operator formulae (8.3.19) were proved in [19] in the context
of full rank even lattices, however, the arguments showing that these formulae satisfy
the intertwining operator axioms, such as the Jacobi identity, do not depend on the
lattice being full rank. See also, [36] for detailed descriptions on how to compute with
Heisenberg intertwining operators.

2. Since the lattice Fock spaces are simple modules, the braiding isomorphism is determined
by comparing the leading terms ofYF𝜇 ,F𝜈 ( |𝑠(𝜇)+𝛼1〉, 𝑧) |𝑠(𝜈)+𝛼2〉 and e𝑧𝐿−1YF𝜇 ,F𝜈 ( |𝑠(𝜈)+
𝛼2〉,e𝔦𝜋𝑧) |𝑠(𝜇) +𝛼1〉, where 𝜇, 𝜈 ∈ Λ∗/Λ and 𝛼1, 𝛼2 ∈ Λ. These are

e
𝑧𝐿−1YF𝜈 ,F𝜇 ( |𝑠(𝜈) +𝛼2〉,e𝔦𝜋𝑧) |𝑠(𝜇) +𝛼1〉 (8.3.24)
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= (e𝔦𝜋𝑧) 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈)+𝛼2 〉𝜀(𝛼2, 𝛼1) (−1) 〈𝑠 (𝜈) ,𝛼1 〉 ( |𝑠(𝜇) +𝛼1 + 𝑠(𝜈) +𝛼2〉 +O(𝑧)),

YF𝜇 ,F𝜈 ( |𝑠(𝜇) +𝛼1〉, 𝑧) |𝑠(𝜈) +𝛼2〉 (8.3.25)

= 𝑧 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈)+𝛼2 〉𝜀(𝛼1, 𝛼2) (−1) 〈𝑠 (𝜇) ,𝛼2 〉 ( |𝑠(𝜇) +𝛼1 + 𝑠(𝜈) +𝛼2〉 +O(𝑧)).
(8.3.26)

Comparing the leading terms we obtain

𝜀(𝛼2, 𝛼1)
𝜀(𝛼1, 𝛼2)

e
𝔦𝜋 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈)+𝛼2 〉 (−1) 〈𝑠 (𝜈) ,𝛼1 〉 (−1)−〈𝑠 (𝜇) ,𝛼2 〉 = e𝔦𝜋 〈𝑠 (𝜇) ,𝑠 (𝜈) 〉, (8.3.27)

and hence 𝑐𝜇,𝜈 = e𝔦𝜋 〈𝑠 (𝜇) ,𝑠 (𝜈) 〉idF𝜇+𝜈 .

3. As with the braiding isomorphisms, since the lattice Fock spaces are simple modules,
thus the associativity isomorphisms are determined by comparing the leading terms. Let
𝜇, 𝜈, 𝜌 ∈ Λ∗/Λ and 𝛼1, 𝛼2, 𝛼3 ∈ Λ and consider

YF𝜇 ,F𝜈+𝜌 ( |𝑠(𝜇) +𝛼1〉, 𝑥1)YF𝜈 ,F𝜌 ( |𝑠(𝜈) +𝛼2〉, 𝑥2) |𝑠(𝜌) +𝛼3〉

= (−1) 〈𝑠 (𝜇) ,𝑘 (𝜈,𝜌)+𝛼2+𝛼3 〉𝜀(𝛼1, 𝛼2 +𝛼3 + 𝑘 (𝜈, 𝜌))𝜀(𝛼1 +𝛼2 +𝛼3 + 𝑘 (𝜈, 𝜌), 𝑘 (𝜇, 𝜈 + 𝜌))

(−1) 〈𝑠 (𝜈) ,𝛼3 〉𝜀(𝛼2, 𝛼3)𝜀(𝛼2 +𝛼3, 𝑘 (𝜈, 𝜌))

(𝑥1− 𝑥2) 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈)+𝛼2 〉𝑥 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜌)+𝛼3 〉
1 𝑥

〈𝑠 (𝜈)+𝛼2,𝑠 (𝜌)+𝛼3 〉
2(

|𝑠(𝜇) + 𝑠(𝜈) + 𝑠(𝜌) +𝛼1 +𝛼2 +𝛼3〉 +O(𝑧)
)

YF𝜇+𝜈 ,F𝜌 (YF𝜇 ,F𝜈 ( |𝑠(𝜇) +𝛼1〉, 𝑥1− 𝑥2) |𝑠(𝜈) +𝛼2〉, 𝑥2) |𝑠(𝜌) +𝛼3〉

= (−1) 〈𝑠 (𝜇) ,𝛼2 〉𝜀(𝛼1, 𝛼2)𝜀(𝛼1 +𝛼2, 𝑘 (𝜇, 𝜈))

(−1) 〈𝑠 (𝜇+𝜈) ,𝛼3 〉𝜀(𝛼1 +𝛼2 + 𝑘 (𝜇, 𝜈), 𝛼3)𝜀(𝛼1 +𝛼2 +𝛼3 + 𝑘 (𝜇, 𝜈), 𝑘 (𝜇+ 𝜈, 𝜌))

(𝑥1− 𝑥2) 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈+𝛼2) 〉𝑥 〈𝑠 (𝜇)+𝑠 (𝜈)+𝛼1+𝛼2,𝑠 (𝜌)+𝛼3 〉
2

(
𝑥1
𝑥2

) 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜌)+𝛼3 〉

(
|𝑠(𝜇) + 𝑠(𝜈) + 𝑠(𝜌) +𝛼1 +𝛼2 +𝛼3〉 +O(𝑧)

)
. (8.3.28)

The ratio of the 𝑥1, 𝑥2 dependent factors is

(𝑥1− 𝑥2) 〈𝑠 (𝜇) ,𝑠 (𝜈) 〉𝑥 〈𝑠 (𝜇)+𝑠 (𝜈) ,𝑠 (𝜌) 〉2

(
𝑥1
𝑥2

) 〈𝑠 (𝜇) ,𝑠 (𝜌) 〉
(𝑥1− 𝑥2) 〈𝑠 (𝜇) ,𝑠 (𝜈) 〉𝑥 〈𝑠 (𝜇) ,𝑠 (𝜌) 〉1 𝑥

〈𝑠 (𝜈) ,𝑠 (𝜌) 〉
2

= 1 (8.3.29)

and the associativity isomorphism is scalar multiplication by

(−1) 〈𝑠 (𝜇) ,𝛼2 〉𝜀(𝛼1, 𝛼2)𝜀(𝛼1 +𝛼2, 𝑘 (𝜇, 𝜈)) (−1) 〈𝑠 (𝜇+𝜈) ,𝛼3 〉𝜀(𝛼1 +𝛼2 + 𝑘 (𝜇, 𝜈), 𝛼3)
(−1) 〈𝑠 (𝜇) ,𝑘 (𝜈,𝜌)+𝛼2+𝛼3 〉𝜀(𝛼1, 𝛼2 +𝛼3 + 𝑘 (𝜈, 𝜌))𝜀(𝛼1 +𝛼2 +𝛼3 + 𝑘 (𝜈, 𝜌), 𝑘 (𝜇, 𝜈 + 𝜌))

𝜀(𝛼1 +𝛼2 +𝛼3 + 𝑘 (𝜇, 𝜈), 𝑘 (𝜇+ 𝜈, 𝜌))
(−1) 〈𝑠 (𝜈) ,𝛼3 〉𝜀(𝛼2, 𝛼3)𝜀(𝛼2 +𝛼3, 𝑘 (𝜈, 𝜌))

= (−1) 〈𝑠 (𝜇) ,𝑘 (𝜈,𝜌) 〉 𝜀(𝑘 (𝜇, 𝜈), 𝑘 (𝜇+ 𝜈, 𝜌))
𝜀(𝑘 (𝜈, 𝜌), 𝑘 (𝜇, 𝜈 + 𝜌))

(8.3.30)
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4. The Heisenberg weight of F′𝜌 is determined by computing the opposed field map of
𝛼−1 |0〉, 𝛼 ∈ 𝔥C. This is given by

𝑌 (𝛼−1 |0〉, 𝑧)opp = 𝑌 (𝑒𝑧𝐿1 (−𝑧−2)𝐿0𝛼−1 |0〉, 𝑧−1) = −𝑧−2𝑌 (𝛼−1 |0〉, 𝑧−1) + 𝑧−12
〈
𝜉,𝛼

〉
𝑌 ( |0〉, 𝑧−1)

= −𝑧−2𝑌 (𝛼−1 |0〉, 𝑧−1) + 𝑧−12
〈
𝜉,𝛼

〉
id, (8.3.31)

for any 𝛼 ∈ 𝔥C. This implies that the Heisenberg weight of F′𝜌 is 2𝜉 − 𝜌.

5. The formula for the twist isomorphism follows immediately from the conformal weight
of Fock space highest weight vectors.

We prepare some notation in order to use Lemma 7.1.1 to show that Vect(Ψ) and VM(Ψ)
are equivalent as ribbon Grothendieck-Verdier categories. To any object in Vect(Ψ) we can
associate an object in VM(Ψ) by the following induction construction. Let 𝑀 =

⊕
𝛼∈Λ∗/Λ𝑀𝛼

be a decomposition into homogeneous spaces and consider the vector space 𝑀 ⊗C[Λ] and
endow it with the structure of an 𝔥̂≥ = 𝔥̂0 ⊕ 𝔥̂+ module by defining

𝔥̂+ ·𝑀 ⊗C[Λ] = 0, 𝛼 ·𝑚𝜌 ⊗ 𝛽 = 〈𝛼, 𝑠(𝜌) + 𝛽〉id, 𝛼 ∈ 𝔥C, 𝜌 ∈ Λ∗/Λ, 𝛽 ∈ Λ. (8.3.32)

Further induce 𝑀 ⊗C[Λ] to a module over 𝔥̂ by defining

F[𝑀] = Ind𝔥̂
𝔥̂≥
𝑀 ⊗C[Λ] . (8.3.33)

Next, define the action of the shift operators e𝛾 , 𝛾 ∈ Λ on 𝑀 ⊗C[Λ] to be

e
𝛾𝑚 ⊗ e𝛿 = 𝑚 ⊗ e𝛾+𝛿 , 𝑚 ∈ 𝑀, 𝛾, 𝛿 ∈ Λ (8.3.34)

and extend to all of F[𝑀] to obtain a well defined action of the obvious analogue of untwisted
vertex operators (8.3.11) (with the first of the two indices parametrising weights inΛ) and hence
also the field map (8.3.16) by defining

𝑌F[𝑀 ] (𝑢 |𝛼1〉, 𝑧)𝑣 ·𝑚 ⊗ e𝛼2 = 𝜀(𝛼1, 𝛼2) (−1) 〈𝑠 (Λ) ,𝛼2 〉𝑧 〈𝛼1,𝑠 (𝜇)+𝛼2 〉e𝛼1𝑈 (𝛼1, 𝑢, 𝑧) 𝑣 ·𝑚 ⊗ e𝛼2 ,

(8.3.35)

for 𝛼1, 𝛼2 ∈ Λ, 𝜇 ∈ Λ∗/Λ, 𝑚 ∈ 𝑀𝜇, 𝑢, 𝑣 ∈ U
(̂
𝔥−

)
and where𝑈 (𝛼1, 𝑢, 𝑧) is the Heisenberg algebra

valued series (8.3.10). Thus F[𝑀] has the structure of a V
(
𝜉,Λ

)
module, with decomposition

into lattice Fock spaces given by

F[𝑀] �
⊕
𝜌∈Λ∗/Λ

dim
(
𝑀𝜌

)
F𝜌. (8.3.36)
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To define intertwining operators for the modules constructed above, we shall need the following
auxiliary linear maps which for any 𝑀,𝑁,𝑃 ∈ Vect(Ψ) and 𝑓 ∈ Hom(𝑀 ⊗ 𝑁,𝑃) are defined to
be

𝑓𝑚 : F[𝑁] → F[𝑃], 𝑚 ∈ 𝑀, 𝑛 ∈ 𝑁, 𝑢 ∈ U
(̂
𝔥−

)
, 𝛾 ∈ Λ.

𝑢 · 𝑛⊗ e𝛾 ↦→ 𝑢 · 𝑓 (𝑚 ⊗ 𝑛) ⊗ e𝛾 (8.3.37)

Theorem 8.3.7. Let Ψ be a set of bosonic lattice data, Vect(Ψ) be the associated ribbon
Grothendieck-Verdier category from the previous section and VM(Ψ) the module category of
the lattice vertex operator algebra described above. Further, let 𝐺 : Vect(Ψ) → VM(Ψ) be
the functor which assigns to any 𝑀 ∈ Vect(Ψ) the object 𝐺 (𝑀) = F[𝑀] from (8.3.33) with the
obvious extension to morphisms. Consider the following maps.

• Let 𝜑0 :V
(
𝜉,Λ

)
↦→𝐺 (C0) be the module map uniquely characterised by 𝜑0( |0〉) = 10⊗e0,

where 10 ∈ C0.

• For 𝑀,𝑁,𝑃 ∈ Vect(Ψ), 𝑓 ∈ Hom(𝑀 ⊗ 𝑁,𝑃), 𝜇, 𝜈 ∈ Λ∗/Λ, 𝑚 ∈ 𝑀𝜇, 𝑛 ∈ 𝑁𝜈 , 𝛼1, 𝛼2 ∈ Λ
and 𝑢, 𝑣 ∈ U

(̂
𝔥−

)
define 𝐺𝑇 by

𝐺𝑇𝑓 (𝑢 ·𝑚 ⊗ e
𝛼1 , 𝑧)𝑣 · 𝑛⊗ e𝛼2 = (−1) 〈𝑠 (𝜇) ,𝛼2 〉𝜀(𝛼1, 𝛼2)𝜀(𝛼1 +𝛼2, 𝑘 (𝜇, 𝜈))

𝑧 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈)+𝛼2 〉 𝑓𝑚e
𝛼1𝑈 (𝑢, 𝑠(𝜇) +𝛼1, 𝑧)𝑣 · 𝑛⊗ e𝛼2 . (8.3.38)

Then 𝜑0 and 𝐺𝑇 satisfy the conditions of Lemma 7.1.1 and hence endow 𝐺 with the structure
of a braided monoidal functor. The functor 𝐺 with this choice of monoidal structure is an
equivalence of ribbon Grothendieck-Verdier categories. In particular, for 𝜉 = 0, the functor 𝐺
is a ribbon equivalence.

The equivalence of VM(Ψ) and Vect(Ψ) as braided tensor categories is well known [19]
in the special case of positive definite even full rank lattices. Here we use the opportu-
nity to illustrate the application of Lemma 7.1.1 and to show the equivalence of the ribbon
Grothendieck-Verdier structures as well.

Proof. We prove the theorem by showing that 𝜑0 and the family of linear maps 𝐺𝑇 of (8.3.38)
satisfy the conditions of Lemma 7.1.1.2 and Corollary 7.1.2.2. We first show the functoriality
of 𝐺𝑇 . For any M,M′,N,N′,P,P′ ∈ Vect(Ψ), 𝜇, 𝜈 ∈ Λ∗/Λ, 𝑚 ∈M′𝜇, 𝑛 ∈ N′𝜈 , 𝛼1, 𝛼2 ∈ Λ and
𝑢, 𝑣 ∈ U

(̂
𝔥−

)
consider

𝐺𝑇
𝑘◦ 𝑓 ◦(𝑔⊗ℎ) (𝑢 ·𝑚 ⊗ e

𝛼1 ; 𝑧)𝑣 · 𝑛⊗ e𝛼2
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= 𝑧 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈)+𝛼2 〉 (𝑘 ◦ 𝑓 ◦ (𝑔 ⊗ ℎ))𝑚e𝛼1𝑈 (𝑠(𝜇) +𝛼1, 𝑢, 𝑧)) 𝑣 · 𝑛⊗ e𝛼2

= 𝐺 (𝑘)𝑧 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈)+𝛼2 〉 𝑓𝑔 (𝑚)e
𝛼1𝑈 (𝑠(𝜇) +𝛼1, 𝑢, 𝑧)𝑣 · ℎ(𝑛) ⊗ e𝛼2

= 𝐺 (𝑘) ◦𝐺𝑇𝑓 (𝐺 (𝑔)𝑢 ·𝑚 ⊗ e
𝛼1 , 𝑧)𝐺 (ℎ)𝑣 · 𝑛⊗ e𝛼2 , (8.3.39)

where the second and third equalities follow from the definition of the 𝑓𝑚 notation in (8.3.37).
Thus 𝐺𝑇 is functorial.

Next we show the unitality of 𝐺𝑇 . For any N ∈ Vect(Ψ), 𝜈 ∈ Λ∗/Λ, 𝑛 ∈ N𝜈 , 𝛼1, 𝛼2 ∈ Λ and
𝑢, 𝑣 ∈ U

(̂
𝔥−

)
consider

𝐺𝑇𝑙N
(𝜑0(𝑢 |𝛼1〉), 𝑧)𝑣 · 𝑛⊗ e𝛼2 = 𝐺𝑇𝑙N

(𝑢 ·10 ⊗ e𝛼1 , 𝑧)𝑣 · 𝑛⊗ e𝛼2

= 𝑧 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈)+𝛼2 〉 (𝑙N)10e
𝛼1𝑈 (𝑠(𝜇) +𝛼1, 𝑢, 𝑧) 𝑣 · 𝑛⊗ e𝛼2

= 𝑧 〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈)+𝛼2 〉e𝛼1𝑈 (𝑠(𝜇) +𝛼1, 𝑢, 𝑧) 𝑣 · 𝑛⊗ e𝛼2

= 𝑌𝐺 (N) (𝑢 |𝛼1〉, 𝑧)𝑣 · 𝑛⊗ e𝛼2 , (8.3.40)

where in the third identity we have used that 𝑙N (10 ⊗ 𝑛) = 𝑛. Thus 𝐺𝑇 is unital.
Next we show the skew symmetry of 𝐺𝑇 . For any M,N ∈ Vect(Ψ), 𝜇, 𝜈 ∈ Λ∗/Λ, 𝑚 ∈M𝜇,

𝑛 ∈ N𝜈 , 𝛼1, 𝛼2 ∈ Λ and 𝑢, 𝑣 ∈ U
(̂
𝔥−

)
consider

𝐺𝑇𝑐N,M
(𝑣 · 𝑛⊗ e𝛼2 , 𝑧)𝑢 ·𝑚 ⊗ e𝛼1

= 𝑧 〈𝑠 (𝜈)+𝛼2,𝑠 (𝜇)+𝛼1 〉 (𝑐N,M)
𝑛
e
𝛼2𝑈 (𝑠(𝜈) +𝛼2, 𝑢, 𝑧) 𝑣 · 𝑛⊗ e𝛼1

= e𝔦𝜋 〈𝑠 (𝜈) ,𝑠 (𝜇) 〉𝑧 〈𝑠 (𝜈)+𝛼2,𝑠 (𝜇)+𝛼1 〉 (𝑃N⊗M)𝑛e𝛼2𝑈 (𝑠(𝜈) +𝛼2, 𝑢, 𝑧) 𝑣 · 𝑛⊗ e𝛼1

= e𝔦𝜋 〈𝑠 (𝜈) ,𝑠 (𝜇) 〉𝐺𝑇𝑃N⊗M (𝑣 · 𝑛⊗ e
𝛼2 , 𝑧)𝑢 ·𝑚 ⊗ e𝛼1

= e𝑧𝐿−1𝐺𝑇idM⊗N

(
𝑢 ·𝑚 ⊗ e𝛼1 ,e𝔦𝜋𝑧

)
𝑣 · 𝑛⊗ e𝛼2 , (8.3.41)

where 𝑃N⊗M : N⊗M→M⊗N is the standard tensor flip of (graded) vector spaces and where
in the fourth identity we have used the well known behaviour of untwisted vertex operators
(8.3.11) with respect to 𝐿−1. Thus 𝐺𝑇 is skew symmetric.

Next we show 𝐺𝑇 is associative. For any M, N, P ∈ Vect(Ψ), 𝑚 ∈M, 𝑛 ∈ N, 𝑝 ∈ P,
𝜇, 𝜈, 𝜌 ∈ Λ∗/Λ, 𝛼1, 𝛼2, 𝛼3 ∈ Λ, 𝑢, 𝑣,𝑤 ∈ U

(̂
𝔥−

)
and 𝑥1, 𝑥2 ∈ C such that |𝑥1 | > |𝑥2 | > 0 and

|𝑥2 | > |𝑥1− 𝑥2 | > 0, consider

𝐺𝑇𝛼M,N,P
(𝑢 ·𝑚 ⊗ e𝛼1 , 𝑥1)𝐺𝑇idN⊗P (𝑣 · 𝑛⊗ e

𝛼2 , 𝑥2)𝑤 · 𝑝 ⊗ e𝛼3

= 𝑥
〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈+𝜌)−𝑘 (𝜈,𝜌)+𝛼2+𝛼3 〉
1 𝑥

〈𝑠 (𝜈)+𝛼2,𝑠 (𝜌)+𝛼3 〉
2(

𝛼M,N,P
)
𝑚
e
𝛼1𝑈 (𝑠(𝜈) +𝛼1, 𝑢, 𝑥1) (idN⊗P)𝑛e𝛼2𝑈 (𝑠(𝜈) +𝛼2, 𝑣, 𝑥2)𝑤 · 𝑝 ⊗ e𝛼3

= (−1) 〈𝑠 (𝜇) ,𝑘 (𝜈,𝜌) 〉 𝜀(𝑘 (𝜇, 𝜈), 𝑘 (𝜇+ 𝜈, 𝜌))
𝜀(𝑘 (𝜈, 𝜌), 𝑘 (𝜇, 𝜈 + 𝜌)) 𝑥

〈𝑠 (𝜇)+𝛼1,𝑠 (𝜈+𝜌)−𝑘 (𝜈,𝜌)+𝛼2+𝛼3 〉
1 𝑥

〈𝑠 (𝜈)+𝛼2,𝑠 (𝜌)+𝛼3 〉
2
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(
idM⊗(N⊗P)

)
𝑚
e
𝛼1𝑈 (𝑠(𝜇) +𝛼1, 𝑢, 𝑥1) (idN⊗P)𝑛e𝛼2𝑈 (𝑠(𝜈) +𝛼2, 𝑣, 𝑥2)𝑤 · 𝑝 ⊗ e𝛼3

= 𝐺𝑇id(M⊗N)⊗P

(
𝐺𝑇idM⊗N (𝑢 ·𝑚 ⊗ e

𝛼1 , 𝑥1− 𝑥2)𝑣 · 𝑛⊗ e𝛼2 , 𝑥2

)
𝑤 · 𝑝 ⊗ e𝛼3 , (8.3.42)

where in the third equality we have used the well known behaviour of untwisted vertex operators
(8.3.11), see for example [19, Section 12] or [36]. Thus 𝐺𝑇 is associative.

The intertwining operators𝐺𝑇idM⊗N (𝑧) are surjective by construction for anyM,N ∈Vect(Ψ).
Hence, by Corollary 7.1.2, the functor 𝐺, with the monoidal structure constructed from 𝐺𝑇 , is
a braided monoidal equivalence.

The equivalence of the ribbon Grothendieck-Verdier structures then follows from noting
that the dualising objects are isomorphic, that is,

𝐺 (C2𝜉 ) � dim(C2𝜉 ) F2𝜉 = F2𝜉 , (8.3.43)

and that the twists are equivalent, that is, for any 𝜇 ∈ Λ∗/Λ

𝐺 (𝜃C𝜇 ) = e𝜋𝔦〈𝑠 (𝜇) ,𝑠 (𝜇)−2𝑠 ( 𝜉 ) 〉id𝐺 (C𝜇) = e
𝜋𝔦〈𝑠 (𝜇) ,𝑠 (𝜇)−2𝜉〉 id𝐺 (C𝜇) = e2𝜋𝔦𝐿0 |𝐺 (C𝜇) = 𝜃𝐺 (C𝜇) ,

(8.3.44)

where in the second equality we have used that 𝑠(𝜉) and 𝜉 differ at most by an element in Λ.

Example. Recall the half rank lattice example at the end of Section 8.1. In the notation
and conventions introduced there, we choose 𝜉 = (1,0) as a representative of 𝜉. Further let
𝛼 = (1,0) ∈ R2 and 𝛽 = (0,1) ∈ R2, then vertex operator algebra structure on F0 is strongly
generated by the fields corresponding to 𝛼, 𝛽, whose defining operator product expansions are

𝛼(𝑧)𝛼(𝑤) ∼ 0 ∼ 𝛽(𝑧)𝛽(𝑤), 𝛼(𝑧)𝛽(𝑤) ∼ 1
(𝑧−𝑤)2

. (8.3.45)

The choice of element 𝜉 defines the conformal vector and central charge

𝜔
𝜉
= 𝛼−1𝛽−1 |0〉 + 𝜉−2 |0〉, 𝑐

𝜉
= 2. (8.3.46)

Further, 𝛽 generates the lattice Λ and the Fock spaces with weights in Λ have generating highest
weight vectors of the following conformal weights, by (8.3.17).

ℎ𝑛𝛽 =
1
2
〈(0, 𝑛), (−2, 𝑛)〉 = −𝑛. (8.3.47)

In the basis 𝜓 = 1√
2
(1,1) ∈ R2 and 𝜃 = 1√

2
(−1,1) ∈ R2, the operator product expansions become

𝜓(𝑧)𝜓(𝑤) ∼ 1
(𝑧−𝑤)2

∼ −𝜃 (𝑧)𝜃 (𝑤), 𝜓(𝑧)𝜃 (𝑤) ∼ 0. (8.3.48)

These OPEs will arise again in (9.4.1) as a lattice vertex algebra into which the bosonic ghost
vertex algebra embeds.
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8.4 Categories of Hopf algebra modules

For any set of bosonic lattice dataΨ= (𝔥, 〈−,−〉,Λ, 𝜉), letU(Λ⊥) denote the universal enveloping
algebra (or symmetric algebra) of the complexification Λ⊥

C
of the vector space Λ⊥ seen as an

abelian Lie algebra and C[Λ∗/Λ⊥] the group algebra of the abelian group Λ∗/Λ⊥. These
associative algebras both admit well known Hopf algebra structures by defining the elements
of Λ⊥

C
to be primitive and those of Λ∗/Λ⊥ to be group like, that is

Δ(𝜇) = 𝜇 ⊗ 1+1⊗ 𝜇, 𝜖 (𝜇) = 0, 𝑠(𝜇) = −𝜇, 𝜇 ∈ Λ⊥C ,

Δ(𝐾𝜈) = 𝐾𝜈 ⊗𝐾𝜈 , 𝜖 (𝐾𝜈) = 1, 𝑠(𝐾𝜈) = 𝐾−𝜈 = 𝐾−1
𝜈 , 𝜈 ∈ Λ∗/Λ⊥, (8.4.1)

where 𝐾𝜈 is the basis element of C[Λ∗/Λ⊥] corresponding to 𝜈 ∈ Λ∗/Λ⊥. We call

𝐻Λ = U
(
Λ⊥

)
⊗C[Λ∗/Λ⊥] (8.4.2)

the lattice Hopf algebra of Λ, where the Hopf algebra structures are those inherited from the
two tensor factors. Note that we omit the subscript C from Λ⊥

C
in U(Λ⊥).

Every object M in Vect(Ψ) can be given the structure of an 𝐻Λ module by defining the
representation 𝜌M : 𝐻Λ→ EndM on homogeneous spaces by

𝜌M(𝜇) |M𝛼
= 〈𝜇, 𝑠(𝛼)〉idM𝛼

, 𝜌M(𝐾𝜈) |M𝛼
= e2𝜋𝑖 〈𝜈,𝑠 (𝛼) 〉idM𝛼

, (8.4.3)

for 𝛼 ∈ Λ∗/Λ, 𝜇 ∈ Λ⊥
C
, 𝜈 ∈ Λ∗/Λ⊥. Note that the above formulae do not depend on the choice

of section 𝑠. We can therefore interpret Vect(Ψ) as a category of representations of the group
Λ∗. Further, for 𝜇 ∈ Λ⊥

C
∩Λ, 𝜌M(𝜇) |M𝛼

= 0 and for 𝜈 ∈ Λ∗/Λ⊥, 𝜈∩Λ ≠ 0, 𝜌M(𝐾𝜈) |M𝛼
= idM𝛼

.
Hence the objects of Vect(Ψ) also can be interpreted as representations of the quotient group
Λ∗/Λ. Since 𝐻Λ is a Hopf algebra, there is of course a natural representation on tensor products
of objects M,N ∈ Vect(Ψ) given by 𝜌M⊗N = (𝜌M ⊗ 𝜌N) ◦Δ. Now that we have recast Vect(Ψ),
as an abelian category, as a category of modules over 𝐻Λ, it is interesting to see if we can
capture the braided monoidal, Grothendieck-Verdier and ribbon structures of Vect(Ψ) in Hopf
algebraic terms by specifying an 𝑅-matrix, coassociator and ribbon element. To do so, we
recall the decomposition Λ∗ = Λ⊥ ⊕Γ of Λ∗ in Lemma 8.1.2.1. We define formal operators in
terms of their action on the objects of Vect(Ψ) (though they could also be thought of as lying
in suitable completions of tensor powers of 𝐻Λ). Let {𝜇𝑖}dimΛ⊥

𝑖=1 be an R-basis of Λ⊥ and let
{𝜈 𝑗}rkΛ𝑗=1 be a Z-basis of Γ. Since the real span of Λ∗ is 𝔥, {𝜇𝑖 , 𝜈 𝑗} is an R basis of 𝔥. Hence
there exists a dual basis {𝜇𝑖 , 𝜈 𝑗}. Let log𝑠𝐾𝜈 , 𝜈 ∈ Λ∗/Λ⊥ be the formal operator, depending on
the section 𝑠, defined on the homogeneous spaces of an object M ∈ Vect(Ψ) to act as

log𝑠 (𝐾𝜈) |M𝛼
= 〈𝜈, 𝑠(𝛼)〉idM𝛼

, 𝛼 ∈ Λ∗/Λ. (8.4.4)
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Further, consider the 𝔥 valued operators

𝑋 =

dimΛ⊥∑︁
𝑖=1

𝜇𝑖 ⊗ 𝜇𝑖 , log𝑠𝐾 =

rkΛ∑︁
𝑗=1
𝜈 𝑗 ⊗ log𝑠𝐾𝜈 𝑗 , (8.4.5)

which define maps M→ 𝔥C ⊗M by the action

𝑋 |M𝛼
=

dimΛ⊥∑︁
𝑖=1

𝜇𝑖 〈𝜇𝑖 , 𝑠(𝛼)〉 ⊗ idM𝛼
, log𝑠𝐾 |M𝛼

=

rkΛ∑︁
𝑗=1
𝜈 𝑗

〈
𝜈 𝑗 , 𝑠(𝛼)

〉
⊗ idM𝛼

. (8.4.6)

So for any function 𝑓 : (Λ∗)𝑛→ C×, 𝑛 ∈ N and 𝛼1, . . . , 𝛼𝑛 ∈ Λ∗, we define the linear operator

𝑓 (𝑋1 + log𝑠𝐾1, . . . , 𝑋𝑛 + log𝑠𝐾𝑛) |M𝛼1 ⊗···⊗M𝛼𝑛
= 𝑓 (𝛼1, . . . , 𝛼𝑛)idM𝛼1 ⊗···⊗M𝛼𝑛

, (8.4.7)

Then we define the following ribbon element 𝑟 : M→M, 𝑅-matrix 𝑅 : M⊗N→M⊗N and
coassociatorΦ :M⊗ (N⊗P) →M⊗ (N⊗P), whose names will be justified by Theorem 8.4.1.

𝑟 = exp
[
−𝜋𝔦

〈
𝑋1 + log𝑠𝐾1, 𝑋1 + log𝑠𝐾1−2𝑠(𝜉)

〉]
, 𝑅 = exp

[
𝔦𝜋

〈
𝑋1 + log𝑠𝐾1, 𝑋2 + log𝑠𝐾2

〉]
,

Φ = exp
[
𝔦𝜋

〈
𝑋1 + log𝑠𝐾1, log𝑠𝐾2 + log𝑠𝐾3− log𝑠𝐾2⊗3

〉]
·
𝜀
(
𝑘 (𝑋1 + log𝑠𝐾1, 𝑋2 + log𝑠𝐾2), 𝑘 (𝑋1 + log𝑠𝐾1 + 𝑋2 + log𝑠𝐾2, 𝑋3 + log𝑠𝐾3)

)
𝜀
(
𝑘 (𝑋2 + log𝑠𝐾2, 𝑋3 + log𝑠𝐾3), 𝑘 (𝑋1 + log𝑠𝐾1, 𝑋2 + log𝑠𝐾2 + 𝑋3 + log𝑠𝐾3)

) , (8.4.8)

where log𝑠 (𝐾)2⊗3 is to be evaluated after the N⊗P tensor product has been evaluated, that is,
log𝑠 (𝐾𝜈) |N𝛼⊗P𝛾

= 〈𝜈, 𝑠(𝛼+𝛾)〉idN𝛼⊗P𝛾
.

Theorem 8.4.1. Let HM(Ψ) be the category of 𝐻Λ modules constructed from Vect(Ψ), that
is, the objects are the pairs (M, 𝜌M), M ∈ Vect(Ψ) and the morphism are 𝐻Λ module homo-
morphisms (these are precisely the morphisms of Vect(Ψ)). Define a tensor functor on HM(Ψ)
by

(M, 𝜌M) ⊗ (N, 𝜌N) = (M⊗N, (𝜌M ⊗ 𝜌N) ◦Δ), M,N ∈ Vect(Ψ), (8.4.9)

where the tensor product of morphisms is the standard tensor product of linear maps.

1. The ribbon element, 𝑅-matrix and coassociator given in (8.4.8) equip HM(Ψ) with
the structure of a ribbon Grothendieck-Verdier category with twist 𝜃, braiding 𝑐 and
associator 𝛼 respectively given by

𝜃M = 𝑟−1, 𝑐M,N = 𝑃 ◦𝑅, 𝛼M,N,P = 𝛼vec ◦Φ, (8.4.10)

where 𝑃 is the tensor flip of vector spaces and 𝛼vec is the standard associator of vector
spaces. All future references to HM(Ψ) will include the ribbon Grothendieck-Verdier
structure given here.
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2. Let 𝐹 : Vect(Ψ) → HM(Ψ) be the functor which equips the vector space M ∈ Vect(Ψ)
with the 𝐻Λ action defined by the representation 𝜌M, that is,

𝐹 : M ↦→ (M, 𝜌M), (8.4.11)

and which is the identity on morphisms. Let the isomorphism 𝜑0 : (C0, 𝜌C0) → 𝐹 (C0) =C0

be the identity map idC0 on the tensor unit C0. Let 𝜑2 : 𝐹 (−) ⊗ 𝐹 (−) → 𝐹 (− ⊗−) be the
natural transformation given by

𝜑2((M, 𝜌M), (N, 𝜌N)) = idM⊗N. (8.4.12)

Then (𝐹, 𝜑0, 𝜑2) is a ribbon Grothendieck-Verdier equivalence.

Proof. The proposed tensor product functor ⊗ is well defined, because 𝐻Λ is a Hopf algebra.
We can therefore use the proposed tensor functor 𝐹 to map the twist, braiding and associativity
isomorphisms from Vect(Ψ) to HM(Ψ). If the images of these structure morphisms match
the evaluations of the formal operators (8.4.8), it then automatically follows that these opera-
tors satisfy the defining properties of ribbon elements, 𝑅-matrices and coassociators and that
(𝐹, 𝜑0, 𝜑2) is an equivalence of ribbon Grothendieck-Verdier categories. Let 𝜂, 𝜅, 𝜏 ∈ Λ∗/Λ and
M,N,P ∈ HM(Ψ), then

𝑟 |M𝜂
= exp

−𝜋𝔦
〈dimΛ⊥∑︁
𝑖=1

𝜇𝑖 〈𝜇𝑖 , 𝑠(𝜂)〉 +
rkΛ∑︁
𝑗=1
𝜈 𝑗

〈
𝜈 𝑗 , 𝑠(𝜂)

〉
,

dimΛ∑︁
𝑘=1

𝜇𝑘 〈𝜇𝑘 , 𝑠(𝜂)〉 +
rkΛ∑︁
𝑙=1
𝜈𝑙 〈𝜈𝑙, 𝑠(𝜂)〉 −2𝑠(𝜉)

〉
= e−𝜋𝔦〈𝑠 (𝜂) ,𝑠 (𝜂)−2𝑠 ( 𝜉 ) 〉idM𝜂

(8.4.13)

and similarly,

𝑅 |M𝜂⊗N𝜅
= e𝔦𝜋 〈𝑠 (𝜂) ,𝑠 (𝜅) 〉idM𝜂⊗M𝜅

,

Φ|M𝜂⊗N𝜅 ⊗P𝜏
= (−1) 〈𝑠 (𝜂) ,𝑘 (𝜅,𝜏) 〉 𝜀(𝑘 (𝜂, 𝜅), 𝑘 (𝜂+ 𝜅, 𝜏))

𝜀(𝑘 (𝜅, 𝜏), 𝑘 (𝜂, 𝜅 + 𝜏)) idM𝜂⊗N𝜅 ⊗P𝜏
. (8.4.14)

Therefore the ribbon element, 𝑅 matrix and coassociator evaluate exactly as the twist, braiding
isomorphisms and associativity isomorphism in Vect(Ψ) do and the theorem follows. The
equivalence of the Grothendieck-Verdier structures then follows by noting that C2𝜉 is the
dualising object for both categories.

Example. Recall the example from the end of Section 8.1.

1. If the lattice Λ is full rank, then Λ⊥ is trivial and Λ∗/Λ is a finite group . In this case the
lattice Hopf algebra is just the group algebra C[Λ∗].
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2. If Λ is the trivial lattice, then Λ⊥ = Λ∗ = 𝔥 and in this case the lattice Hopf algebra is the
universal enveloping algebra U(Λ⊥) of the complexification Λ⊥

C
.

3. Finally, in the half rank example Λ∗ � Z×R and so the lattice Hopf algebra is a tensor
product of the Z-group algebra and the universal enveloping algebra of the abelian one-
dimensional Lie algebra 𝔤𝔩(1). Further, the modules defined by the action (8.4.3) descend
to modules over the group Z×𝑈 (1). Explicitly we can give the lattice Hopf algebra as

𝐻Λ = C[𝑋,𝐾,𝐾−1], 𝐾±1𝐾∓1 = 1,

Δ(𝑋) = 𝑋 ⊗ 1+1⊗ 𝑋, 𝑆(𝑋) = −𝑋, (8.4.15)

Δ(𝐾±1) = 𝐾±1 ⊗𝐾±1, 𝑆(𝐾±1) = 𝐾∓1.

The action on the module C𝑥1,𝑥2+Z is then given by

𝜌C𝑥1 ,𝑥2+Z
(𝑋) = 𝑥1idC𝑥1 ,𝑥2+Z

, 𝜌C𝑥1 ,𝑥2+Z
(𝐾) = e2𝜋𝔦𝑥̃2 idC𝑥1 ,𝑥2+Z

. (8.4.16)

The ribbon element, 𝑅-matrix and coassociator for this choice of data are then

𝑟 = exp
(
−2𝔦𝜋

(
𝑋1 log𝑠𝐾1− log𝑠𝐾1

) )
, 𝑅 = exp[𝔦𝜋(log𝐾1 ⊗ 𝑋2 + 𝑋1 ⊗ log𝐾2)],

Φ = exp[𝔦𝜋(𝑋1 ⊗ log𝐾2 ⊗ id+ 𝑋1 ⊗ id⊗ log𝐾3− 𝑋1 ⊗ log𝐾2⊗3)], (8.4.17)

where log𝐾 acts as 𝑥2 on C𝑥1,𝑥2+Z.

8.5 Simple Current Extensions

The process of extending a vertex operator algebra by (tensor powers of) modules whose
tensor product is invertible (such extentions are called simple current extentions) has a long
history in the conformal field theory and vertex operator algebra literature for both finite order
extensions [37] and more recently infinite ones [23, 38]. At a categorical level, extensions
(not necessarily the simple current type) correspond to algebra objects in a braided monoidal
category [21, 39, 40]. In particular, algebra objects in categories of graded vectors spaces and
their connections to vertex operator algebras and conformal field theory have been studied
in [41]. Let Ψ𝑖 = (𝔥, 〈−,−〉,Λ𝑖 , 𝜉𝑖) for 𝑖 = 1,2 be two sets of bosonic lattice data. Then
by Theorems 8.3.7 and 8.4.1 we have two triples of ribbon Grothendieck-Verdier equivalent
categories

Vect(Ψ𝑖) � VM(Ψ𝑖) � HM(Ψ𝑖), 𝑖 = 1,2. (8.5.1)

We will show that if Λ1 ⊂ Λ2 and 𝜉1 ⊂ 𝜉2, we can find an algebra object A in the direct
sum completion Vect(Ψ1)⊕ such that the module category for A is equivalent to Vect(Ψ2).
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Transferring the algebra object A to VM(Ψ1)⊕ then yields the simple current extension of
V

(
𝜉,Λ1

)
to V

(
𝜉,Λ2

)
, if we choose the same representative 𝜉 for both 𝜉1 and 𝜉2. Finally, we

will pose the problem of constructing 𝐻Λ2 from 𝐻Λ1 .

Proposition 8.5.1. Let Ψ1, Ψ2 be two sets of bosonic lattice data, satisfying Λ1 ⊂ Λ2 and
𝜉1 ⊂ 𝜉2. Let 𝜎 : Λ2/Λ1 ⊗Λ2/Λ1→ C× satisfy

𝜎(𝜆,Λ1) = 𝜎(Λ1,𝜆) = 1, 𝜎(𝜆1,𝜆2)𝜎(𝜆2,𝜆1)−1 = Ω(𝜆1,𝜆2),

𝜎(𝜆2,𝜆3)𝜎(𝜆1 +𝜆2,𝜆3)−1𝜎(𝜆1,𝜆2 +𝜆3)𝜎(𝜆1,𝜆2)−1 = 𝐹 (𝜆1,𝜆2,𝜆3), (8.5.2)

where (𝐹,Ω) is the abelian 3-cocycle associated to Ψ1. Taking Λ2/Λ1 ⊂ Λ∗1/Λ1 as a subgroup,
we define the triple (A, 𝜇 : A⊗A→A, 𝜂 : CΛ1 →A) by

A =
⊕

𝜆∈Λ2/Λ1

C𝜆, 𝜇 |C𝜆1 ⊗C𝜆2
= 𝜎(𝜆1,𝜆2)𝐽𝜆1,𝜆2 , 𝜂 = idCΛ1

, (8.5.3)

where 𝐽𝜆1,𝜆2 is the canonical identification C𝜆1 ⊗C𝜆2 � C𝜆1+𝜆2 . Then

1. (A, 𝜇,𝜂) defines an associative commutative algebra with trivial twist and a unique unit
(that is, dimHom(C0,A) = 1, also called the haploid condition), in Vect(Ψ1)⊕.

2. The category of local A-modules A-Modloc(Vect(Ψ1)⊕) (also called dyslectic modules)
is a ribbon Grothendieck-Verdier category and is equivalent to Vect(Ψ2). Thus the
images of A under the functors 𝐺 and 𝐹 in Theorems 8.3.7 and 8.4.1 define equivalent
algebras AV = 𝐺 (A) and AH = 𝐹 (A) in VM(Ψ1)⊕ and HM(Ψ1)⊕, respectively. Hence
we have the sequence

Vect(Ψ2) � AV-Modloc (
VM(Ψ1)⊕

)
� VM(Ψ2) � AH-Modloc (

HM(Ψ1)⊕
)
� HM(Ψ2).

(8.5.4)
of ribbon Grothendieck-Verdier equivalences.

3. Let 𝜉 ∈ 𝜉1 ⊂ 𝜉2 be a choice of representative for both 𝜉1 and 𝜉2. The algebra object
AV = 𝐺 (A) admits the structure of a vertex operator algebra via the field map 𝑌 = 𝐺𝑇𝜇 ,
with vacuum and conformal vectors given by the images of the vacuum and conformal
vectors in V

(
𝜉,Λ1

)
under the tensor structure map 𝜑0. Further, this vertex operator

algebra is isomorphic to V
(
𝜉,Λ2

)
.

Proof. Denote by 𝑠𝑖 the respective sections of the bosonic lattice data Ψ𝑖 . The 2-cocycles 𝑘
and 𝜀 shall only be needed for Ψ1 and will hence not be given an index, to reduce notational
clutter.
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1. The conditions (8.5.2) are equivalent to the constraints imposed on 𝜇 and 𝜂 by the
definition of an associative unital commutative algebra [1][Definition 7.8.1]. Unitality is
implied by the first relation, commutativity by the second and associativity by the third.

The haploid or uniqueness of the unit property follows from A containing CΛ1 only once
as a direct summand and dimHom

(
CΛ1 ,CΛ1

)
= 1.

The algebra having trivial twist follows by direct computation. On each summand of
A, the twist evaluates to 𝜃 (𝜆) = e𝔦𝜋 〈𝑠1 (𝜆) ,𝑠1 (𝜆)−2𝑠1 ( 𝜉1) 〉, 𝜆2 ∈ Λ2/Λ1. Since Λ2 is even,
𝑠1(𝜆) ∈Λ2 and 𝑠1(𝜉1) ∈ 𝜉2 ⊂ Λ∗2, we have 〈𝑠1(𝜆), 𝑠1(𝜆)〉, 2〈𝑠1(𝜆), 𝑠1(𝜉2)〉 ∈ 2Z and hence
the twist is trivial.

2. Let A-Mod(Vect(Ψ1)⊕) be the category of all A-modules in Vect(Ψ1)⊕. Combining
[39, Theorem 1.6], which asserts that induction and restriction are adjoint, exact and
injective on morphisms, and that induction is a tensor functor with the semisimplicity
of Vect(Ψ1)⊕, we can quickly deduce that A-Mod(Vect(Ψ1)⊕) is also semisimple and
that every simple object in A-Mod(Vect(Ψ1)⊕) is the induction of a simple object in
Vect(Ψ1). We denote the simple modules induced from the C𝛼, 𝛼 ∈ Λ∗1/Λ1 by

N𝛼 =A⊗C𝛼 �
⊕

𝜆∈Λ2/Λ1

C𝜆+𝛼. (8.5.5)

Let A-Modloc(Vect(Ψ1)) be the full subcategory of local modules, that is, all objects
which have trivial double braiding with the algebra A. For one of the N𝛼 above this
means that for all 𝜆 ∈ Λ2/Λ1, we require that

Ω(𝜆,𝛼)Ω(𝛼,𝜆) = e2𝜋𝔦〈𝑠1 (𝜆) ,𝑠1 (𝛼) 〉 = 1, or equivalently 〈𝑠1(𝜆), 𝑠1(𝛼)〉 ∈ Z. (8.5.6)

By assumption 𝑠1(𝛼) ∈ Λ∗1. If 𝑠1(𝛼) ∈ Λ∗2, then the above condition is satisfied for all
𝜆 ∈ Λ2/Λ1. Conversely, if 𝑠1(𝛼) ∉ Λ∗2 then there exits a 𝜇 ∈ Λ2 such that 〈𝜇, 𝑠1(𝛼)〉 ∉ Z.
But then 𝑠1(𝛼) would pair non-integrally with every representative of the Λ1 coset of
𝜇 and hence the above condition cannot be satisfied. Therefore 𝛼 ∈ Λ∗2/Λ1 exhausts all
labels for simple objects in A-Modloc(Vect(Ψ1)). Two induced simple modules N𝛼,
N𝛽 are isomorphic if and only if their labels differ by a coset in Λ2/Λ1. Therefore
the isomorphism classes of simple modules are labelled by the elements of the quo-
tient group

(
Λ∗2/Λ1

)
/(Λ2/Λ1) � Λ∗2/Λ2. This implies that A-Modloc(Vect(Ψ1)⊕) and

Vect(Ψ2) are equivalent as abelian categories. By [39, Theorem 1.10] or [42, Theo-
rem 2.5], A-Modloc(Vect(Ψ1)⊕) is braided monoidal with the braiding descending from
Vect(Ψ1). Further, from [39, Theorem 1.6] one can deduce that N𝛼 ⊗AN𝛽 � N𝛼+𝛽 .
Thus A-Modloc(Vect(Ψ1)⊕) also has the same tensor product as Vect(Ψ2), hence the
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braiding and associativity isomorphisms are characterised by abelian 3-cocycles for the
group Λ∗2/Λ2. To conclude equivalence as braided monoidal categories it is therefore
sufficient for the trace of the abelian 3-cocycles ofA-Modloc(Vect(Ψ1)⊕) and Vect(Ψ2) to
be equal. Let Ω𝑖 , 𝑖 = 1,2 be the respective braidings associated to Ψ𝑖 , then for 𝛼 ∈ Λ∗2/Λ1

we need to compare Ω1(𝛼,𝛼) and Ω2(𝛼+Λ2, 𝛼+Λ2). Recall that 𝑠1(𝛼) ∈ Λ∗2 and hence
𝑠2(𝛼+Λ2) − 𝑠1(𝛼) = 𝜅 ∈ Λ2, so

Ω2(𝛼+Λ2, 𝛼+Λ2) = e𝔦𝜋 〈𝑠2 (𝛼+Λ2) ,𝑠2 (𝛼+Λ2) 〉 = e𝔦𝜋 〈𝑠1 (𝛼)+𝜅,𝑠1 (𝛼)+𝜅 〉 = e𝔦𝜋 〈𝑠1 (𝛼) ,𝑠1 (𝛼) 〉 =Ω1(𝛼,𝛼),
(8.5.7)

where the third equality follows from Λ2 being even. Thus A-Modloc(Vect(Ψ1)⊕) and
Vect(Ψ2) are equivalent as braided monoidal categories. Grothendieck-Verdier equiva-
lence follows by noting that the induction of the dualising object N𝜉1 has 𝜉1 +Λ2 = 𝜉2

as its label and is hence equivalent to the dualising object of Vect(Ψ2). Finally, ribbon
equivalence follows by comparing the twist scalars 𝜃1, 𝜃2 in both categories. We denote
𝑠2(𝜉2) − 𝑠1(𝜉1) = 𝜏 ∈ Λ2 and consider for any 𝛼 ∈ Λ∗2/Λ1

𝜃2(𝛼+Λ2) = e𝔦𝜋 〈𝑠2 (𝛼+Λ2) ,𝑠2 (𝛼+Λ2)−2𝑠2 ( 𝜉2) 〉 = e𝔦𝜋 〈𝑠1 (𝛼)+𝜅,𝑠1 (𝛼)+𝜅−2𝑠1 ( 𝜉1)−2𝜏 〉

= e𝔦𝜋 〈𝑠1 (𝛼) ,𝑠1 (𝛼)−2𝑠1 ( 𝜉1) 〉 = 𝜃1(𝛼), (8.5.8)

where we have again used the Λ2 is even. Thus A-Modloc(Vect(Ψ1)⊕) and Vect(Ψ2) are
ribbon Grothendieck-Verdier equivalent.

3. As a module over the Heisenberg algebra AV decomposes as follows.

AV = 𝐺 (A) =
⊕

𝜆∈Λ2/Λ1

𝐺 (M𝜆) �
⊕

𝜆∈Λ2/Λ1

F𝜆 �
⊕

𝜆∈Λ2/Λ1

⊕
𝛼∈Λ1

F𝑠1 (𝜆)+𝛼 =
⊕
𝜆∈Λ2

F𝜆, (8.5.9)

which is isomorphic to the vector space on which V
(
𝜉,Λ2

)
is defined. We need to verify

that 𝑌 = 𝐺𝑇𝜇 is indeed a field map. We show this by comparing 𝐺𝑇𝜇 to the field map of
V

(
𝜉,Λ2

)
. Consider 𝜆1,𝜆2 ∈ Λ2/Λ1, 𝛼1, 𝛼2 ∈ Λ1, then 𝐺𝑇𝜇 | (𝐺 (C𝜆1 ) ⊗e

𝛼1 ) ⊗(𝐺 (C𝜆2 ) ⊗e
𝛼2 ) is

essentially an untwisted vertex operator of the form (8.3.11) up to a scaling factor of

(−1) 〈𝑠1 (𝜆1) ,𝛼2 〉𝜀(𝛼1, 𝛼2)𝜀(𝛼1 +𝛼2, 𝑘 (𝜆1,𝜆2))𝜎(𝜆1,𝜆2). (8.5.10)

Therefore 𝐺𝑇𝜇 defines a vertex operator algebra structure if and only if

𝜏(𝛾, 𝛿) = (−1) 〈𝑠1 (𝛾+Λ1) , 𝛿−𝑠1 (𝛿+Λ1) 〉𝜀(𝛾− 𝑠1(𝛾 +Λ1), 𝛿− 𝑠1(𝛿+Λ1))

𝜀(𝛾− 𝑠1(𝛾 +Λ1) + 𝛿− 𝑠1(𝛿+Λ1), 𝑘 (𝛾 +Λ1, 𝛿+Λ1))𝜎(𝛾 +Λ1, 𝛿+Λ1),
(8.5.11)
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for 𝛾, 𝛿 ∈ Λ2, satisfies the 2-cocycle conditions of (8.1.2) for Λ2. Since all 2-cocycles for
Λ2 are cohomologous, the vertex operator algebra structure defined by 𝐺𝑇𝜇 is isomorphic
to that of V

(
𝜉,Λ2

)
.
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Chapter 9

Bosonic Ghosts

“Back off, man! I’m a scientist!”
— Peter Venkman (Bill Murray), Ghostbusters

The bosonic ghost vertex algebra is a simple example of a conformal field theory which is
neither rational, nor𝐶2-cofinite. We identify a natural module choice of module category, which
we prove is closed under fusion and rigid. Further, we classify all indecomposable modules
and compute all fusion products. This chapter presents the bulk of the content from [29].

9.1 Bosonic ghost vertex algebra

In this section we introduce the bosonic ghost vertex algebra, along with its gradings and
automorphisms. We will go on to define the module category which will be the focus of this
chapter, and introduce useful tools for the classification of modules and calculation of fusion
products, including two free field realisations. Note that we will make specific choices of
conformal structure for all vertex algebras considered in this chapter and so will not distinguish
between vertex algebras and vertex operator algebras.

The bosonic ghost vertex algebra (also called 𝛽𝛾 ghosts) is closely related to the Weyl
algebra. Their defining relations resemble each other and the Zhu algebra of the bosonic ghosts
is isomorphic to the Weyl algebra. The bosonic ghosts are therefore also often referred to as
the Weyl vertex algebra. Due to these connections, we first introduce the Weyl algebra and its
modules before going on to consider the bosonic ghosts.

Definition 9.1.1. The (rank 1) Weyl algebra 𝔄 is the unique unital associative algebra with two
generators 𝑝, 𝑞, subject to the relations

[𝑝, 𝑞] = 1, (9.1.1)
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and no additional relations beyond those required by the axioms of an associative algebra. The
grading operator is the element 𝑁 = 𝑞𝑝.

Definition 9.1.2. We define the following indecomposable 𝔄-modules:

1. C[𝑥], where 𝑝 acts as 𝜕/𝜕𝑥 and 𝑞 acts as 𝑥. Denote this module by V.

2. C[𝑥], where 𝑝 acts as 𝑥 and 𝑞 acts as −𝜕/𝜕𝑥. Denote this module by cV.

3. C[𝑥, 𝑥−1]𝑥𝜆, 𝜆 ∈ C \Z, where 𝑝 acts as 𝜕/𝜕𝑥 and 𝑞 acts as 𝑥. Note that shifting 𝜆 by
an integer yields an isomorphic module. Denote the mutually inequivalent isomorphism
classes of these modules by W𝜇, where 𝜇 ∈ C/Z, 𝜇 ≠ Z and 𝜆 ∈ 𝜇.

4. C[𝑥, 𝑥−1], where 𝑝 acts as 𝜕/𝜕𝑥 and 𝑞 acts as 𝑥. Denote this module by W+0 . This module
is uniquely characterised by the non-split exact sequence

0 −→ V −→W+0 −→ cV −→ 0. (9.1.2)

5. C[𝑥, 𝑥−1], where 𝑝 acts as 𝑥 and 𝑞 acts as −𝜕/𝜕𝑥. Denote this module by W−0 . This
module is uniquely characterised by the non-split exact sequence

0 −→ cV −→W−0 −→ V −→ 0. (9.1.3)

A module on which 𝑁 = 𝑞𝑝 acts semisimply is called a weight module. Note that 𝑁 acts
semisimply on all modules above.

Proposition 9.1.3 (Block [43]). Any simple𝔄-module on which𝑁 acts semisimply is isomorphic
to one of those listed in Definition 9.1.2, Parts 1 – 3.

Definition 9.1.4. The bosonic ghost vertex algebra G is the unique vertex algebra strongly
generated by two fields 𝛽, 𝛾, subject to the defining operator product expansions

𝛾(𝑧)𝛽(𝑤) ∼ 1
𝑧−𝑤 , 𝛽(𝑧)𝛽(𝑤) ∼ 𝛾(𝑧)𝛾(𝑤) ∼ 0, (9.1.4)

and no additional relations beyond those required by vertex algebra axioms.



9.1. Bosonic ghost vertex algebra 81

The bosonic ghost vertex algebra admits a one-parameter family of conformal structures.
Here we choose the Virasoro field (or energy momentum tensor) to be

𝑇 (𝑧) = −: 𝛽(𝑧)𝜕𝛾(𝑧):, (9.1.5)

thus determining the central charge to be 𝑐 = 2 and the conformal weights of 𝛽 and 𝛾 to be 1
and 0, respectively. The bosonic ghost fields can thus be expanded as formal power series with
the mode indexing chosen to reflect the conformal weights.

𝛽(𝑧) =
∑︁
𝑛∈Z

𝛽𝑛𝑧
−𝑛−1, 𝛾(𝑧) =

∑︁
𝑛∈Z

𝛾𝑛𝑧
−𝑛. (9.1.6)

The operator product expansions of 𝛽 and 𝛾 fields imply that their modes generate the bosonic
ghost Lie algebra 𝔊 satisfying the Lie brackets

[𝛾𝑚, 𝛽𝑛] = 𝛿𝑚+𝑛,01, [𝛽𝑚, 𝛽𝑛] = [𝛾𝑚, 𝛾𝑛] = 0, 𝑚,𝑛 ∈ Z, (9.1.7)

where 1 is central and acts as the identity on any G-module, since it corresponds to the identity
(or vacuum) field.

Within G there is a rank 1 Heisenberg vertex algebra generated by the field

𝐽 (𝑧) = : 𝛽(𝑧)𝛾(𝑧):. (9.1.8)

A quick calculation reveals that 𝐽 is a free boson of Lorentzian signature, not a conformal
primary, and that 𝐽 defines a grading on 𝛽 and 𝛾 called ghost weight (or ghost number), that is,

𝐽 (𝑧)𝐽 (𝑤) ∼ −1
(𝑧−𝑤)2

, 𝑇 (𝑧)𝐽 (𝑤) ∼ −1
(𝑧−𝑤)3

+ 𝐽 (𝑤)
(𝑧−𝑤)2

+ 𝜕𝐽 (𝑤)
𝑧−𝑤 ,

𝐽 (𝑧)𝛽(𝑤) ∼ 𝛽(𝑤)
𝑧−𝑤 , 𝐽 (𝑧)𝛾(𝑤) ∼ −𝛾(𝑤)

𝑧−𝑤 . (9.1.9)

Note that for the distinguished elements 𝛽, 𝛾, 𝐽, and 𝑇 we suppress the field map symbol
𝑌 : G→ GJ𝑧, 𝑧−1K. For generic elements 𝐴 ∈ G we will use both 𝑌 (𝐴, 𝑧) and 𝐴(𝑧) to denote the
field corresponding to 𝐴, depending on what is easier to read in the given context.

We make frequent use of two automorphisms of 𝔊. The first is spectral flow, which acts on
the 𝔊 modes as

𝜎ℓ𝛽𝑛 = 𝛽𝑛−ℓ , 𝜎ℓ𝛾𝑛 = 𝛾𝑛+ℓ , 𝜎ℓ1 = 1. (9.1.10)

The second is conjugation which is given by

c𝛽𝑛 = 𝛾𝑛, c𝛾𝑛 = −𝛽𝑛, c1 = 1. (9.1.11)
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These automorphisms satisfy the relation

c𝜎ℓ = 𝜎−ℓc. (9.1.12)

At the level of fields, these automorphisms act as

𝜎ℓ𝛽(𝑧) = 𝛽(𝑧)𝑧−ℓ , 𝜎ℓ𝛾(𝑧) = 𝛾(𝑧)𝑧ℓ , 𝜎ℓ𝐽 (𝑧) = 𝐽 (𝑧) + ℓ1𝑧−1,

𝜎ℓ𝑇 (𝑧) = 𝑇 (𝑧) − ℓ𝐽 (𝑧)𝑧−1− 1
2ℓ(ℓ−1)1𝑧−2,

c𝛽(𝑧) = 𝛾(𝑧), c𝛾(𝑧) = −𝛽(𝑧), c𝐽 (𝑧) = −𝐽 (𝑧) +1𝑧−1,

c𝑇 (𝑧) = 𝑇 (𝑧) + 𝜕𝐽 (𝑧) + 𝐽 (𝑧)𝑧−1. (9.1.13)

The primary utility of the conjugation and spectral flow automorphisms lies in constructing
new modules from known ones through twisting.

Definition 9.1.5. Let M be a G-module and 𝛼 an automorphism of 𝔊. The 𝛼-twisted module
𝛼M is defined to be M as a vector space, but with the action of G redefined to be

𝐴(𝑧) ·𝛼𝑚 = 𝛼−1(𝐴(𝑧))𝑚, 𝐴 ∈ G, 𝑚 ∈M, (9.1.14)

where the action of G on the right-hand side is the original untwisted action of G on M.

Remark. Due to being algebra automorphisms, spectral flow and conjugation twists both define
exact covariant functors M ↦→ 𝛼M, on the category of G modules. These 𝛼-twisted modules
are well defined as vertex algebra modules, as the actions of the automorphisms preserve the
integral grading of the modes. Further, the respective ghost and conformal weights [ 𝑗 , ℎ] of a
vector 𝑚 in a G-Module M transform as follows under conjugation and spectral flow.

𝜎ℓ : [ 𝑗 , ℎ] ↦→
[
𝑗 − ℓ, ℎ+ ℓ 𝑗 − 1

2ℓ(ℓ +1)
]
,

c : [ 𝑗 , ℎ] ↦→ [1− 𝑗 , ℎ] . (9.1.15)

Since c2𝛽𝑛 = −𝛽𝑛 and c2𝛾𝑛 = −𝛾𝑛, we have c2M �M, for any G-module M. We shall later see
that spectral flow has infinite order and thus the relations (9.1.12) imply that at the level of the
module category spectral flow and conjugation generate the infinite dihedral group.

Theorem 9.1.6. For any G-modules M and N, conjugation and spectral flow are compatible
with fusion products in the following sense.

𝜎ℓM�𝜎𝑚N � 𝜎ℓ+𝑚(M�N),

cM� cN � c𝜎 (M�N). (9.1.16)
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The behaviour of spectral flow under fusion was proven for vertex algebras with finite
dimensional conformal weight spaces in [44, Proposition 2.4]. However, the proof does not
rely on this fact, and so we can apply the result to G-modules, as in [45, Proposition 3.1]. The
behaviour of conjugation under fusion was proven in [45, Proposition 2.1], where conjugation
was denoted by𝜎 and spectral flow by 𝜌ℓ . There the automorphism 𝑔 corresponds to𝜎−1c = c𝜎

here. These formulae mean that the fusion of modules twisted by spectral flow is determined
by the fusion of untwisted modules, a simplification we shall make frequent use of.

9.2 Module category

Every G-module is a 𝔊-module, however, the converse is not true (consider for example the
adjoint 𝔊-module, where 𝔊 acts on itself via the Lie bracket). The category of smooth 𝔊-
modules consists of precisely those modules which are also G-modules. Such modules are also
commonly called weak G-modules and we shall use these terms interchangeably. Unfortunately
the category of all smooth modules is at present too unwieldy to analyse and so we must
invariably consider some subcategory.

In this section we define the module category, which we believe to be the natural one
from the perspective of conformal field theory, because it is compatible with the following two
necessary conformal field theoretic conditions.

1. Non-degeneracy of 𝑛-point conformal blocks (chiral correlation functions) on the sphere.

2. Well-definedness of conformal blocks at higher genera.

Condition 1 can be reduced to the non-degeneracy of two and three-point conformal blocks.
The non-degeneracy of two-point conformal blocks requires the module category to be closed
under taking contragredients, while non-degeneracy of three-point conformal blocks requires
the module category to be closed under fusion . Conformal blocks at higher genera can be
constructed from those on the sphere provided there is a well-defined action of the modular
group on characters. Thus Condition 2 requires characters to be well-defined, that is, for all
modules to decompose into direct sums of finite dimensional simultaneous generalised 𝐽0 and
𝐿0 eigenspaces. On any simple such module both 𝐿0 and 𝐽0 will act semisimply. Further,
the action of 𝐽0 is semisimple on a fusion product if 𝐽0 acts semisimply on both factors of the
product. We can therefore restrict ourselves to a category of 𝐽0-semisimple modules without
endangering closure under fusion. We cannot, however, assume that 𝐿0 will act semisimply in
general.
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The main tool for identifying and classifying vertex operator algebra modules is Zhu’s
algebra. Sadly Zhu’s algebra is only sensitive to modules containing vectors annihilated by all
positive modes. Any simple such module is a simple module in the category called ℛ below.
We will see that ℛ is closed under taking the contragredient dual, however, as can be seen
later in Section 9.8, category ℛ is not closed under fusion. Further, it was shown in [46] that
the action of the modular group does not close on its characters. Thus a larger category is
needed, which will be denoted ℱ below. It was shown in [46] that the action of the modular
group closes on the characters of ℱ and strong evidence was presented that fusion does as well.
We will see in Section 9.8 that category ℱ is indeed closed under fusion and that it satisfies
numerous other nice properties.

The definition of the module categories mentioned above requires the following choice of
parabolic triangular decomposition of 𝔊.

𝔊± = span{𝛽±𝑛, 𝛾±𝑛 : 𝑛 ≥ 1}, 𝔊0 = span{1, 𝛽0, 𝛾0}. (9.2.1)

This decomposition is parabolic, because 𝔊0 is not abelian and thus not a choice of Cartan
subalgebra. The role of the Cartan subalgebra will instead be played by span{1, 𝐽0}.

Definition 9.2.1.

1. Let G-WMod be the category of smooth weight 𝔊-modules, that is the category whose
objects are all smooth (or weak) G-modules M (we follow the conventions of [17]
regarding smooth modules) which in addition satisfy that 𝐽0 acts semisimply and whose
arrows are all 𝔊-module homomorphisms.

2. Let ℛ be the full subcategory of G-WMod consisting of those modules M ∈ G-WMod
satisfying

• M is finitely generated,

• 𝔊+ acts locally nilpotently, that is, for all 𝑚 ∈M, U(𝔊+)𝑚 is finite dimensional.

3. Let ℱ be the full subcategory of G-WMod consisting all finite length extensions of
arbitrary spectral flows of modules in ℛ with real 𝐽0 weights.

The 𝔄-modules of Definition 9.1.2 induce to modules in category ℛ. See [47, Section 3.4]
for a detailed explanation of this procedure for a general Lie superalgebra.

Definition 9.2.2. Let M be a 𝔄-module, then we induce M to a G-module IndM in ℛ by
having 𝔊+ act trivially on M, 𝛽0 and 𝛾0 act as −𝑝 and 𝑞, respectively, and 𝔊− act freely. We
denote
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1. V � IndV, the vacuum module or bosonic ghost vertex algebra as a module over itself.

2. cV � 𝜎−1V � Ind cV, the conjugation twist of the vacuum module.

3. W𝜆 � IndW𝜆 with 𝜆 ∈ C/Z, 𝜆 ≠ Z.

4. W±0 � IndW±0 .

Note that due to the simple nature of the 𝔊 commutation relations (9.1.7) IndM is simple
whenever M is, that is, the modules listed in parts 1 – 3 are simple.

Proposition 9.2.3.

1. Any simple module in ℛ is isomorphic to one of those listed in Parts 1 – 3 of Defini-
tion 9.2.2.

2. Any simple module in ℱ is isomorphic to one of the following mutually inequivalent
modules.

𝜎ℓV, 𝜎ℓW𝜆, ℓ ∈ Z, 𝜆 ∈ R/Z, 𝜆 ≠ Z. (9.2.2)

3. The conjugation twists of simple modules in ℱ satisfy

c𝜎ℓV � 𝜎−1−ℓV, c𝜎ℓW𝜆 � 𝜎
−ℓW−𝜆, ℓ ∈ Z, 𝜆 ∈ R/Z, 𝜆 ≠ Z. (9.2.3)

4. The indecomposable modules W±0 satisfy the non-split exact sequences

0 −→ V −→W+0 −→ 𝜎−1V −→ 0, (9.2.4a)

0 −→ 𝜎−1V −→W−0 −→ V −→ 0. (9.2.4b)

This proposition was originally given in [46, Proposition 1], however, Part 1 is an imme-
diate consequence of Block’s classification of simple Weyl modules [43]. We shall show in
Proposition 9.5.2 that, up to spectral flow twists, the indecomposable modules W±0 are the only
indecomposable length 2 extensions of spectral flows of the vacuum module. In Section 9.6 we
extend the indecomposable modules W±0 to infinite families of indecomposable modules.

9.3 Contragredient duals

As mentioned above, conformal field theories require their representation categories to be
closed under taking contragredient duals. They are also an essential tool for the computation of
fusion products using the Huang-Lepowsky-Zhang (HLZ) double dual construction [20, Part
IV]. Recall the definition from Proposition 6.1.2.
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Definition 9.3.1. Let M be a weight G-module. The contragredient (or restricted dual) module
is defined to be

M′ =
⊕
ℎ, 𝑗∈C

Hom
(
M
( 𝑗)
[ℎ] ,C

)
, M

( 𝑗)
[ℎ] = {𝑚 ∈M : (𝐽0− 𝑗)𝑚 = 0, (𝐿0− ℎ)𝑛𝑚 = 0, 𝑛� 0},

(9.3.1)
where the action of G is characterised by

〈𝑌 (𝐴, 𝑧)𝜓,𝑚〉 = 〈𝜓,𝑌 (𝐴, 𝑧)opp𝑚〉, 𝐴 ∈ G, 𝜓 ∈M′, 𝑚 ∈M, (9.3.2)

and where 𝑌 (𝐴, 𝑧)opp is given by the formula

𝑌 (𝐴, 𝑧)opp = 𝑌

(
e
𝑧𝐿1

(
−𝑧−2

)𝐿0
𝐴, 𝑧−1

)
. (9.3.3)

Proposition 9.3.2. The vertex algebra G and its modules have the following properties.

1. The modes of the generating fields and the Heisenberg field satisfy

𝛽
opp
𝑛 = −𝛽−𝑛, 𝛾

opp
𝑛 = 𝛾−𝑛, 𝐽

opp
𝑛 = 𝛿𝑛,0− 𝐽−𝑛. (9.3.4)

2. The contragredient duals of spectral flows of the indecomposable modules in Defini-
tion 9.2.2 can be identified as(

𝜎ℓV
) ′
� 𝜎−1−ℓV,

(
𝜎ℓW𝜆

) ′
� 𝜎−ℓW−𝜆,

(
𝜎ℓW±0

) ′
� 𝜎−ℓW±0 . (9.3.5)

3. Denote by ∗ the composition of twisting by c and taking the contragredient, then(
𝜎ℓV

)∗
� 𝜎ℓV,

(
𝜎ℓW𝜆

)∗
� 𝜎ℓW𝜆,

(
𝜎ℓW±0

)∗
� 𝜎ℓW∓0 . (9.3.6)

4. Let A,B ∈ℱ and ℓ ∈ Z, then the homomorphism and first extension groups satisfy

Hom(A,B) = Hom(cA,cB) = Hom
(
𝜎ℓA,𝜎ℓB

)
= Hom(B′,A′) = Hom(B∗,A∗),

Ext(A,B) = Ext(cA,cB) = Ext
(
𝜎ℓA,𝜎ℓB

)
= Ext(B′,A′) = Ext(B∗,A∗). (9.3.7)
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Proof. Part 1 follows immediately from Definition 9.3.1.
Part 2: Since 𝜎ℓV is simple,

(
𝜎ℓV

) ′ is too, due to taking duals being an invertible exact
contravariant functor. Further, by the action given in Definition 9.3.1 it is easy to see that
𝛽𝑛, 𝑛 ≥ ℓ +1 and 𝛾𝑚, 𝑚 ≥ −ℓ act locally nilpotently and therefore

(
𝜎ℓV

) ′ is an object of both
𝜎−ℓℛ and 𝜎−1−ℓ

ℛ. Thus,
(
𝜎ℓV

) ′
� 𝜎−1−ℓV.

Similarly, since𝜎ℓW𝜆 is simple,
(
𝜎ℓW𝜆

) ′ is too. The modes 𝛽𝑛, 𝑛 ≥ ℓ+1 and 𝛾𝑚, 𝑚 ≥ 1−ℓ
act locally nilpotently and therefore

(
𝜎ℓW𝜆

) ′ is an object of𝜎−ℓℛ. Further, for 𝐽0 homogeneous
𝑚 ∈ 𝜎ℓW𝜆 and 𝜓 ∈

(
𝜎ℓW𝜆

) ′, consider

〈𝐽0𝜓,𝑚〉 = 〈𝜓, (1− 𝐽0)𝑚〉. (9.3.8)

Thus,
(
𝜎ℓW𝜆

) ′
� 𝜎−ℓW−𝜆.

Finally, the duals of 𝜎ℓW±0 follow from that fact that the duality functor is exact and
contravariant, and by applying it to the exact sequences (9.2.4).

Part 3 follows from composing the formulae of Part 2 with the conjugation twist formulae
of Proposition 9.2.3.

Part 4 follows from c, 𝜎 and ′ being exact invertible functors, the first two covariant and the
last contravariant.

9.4 Free field realisation

We present two embeddings of G into a rank 1 lattice algebra constructed from a rank 2
Heisenberg vertex algebra (recall the definition of the Heisenberg and lattice vertex algebras in
Section 8.3).

Let 𝜓 and 𝜃 to denote a basis of a rank 2 lattice 𝐿Z = spanZ{𝜓, 𝜃} with symmetric bilinear
lattice form, that is 〈𝜓,𝜓〉 = −〈𝜃, 𝜃〉 = 1 and (𝜓, 𝜃) = 0. Let 𝐿 = spanR{𝜓, 𝜃} be the extension
of scalars of 𝐿Z by R, 𝐾 = spanZ{𝜓 + 𝜃} the indefinite rank 1 lattice generated by 𝜓 + 𝜃 and
𝐾∗ = {𝜆 ∈ 𝐿 : 〈𝜆, 𝜅〉 ∈ Z, ∀𝜅 ∈ 𝐾}.

LetV be the rank 2 Heisenberg vertex algebra with choice of generating fields 𝜓, 𝜃 equipped
with defining operator product expansions which correspond to the bilinear form above

𝜓(𝑧)𝜓(𝑤) ∼ 1
(𝑧−𝑤)2

, 𝜃 (𝑧)𝜃 (𝑤) ∼ −1
(𝑧−𝑤)2

, 𝜓(𝑧)𝜃 (𝑤) ∼ 0. (9.4.1)

Recall that the Fock spaces of V are denoted by F𝜆, 𝜆 ∈ 𝐿, where the zero mode of a Heisenberg
vertex algebra field 𝑎(𝑧), 𝑎 ∈ 𝐿 acts as scalar multiplication by 〈𝑎,𝜆〉. Let V𝐾 be the lattice
vertex algebra extension of V along 𝐾 . The lattice modules

FΛ =
⊕
𝜆∈Λ

F𝜆, Λ ∈ 𝐾∗/𝐾, (9.4.2)
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are simple modules for V𝐾 . It will occasionally be convenient to label the lattice modules by
a representative 𝜆 ∈ Λ rather than the coset itself, that is F𝜆 = FΛ. Recall we have the (chiral)
vertex operator given by (8.3.11)

𝐼𝜆,𝜇 : F𝜆 ⊗F𝜇→ F𝜆+𝜇J𝑧, 𝑧−1K𝑧 〈𝜆,𝜇〉, (9.4.3)

and let 𝑌 (−, 𝑧) denote the result of reinterpreting these vertex operators as maps F𝜇 →
F𝜇+𝜆J𝑧, 𝑧−1K𝑧 〈𝜆,𝜇〉. That is,

V(𝑝 |𝜆〉, 𝑧) = e𝜆𝑧𝜆0
∏
𝑚≥1

exp
(
𝜆−𝑚
𝑚

𝑧𝑚
)
𝑌 (𝑝 |0〉, 𝑧)

∏
𝑛≥1

exp
(
−𝜆𝑛
𝑛
𝑧−𝑛

)
, (9.4.4)

where 𝑌 (𝑝 |0〉, 𝑧) is the field associated to 𝑝 |0〉 ∈ V, and where e𝜆 ∈ C[𝐿] is the basis element
in the group algebra of 𝐿 corresponding to 𝜆 ∈ 𝐿 and satisfies the relations

[𝑏𝑛,e𝜆] = 𝛿𝑛,0〈𝑏,𝜆〉e𝜆, e
𝜆 |𝜇〉 = |𝜆+ 𝜇〉. (9.4.5)

We abbreviate the vertex operator 𝑌 ( |𝜆〉, 𝑧) as 𝑌 (𝜆, 𝑧). Note that our notation differs from
conventions common in theoretical physics literature. There, for 𝑎 ∈ 𝐿, 𝑌 (𝑎, 𝑧) would be
denoted by : e𝑎 (𝑧) : and 𝑎(𝑧) by 𝜕𝑎(𝑧), or both by 𝑎(𝑧).

Recall that this is exactly the case of the indefinite half rank lattice example at the end of
Section 8.1, Section 8.2 and Section 8.3. By Proposition 8.3.6, we have the following braiding
and associativity structures for the category of V𝐾 lattice modules.

Ω(𝛼, 𝛽) = e𝔦𝜋 〈𝑠 (𝛼) ,𝑠 (𝛽) 〉, 𝐹 (𝛼, 𝛽, 𝛾) = e𝔦𝜋 〈𝑠 (𝛼) ,𝑠 (𝛽+𝛾)−𝑠 (𝛽)−𝑠 (𝛾) 〉, 𝛼, 𝛽, 𝛾 ∈ 𝐾∗/𝐾.
(9.4.6)

Here 𝐾∗ � Z×R, where Z corresponds to the integer span of 𝜓− 𝜃 and R to the real span of 𝐾 .
Hence 𝐾∗/𝐾 � Z×R/Z. If we denote by 𝑥 ∈ [0,1) the unique representative of 𝑥 ∈ R/Z in the
half open unit interval, then a choice of section 𝑠 is given by the formula

𝑠(𝛼1, 𝛼2) = (𝛼1, 𝛼2), (𝛼1, 𝛼2) ∈ Z×R/Z. (9.4.7)

Resulting in

Ω(𝛼, 𝛽) = e𝔦𝜋(𝛼1𝛽2+𝛽1𝛼2) , 𝐹 (𝛼, 𝛽, 𝛾) = e𝔦𝜋𝛼1(𝛽2+𝛾2−𝛽2−𝛾2) ,

𝛼 = (𝛼1, 𝛼2), 𝛽 = (𝛽1, 𝛽2), 𝛾 = (𝛾1, 𝛾2) ∈ Z×R/Z. (9.4.8)

Redefining (Ω, 𝐹) by rescaling by the coboundary

𝑑𝑘 (𝛼, 𝛽, 𝛾) = (e𝔦𝜋𝛽1𝛼2−𝔦𝜋𝛼1𝛽2 ,e−𝔦𝜋𝛼1(𝛽2+𝛾2−𝛽2−𝛾2)) (9.4.9)



9.4. Free field realisation 89

of the 2-cochain 𝑘 (𝛼, 𝛽) = e−𝔦𝜋𝛼1𝛽2 (see Section 2.3) yields

Ω(𝛼, 𝛽) = e2𝔦𝜋𝛽1𝛼2 , 𝐹 (𝛼, 𝛽, 𝛾) = 1, (9.4.10)

and we see that the intertwining operators of V𝐾 lattice modules can be normalised in such a
way as to have trivial associators.

Proposition 9.4.1.

1. The assignment

𝛽(𝑧) ↦→ 𝑌 (𝜃 +𝜓, 𝑧), 𝛾(𝑧) ↦→ : 𝜓(𝑧)𝑌 (−𝜃 −𝜓, 𝑧): (9.4.11)

induces an embedding 𝜙1 : G→ V𝐾 . Restricting to the image of this embedding, V𝐾 -
modules can be identified with G-modules as

Fℓ𝜓 � 𝜎
ℓ+1W−0 , FΛ � 𝜎

〈Λ,𝜓+𝜃 〉+1W〈Λ,𝜓〉, Λ ∈ 𝐿/𝐾, 〈Λ,𝜓 + 𝜃〉 ∈ Z and 〈Λ,𝜓〉 ≠Z,
(9.4.12)

where 〈Λ,𝜓〉 is the coset in R/Z formed by pairing all representatives of Λ with 𝜓.

2. The assignment

𝛽(𝑧) ↦→ : 𝜓(𝑧)𝑌 (𝜃 +𝜓, 𝑧):, 𝛾(𝑧) ↦→ 𝑌 (−𝜃 −𝜓, 𝑧) (9.4.13)

induces an embedding 𝜙2 : G→ V𝐾 . Restricting to the image of this embedding, V𝐾 -
modules can be identified with G-modules as

Fℓ𝜓 � 𝜎
ℓW+0 , FΛ � 𝜎

〈Λ,𝜓+𝜃 〉W〈Λ,𝜓〉, Λ ∈ 𝐿/𝐾, 〈Λ,𝜓 + 𝜃〉 ∈ Z and 〈Λ,𝜓〉 ≠ Z,
(9.4.14)

where 〈Λ,𝜓〉 is the coset in R/Z formed by pairing all representatives of Λ with 𝜓.

The embeddings are well known and the identifications of V𝐾 -modules with G-modules
follow by comparing characters and was shown in [31, Proposition 4.7] and [45, Proposition
4.1]. To understand why 〈Λ,𝜓 + 𝜃〉 is an integer, rather than a coset, let 𝑛 ∈ Z. Then note that
for a coset Λ = 𝑛𝜓 +Z(𝜓 + 𝜃) ∈ 𝐿/𝐾 we have 〈Λ,𝜓 + 𝜃〉 = 〈𝑛𝜓 +Z(𝜓 + 𝜃),𝜓 + 𝜃〉 = 𝑛 ∈ Z.

Theorem 9.4.2.

1. Let S1 = Res𝑌 (𝜓, 𝑧), then ker
(
S1 : V𝐾 → F𝜓

)
= im𝜙1, where 𝜙1 : G→ V𝐾 is the embed-

ding of Proposition 9.4.1.1, that is, S1 is a screening operator for the free field realisation
𝜙1 of G. Further the sequence

· · · S1−→ F−𝜓
S1−→ F0

S1−→ F𝜓
S1−→ · · · (9.4.15)

is exact and is therefore a Felder complex.
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2. Let S2 = Res𝑌 (−𝜓, 𝑧), then ker
(
S2 : V𝐾 → F−𝜓

)
= im𝜙2, where 𝜙2 : G→ V𝐾 is the

embedding of Proposition 9.4.1.2, that is, S2 is a screening operator for the free field
realisation 𝜙2 of G. Further the sequence

· · · S2−→ F𝜓
S2−→ F0

S2−→ F−𝜓
S2−→ · · · (9.4.16)

is exact and is therefore a Felder complex.

Proof. We prove part 1 only, as part 2 follows analogously. The operator product expansion of
𝑌 (𝜓, 𝑧) with the images of 𝛽 and 𝛾 in V𝐾 are

𝑌 (𝜓, 𝑧)𝛽(𝑤) ∼ 0, 𝑌 (𝜓, 𝑧)𝛾(𝑤) ∼ −𝑌 (−𝜃,𝑤)
(𝑧−𝑤)2

, (9.4.17)

which are total derivatives in 𝑧 implying that S1 = Res𝑌 (𝜓, 𝑧) is a screening operator and that
im𝜙1 ⊂ kerS1. Therefore, S1 commutes with G and hence defines a G-module map F0→ F𝜓.
The identification (9.4.12) implies F0 � 𝜎W

−
0 and F𝜓 � 𝜎2W−0 . By comparing composition

factors we see that the kernel must be either im𝜙1 � V or all of F0, so it is sufficient to show
that the map S1 : F0→ F𝜓 is non-trivial. A quick calculation reveals that

S1 |−𝜓− 𝜃〉 = |−𝜃〉, (9.4.18)

and thus S1 is not trivial. By comparing the composition factors of the sequence (9.4.15) we
also see that the sequence is an exact complex if each arrow is non-zero. Finally, the arrows are
non-zero because

S1 |−𝜓 +𝑚𝜃〉 = |𝑚𝜃〉, ∀𝑚 ∈ Z. (9.4.19)

Remark. The existence of Felder complexes will not specifically be needed for any of the results
that follow, however, it is interesting to note that the bosonic ghosts admit such complexes. These
complexes were crucial in [46] for computing the character formulae needed for the standard
module formalism via resolutions of simple modules.

9.5 Projective modules

In this section we construct reducible yet indecomposable modules P on which the 𝐿0 operator
has rank 2 Jordan blocks. We further prove that the modules 𝜎ℓP and 𝜎ℓW𝜆 are both projective
and injective, and that in particular the 𝜎ℓP are projective covers and injective hulls of 𝜎ℓV
for any ℓ ∈ Z. We refer readers unfamiliar with homological algebra concepts such as injective
and projective modules or extension groups to the book [48] and recall the following result for
later use.
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Proposition 9.5.1. For a module R which is both projective and injective, the Hom-Ext se-
quences terminate. That is, if we have the short exact sequence

0 −→A −→ R −→B −→ 0, (9.5.1)

for modules A, B. then this implies that the following two sequences are exact, for any module
M.

0 −→ Hom(M,A) −→ Hom(M,R) −→ Hom(M,B) −→ Ext(M,A) −→ 0, (9.5.2)

0 −→ Hom(B,M) −→ Hom(R,M) −→ Hom(A,M) −→ Ext(B,M) −→ 0. (9.5.3)

Furthermore, Hom(R,−) and Hom(−,R) are exact covariant and exact contravariant functors
respectively.

This proposition assists with the calculation of Hom and Ext groups, when all but one of
the dimensions in the sequence are known. Using the fact that the Euler characteristic (the
alternating sum of the dimensions of the coefficients) of an exact sequence vanishes, there is
only one possibility for the remaining group.

Proposition 9.5.2. The first extension groups of simple modules in ℱ satisfy

dimExt
(
𝜎𝑘V,𝜎ℓV

)
=


1, |𝑘 − ℓ | = 1

0, otherwise
, dimExt

(
𝜎𝑘W𝜆,M

)
= dimExt

(
M,𝜎𝑘W𝜆

)
= 0,

(9.5.4)
where 𝜆 ∈ R/Z, 𝜆 ≠ Z, 𝑘, ℓ ∈ Z and M is any module in ℱ. In particular the simple modules
𝜎𝑘W𝜆 are both projective and injective in ℱ.

Proof. To conclude that 𝜎𝑘W𝜆 is projective inℱ it is sufficient to show that dimExt(W𝜆,M) =
0 for all simple objects M ∈ℱ. Injectivity in ℱ then follows by applying the ∗ functor and
noting that W𝜆

∗ �W𝜆. Let M ∈ℱ be simple, then a necessary condition for the short exact
sequence

0 −→M −→N −→W𝜆 −→ 0, M ∈ℱ (9.5.5)

being non-split is that the respective ghost and conformal weights of W𝜆 and M differ only
by integers. For simple M this rules out M = 𝜎ℓV or M = 𝜎ℓW𝜇, 𝜇 ≠ 𝜆. So we consider
M = 𝜎ℓW𝜆. Assume ℓ = 0, let 𝑗 ∈ 𝜆 and let 𝑣 be a non-zero vector in the ghost and conformal
weight [ 𝑗 ,0] space of the submodule M = W𝜆 ⊂ N and let 𝑤 ∈ N be a representative of a
non-zero coset in the [ 𝑗 ,0] weight space of the quotient N/W𝜆. Without loss of generality, we
can assume that 𝑤 is a 𝐽0-eigenvector and a generalised 𝐿0-eigenvector. A necessary condition



92 Chapter 9. Bosonic Ghosts

for the indecomposability of N, is the existence of an element 𝑈 in the universal enveloping
algebra U(𝔊) such that𝑈𝑣 = 𝑤. Since 𝑣 has minimal generalised conformal weight all positive
modes annihilate 𝑣, thus 𝑈𝑣 can be expanded as a sum of products of 𝛽0 and 𝛾0 with each
summand containing as many 𝛽0 as 𝛾0 factors, that is, 𝑈𝑣 = 𝑓 (𝐽0)𝑣 can be expanded as a
polynomial in 𝐽0 acting on 𝑣. Since N ∈ℱ, 𝐽0 acts semisimply, hence 𝑓 (𝐽0)𝑣 ∝ 𝑣. Since 𝑣 is
not a scalar multiple of 𝑤, this contradicts the indecomposability of N. Thus the exact sequence
splits or, equivalently, the corresponding extension group vanishes.

AssumeM=𝜎ℓW𝜆with ℓ ≠ 0, then by applying the ∗ and𝜎 functors, we have Ext
(
W𝜆,𝜎

ℓW𝜆

)
=

Ext
(
𝜎ℓW𝜆,W𝜆

)
= Ext

(
W𝜆,𝜎

−ℓW𝜆

)
. Thus the sign of ℓ can be chosen at will and we can as-

sume without loss of generality that ℓ ≥ 1. Further, from the formulae for the conformal weights
of spectral flow twisted modules (9.1.15), the conformal weights of W𝜆 and 𝜎ℓW𝜆 differ by
integers if and only if ℓ ·𝜆 = Z. Let 𝑗 ∈ 𝜆 be the minimal representative satisfying that the space
of ghost weight 𝑗 in 𝜎ℓW𝜆 has positive least conformal weight. The least conformal weight of
the ghost weight 𝑗 −1 space is a negative integer, which we denote by −𝑘 . See Figure 9.1 for
an illustration of how the weight spaces are arranged. Let 𝑣 ∈ N be a non-zero vector of ghost
weight 𝑗 and generalised 𝐿0 eigenvalue 0, and hence a representative of a non-trivial coset of
ghost and conformal weight [ 𝑗 ,0] in W𝜆 �N/𝜎ℓW𝜆. Further let 𝑤 ∈ 𝜎ℓW𝜆 ⊂N be a non-zero
vector of ghost and conformal weight [ 𝑗 −1,−𝑘]. Both 𝑣 and 𝑤 lie in one-dimensional weight
spaces and hence span them. If N is indecomposable, then there must exist an element 𝑈 of
ghost and conformal weight [−1,−𝑘] in U(𝔊), such that𝑈𝑣 = 𝑤. We pick a Poincaré-Birkhoff-
Witt ordering such that generators with larger mode index are placed to the right of those with
lesser index and 𝛾𝑛 is placed to the right of 𝛽𝑛 for any 𝑛 ∈ Z. Thus 𝑈𝑣 =

∑𝑘
𝑖=1𝑈

(𝑖)𝛾𝑖𝑣, where
𝑈 (𝑖) is an element of U(𝔊) of ghost and conformal weight [0, 𝑖− 𝑘]. In W𝜆, 𝛾0 acts bĳectively
on the space of conformal weight 0 vectors, hence there exists a 𝑣̃ ∈ N such that 𝛾0𝑣̃ = 𝑣. Since
at ghost weight 𝑗 the conformal weights of N are non-negative, we have 𝛾𝑛𝑣̃ = 0, 𝑛 ≥ 1 and thus
𝑈𝑣 =

∑𝑘
𝑖=1𝑈

(𝑖)𝛾𝑖𝛾0𝑣̃ =
∑𝑘
𝑖=1𝑈

(𝑖)𝛾0𝛾𝑖 𝑣̃ = 0, contradicting the indecomposability of N.
Next we consider the extensions of spectral flows of the vacuum module. By judicious

application of the ∗ and 𝜎 functors, we can identify Ext
(
𝜎𝑘V,𝜎ℓV

)
= Ext

(
V,𝜎𝑘−ℓV

)
=

Ext
(
V,𝜎ℓ−𝑘V

)
. So without loss of generality, it is sufficient to consider the extension groups

Ext
(
V,𝜎ℓV

)
or equivalently short exact sequences of the form

0 −→ 𝜎ℓV −→M −→ V −→ 0, ℓ ∈ Z≥0, M ∈ℱ. (9.5.6)

Let 𝜎ℓ |0〉 ∈ 𝜎ℓV ⊂M denote the the spectral flow image of the highest weight vector of V
and let 𝜔 ∈M be a 𝐽0-eigenvector and a choice of representative of the highest weight vector
in V �M/𝜎ℓV. We first show that these sequences necessarily split if ℓ ≠ 1. Assume ℓ = 0,
then the exact sequence can only be non-split if there exists a ghost and conformal weight [0,0]
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element 𝑈 in U(𝔊) such that 𝑈𝜔 = 𝑎𝜎ℓ |0〉 − 𝑏𝜔, 𝑎, 𝑏 ∈ C, 𝑎 ≠ 0. Without loss of generality
we can replace𝑈 by 𝑈̃ =𝑈 − 𝑏1 to obtain 𝑈̃𝜔 = 𝑎𝜎ℓ |0〉. Since the conformal weights of V are
bounded below by 0, they satisfy the same bound in M and 𝛽𝑛𝜔 = 𝛾𝑛𝜔 = 0, 𝑛 ≥ 1, so 𝑈̃𝜔 can
be expanded as a sum of products of 𝛽0 and 𝛾0 acting on 𝜔, with each summand containing
the same number of 𝛽0 and 𝛾0 factors. Equivalently, 𝑈̃𝜔 can be expanded as a polynomial in
𝐽0 acting on 𝜔. Since 𝜔 is a 𝐽0-eigenvector 𝑈̃𝜔 ∝ 𝜔. Since 𝜔 is not a scalar multiple of 𝜎ℓ |0〉,
𝑈̃𝜔 = 0 contradicting indecomposability, and the exact sequence splits.

Assume ℓ ≥ 2. The ghost and conformal weights of 𝜎ℓ |0〉 are [−ℓ,− ℓ (ℓ+1)2 ]. Further, from
the spectral flow formulae (9.1.15), one can see that the weight spaces of ghost and conformal
weight [−1, ℎ] of 𝜎ℓV vanish for ℎ < (ℓ+1) (ℓ−2)

2 and similarly the [1, ℎ] weight spaces of 𝜎ℓV
vanish for ℎ < (ℓ+1) (ℓ+2)2 . Since we are assuming ℓ ≥ 2, (ℓ+1) (ℓ±2)

2 ≥ 0. Thus 𝛾𝑛𝜔 = 𝛽𝑛𝜔 = 0,
𝑛 ≥ 1. If M is indecomposable, there must exist a ghost and conformal weight [−ℓ,− ℓ (ℓ+1)2 ]
element 𝑈 in U(𝔊) such that 𝑈𝜔 = 𝜎ℓ |0〉. Since the conformal weight of 𝑈 is −ℓ, every
summand of the expansion of 𝑈𝜔 into 𝛽 and 𝛾 modes must contain factors of 𝛾𝑛 or 𝛽𝑛 with
𝑛 ≥ 1 and we can choose a Poincaré-Birkhoff-Witt ordering where these modes are placed to
the right. Thus𝑈𝜔 = 0, contradicting indecomposability and the exact sequence splits.

Assume ℓ = 1, then 𝜎W+0 provides an example for which the exact sequence does not split
and the dimension of the corresponding extension group is at least 1. We show that it is also
at most 1. Let 𝜔 and 𝜎 |0〉 be defined as for ℓ ≥ 2. By arguments analogous to those for
ℓ ≥ 2, it follows that the [1, ℎ] weight space vanishes for ℎ < 0 and the [−1, ℎ] weight space
vanishes for ℎ < −1. Thus 𝛽𝑛𝜔 = 𝛾𝑛+1𝜔 = 0, 𝑛 ≥ 1. The [−1,−1] weight space of 𝜎V is
one-dimensional and is hence spanned by 𝜎 |0〉. If M is indecomposable, there must exist a
ghost and conformal weight [−1,−1] element 𝑈 in U(𝔊) such that 𝑈𝜔 = 𝜎 |0〉. Thus, 𝑈𝜔
can be expanded as 𝑓 (𝐽0)𝛾1𝜔 = 𝑓 (0)𝛾1𝜔 = 𝑎 |0〉, where 𝑓 (𝐽0) is a polynomial. Hence the
isomorphism class of M is determined by the value of 𝛾1𝜔 in the one-dimensional [−1,−1]
weight space and dimExt(V,𝜎V) = 1.

Now we introduce a general procedure for twisting actions by screening operators which
we apply to direct sums of simple modules to create new modules.

Theorem 9.5.3 ( [49, Theorem 2.1], proof in [44,50], see also [51]). Let 𝑉 be a vertex algebra
and 𝑣 ∈ 𝑉 an even vector satisfying

[𝑣𝑛, 𝑣𝑚] = 0 ∀𝑛,𝑚 ∈ Z, 𝐿𝑛𝑣 = 𝛿𝑛,0 ∀𝑛 ∈ Z≥0, (9.5.7)
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𝑣̃ 𝑣

𝑤

𝛾0

𝑈

𝜎ℓW𝜆

W𝜆

Figure 9.1: This diagram is a visual aid for the proof of the inextensibility of the simple module
W𝜆 ∈ℱ, 𝜆 ∈ R/Z,𝜆 ≠ Z. Here ℓ ≥ 1, ℓ ·𝜆 = Z. The nodes represent the (spectral flows of)
relaxed highest weight vectors of each module. Weight spaces are filled in grey. Conformal
weight increases from top to bottom and ghost weight increases from right to left.

and let 𝑉 be the vertex subalgebra of 𝑉 such that 𝑉 ⊆ ker𝑉 𝑣0. Let 〈𝑀,𝑌𝑀 〉 be a 𝑉-module.
Then define 𝑀 = 𝑀 as a vector space and define

𝑌
𝑀
(𝑎,𝑥) = 𝑌𝑀 (Δ(𝑣, 𝑥)𝑎,𝑥), Δ(𝑣, 𝑥) = 𝑥𝑣0 exp

( ∞∑︁
𝑛=1

𝑣𝑛

−𝑛 (−𝑥)
−𝑛

)
. (9.5.8)

Then
〈
𝑀,𝑌

𝑀

〉
is a 𝑉-module.

Remark. Note that 𝑌 (𝑣𝑛𝑎,𝑤) is exactly the coefficient of (𝑧−𝑤)−𝑛 in the following OPE.

𝑌 (𝑣, 𝑧)𝑌 (𝑎,𝑤) ∼
∑︁
𝑛≥1

𝑌 (𝑣𝑛𝑎,𝑤)
(𝑧−𝑤)𝑛 . (9.5.9)

Therefore, the modified fields 𝑌
𝑀
(𝑎, 𝑧) in Theorem 9.5.3 can be determined from the OPEs of

𝑌 (𝑣, 𝑧) with the original fields 𝑌𝑀 (𝑎, 𝑧).

Armed with the above results on extension groups and the twisting procedure, we can
construct indecomposable modules 𝜎ℓP ∈ℱ, which will turn out to be projective covers and
injective hulls of 𝜎ℓV.
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Proposition 9.5.4. Recall that by the first free field realisation 𝜙1 of Proposition 9.4.1, we can
identify Fℓ𝜓 � 𝜎ℓ+1W−0 . Define the S1-twisted action of G on F−𝜓 ⊕ F0 by assigning

𝛽(𝑧) ↦→ 𝜙1(𝛽(𝑧)) = 𝑌 (𝜓 + 𝜃, 𝑧),

𝛾(𝑧) ↦→ 𝜙1(𝛾(𝑧)) −
𝑌 (−𝜃, 𝑧)

𝑧
= : 𝜓(𝑧)𝑌 (−𝜓− 𝜃, 𝑧):− 𝑌 (−𝜃, 𝑧)

𝑧
, (9.5.10)

and determining the action of all other fields in G through normal ordering and taking deriva-
tives, where any vertex operator 𝑌 (𝜆, 𝑧) whose Heisenberg weight 𝜆 is in the coset [𝜓] = [−𝜃]
is defined to act as 0 on F0 and as usual on F−𝜓.

1. The assignment is well-defined, that is, it represents the operator product expansions of
G, and hence defines an action of G on F−𝜓 ⊕ F0, where ⊕ is meant as a direct sum of
vector spaces without considering the module structure. Denote the module with this
S1-twisted action by P.

2. The composite fields 𝐽 (𝑧) = : 𝛽(𝑧)𝛾(𝑧):, 𝑇 (𝑧) = −: 𝛽(𝑧)𝜕𝛾(𝑧): act as

𝐽 (𝑧) ↦→ 𝜙1(𝐽 (𝑧)) = −𝜃 (𝑧),

𝑇 (𝑧) ↦→ 𝜙1(𝑇 (𝑧)) +
𝑌 (𝜓, 𝑧)
𝑧

=
: 𝜓(𝑧)2:− : 𝜃 (𝑧)2:

2
− 𝜕𝜓(𝑧) − 𝜃 (𝑧)

2
+ 𝑌 (𝜓, 𝑧)

𝑧
. (9.5.11)

The zero mode 𝐽0 therefore acts semisimply and 𝐿0 has rank 2 Jordan blocks. The vectors
|−𝜓〉, |−𝜓− 𝜃〉, |𝜃〉, |0〉 ∈ P satisfy the relations

𝛽0 |−𝜓〉 = |𝜃〉, 𝛾1 |−𝜓〉 =−|−𝜓−𝜃〉, 𝛾0 |𝜃〉 =−|0〉, 𝛽−1 |−𝜓−𝜃〉 = |0〉, 𝐿0 |−𝜓〉 = |0〉.
(9.5.12)

3. The module P is indecomposable and satisfies the non-split exact sequences

0 −→ 𝜎W−0 −→ P −→W−0 −→ 0, (9.5.13a)

0 −→W+0 −→ P −→ 𝜎W+0 −→ 0, (9.5.13b)

which implies that its composition factors are 𝜎±1V and V with multiplicities 1 and 2,
respectively.

4. P is an object in ℱ.

See Figure 9.2 for an illustration of how the composition factors of P are linked by the
action of G.
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|−𝜓〉

|0〉|𝜃〉

|−𝜓− 𝜃〉

𝜎−1V

𝜎V

V

𝛾0

𝛽−1
𝛽0

𝛾1

Figure 9.2: The composition factors of P with the nodes representing the spectral flows of the
highest weight vectors of 𝜎ℓV for −1 ≤ ℓ ≤ 1. The arrows give the action of 𝔊 modes on the
highest-weight vectors of each factor. In this diagram, ghost weight increases to the left and
conformal weight increases downwards. Note that there are two copies of V, illustrated by a
small vertical shift in their weights.

Proof. Part 1 follows from Theorem 9.5.3. The field identifications (9.5.11) of Part 2 follow by
evaluating the definition for the deformed fields, with 𝑣 = |𝜓〉, while the relations (9.5.12) follow
by applying the field identifications. The results follow directly from the following OPEs, as
well as (9.4.17).

𝑌 (𝜓, 𝑧)𝑇 (𝑤) ∼ 𝑌 (𝜓,𝑤)
(𝑧−𝑤)2

, 𝑌 (𝜓, 𝑧)𝐽 (𝑤) ∼ 0. (9.5.14)

To conclude the first exact sequence of Part 3 note that the action of 𝛽 and 𝛾 closes on F0 � 𝜎W
−
0 ,

because 𝑌 (−𝜃, 𝑧) acts trivially and quotienting by F0 leaves only F−𝜓 �W−0 .

To conclude the second exact sequence, let |0〉 be the highest weight vector of V and let
𝜎ℓ |0〉 be the spectral flow images of |0〉. Then |0〉 ∈ F0 � 𝜎

−1W−0 can be identified with |0〉
in the V composition factor of 𝜎−1W−0 and |−𝜓 − 𝜃〉 can be identified with 𝜎 |0〉 in the 𝜎V
composition factor. Further, |−𝜓〉 ∈ F−𝜓 �W−0 can be identified with |0〉 in the V composition
factor and |𝜃〉 can be identified with 𝜎−1 |0〉 in the 𝜎−1V composition factor. See Figure 9.2 for
a diagram of the action of 𝛽 and 𝛾 modes on P and how they connect the different composition
factors. It therefore follows that |0〉 generates an indecomposable module whose composition
factors are 𝜎−1V and V, with V as a submodule and 𝜎−1V as a quotient. The module therefore
satisfies the same non-split exact sequence (9.2.4) as W+0 does and since the extension groups
in (9.5.4) are one-dimensional, this submodule is isomorphic to W+0 . After quotienting by the
submodule generated by |𝜃〉, the formulae above imply that the quotient is isomorphic to 𝜎W+0
and the second exact sequence of Part 3 follows.
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Part 4 follows because 𝐽0 acts diagonalisably on P and because P has only finitely many
composition factors all of which lie in ℛ or 𝜎ℛ.

Theorem 9.5.5. For every ℓ ∈ Z the indecomposable module 𝜎ℓP is projective and injective in
ℱ, and hence is a projective cover and an injective hull of the simple module 𝜎ℓV.

Proof. Since spectral flow is an exact invertible functor, it is sufficient to prove projectivity and
injectivity of P, rather than all spectral flow twists of P. We first show that P is injective by
showing that dimExt(W,P) = 0 for any simple module W ∈ℱ. Following that we will show
P∗ = P, which, since ∗ is an exact invertible contravariant functor, implies P is also projective.

A necessary condition for the non-triviality of such an extension is ghost weights differing
only by integers. We therefore need not consider extensions by 𝜎ℓW𝜆, 𝜆 ≠ Z, so we restrict our
attention to short exact sequences of the form

0 −→ P −→M −→ 𝜎ℓV −→ 0. (9.5.15)

If the above extension is non-split, then there must exist a subquotient of M which is a non-
trivial extension of 𝜎ℓV by one of the composition factors of P. By Proposition 9.5.2 the above
sequence must split if |ℓ | ≥ 3 and we therefore only consider |ℓ | ≤ 2.

If ℓ = 2, then the composition factor of P non-trivially extending 𝜎2V must be 𝜎V. If the
extension is non-trivial, then this subquotient must be isomorphic to 𝜎2W−0 . Further, if 𝜎2 |0〉
is the spectrally flowed highest weight vector of 𝜎2V and |−𝜓 − 𝜃〉 ∈ P (see Figure 9.2) is the
spectrally flowed highest weight vector of the 𝜎V composition factor of P, then 𝛽−2𝜎

2 |0〉 =
𝑎 |−𝜓− 𝜃〉, 𝑎 ∈ C \ {0}. The relations (9.5.12) thus imply

𝑎 |0〉 = 𝑎𝛽−1 |−𝜓− 𝜃〉 = 𝑎𝛽−1𝛽−2𝜎
2 |0〉 = 𝑎𝛽−2𝛽−1𝜎

2 |0〉. (9.5.16)

However, 𝛽−1𝜎
2 |0〉 has conformal and ghost weight [−1,−2] and this weight space vanishes

for both P and 𝜎2V. Thus 𝛽−1𝜎
2 |0〉 and hence 𝑎 = 0, which is a contradiction.

If ℓ = 1, then the composition factor of P non-trivially extending 𝜎V must be V. There
are two such composition factors in P. Any such non-trivial extension must be isomorphic
to 𝜎W−0 . If the non-trivial extension involves the composition factor whose spectrally flowed
highest weight vector is represented by |−𝜓〉, then 𝛽−1𝜎 |0〉 = 𝑎 |−𝜓〉, 𝑎 ∈ C\ {0}. The relations
(9.5.12) thus imply

𝑎 |𝜃〉 = 𝑎𝛽0 |−𝜓−〉 = 𝑎𝛽0𝛽−1𝜎 |0〉 = 𝑎𝛽−1𝛽0𝜎 |0〉. (9.5.17)

However, 𝛽0𝜎 |0〉 = 0, so 𝑎 = 0, which is a contradiction. If the non-trivial extension involves
the composition factor whose spectrally flowed highest weight vector is represented by |0〉, then
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there would exist 𝑎 ∈ C \ {0} such that 𝛽−1𝜎 |0〉 = 𝑎 |0〉. But then, by the relations (9.5.12),
𝛽−1(𝜎 |0〉 − 𝑎) |−𝜓− 𝜃〉 = 0. Hence (𝜎 |0〉 − 𝑎) |−𝜓− 𝜃〉 generates a direct summand isomorphic
to 𝜎V, making the extension trivial.

If ℓ = 0, then the composition factor of P non-trivially extending V must be 𝜎V or 𝜎−1V. If
there is a subquotient isomorphic to a non-trivial extension of V by 𝜎−1V, that is, isomorphic
to W−0 , then there exists 𝑎 ∈ C \ {0} such that 𝛽0 |0〉 = 𝑎 |𝜃〉. But then, by the relations (9.5.12),
𝛽0( |0〉 − 𝑎) |𝜃〉 = 0. Hence ( |0〉 − 𝑎) |𝜃〉 generates a direct summand isomorphic to V, making
the extension trivial. An analogous argument rules out the existence of subquotient isomorphic
a non-trivial extension of V by 𝜎−1V.

The cases ℓ = −2 and ℓ = −1 follow the same reasoning as ℓ = 2 and ℓ = 1, respectively.
Now that we have established that P is injective, we can apply the functors Hom

(
W−0 ,−

)
and Hom

(
𝜎W+0 ,−

)
to the short exact sequences (9.5.13a) and (9.5.13b), respectively, to deduce

dimExt
(
W−0 ,𝜎W

−
0
)
= 1 = dimExt

(
𝜎W+0 ,W

+
0
)
. The indecomposable module P is therefore the

unique module making the short exact sequences (9.5.13a) and (9.5.13b) non-split. By applying
the functor ∗ to these exact sequences, we see that P∗ also satisfies these same sequences and
hence P � P∗. This in turn implies Ext(P,−) = 0 and hence that 𝜎ℓP is projective for all
ℓ ∈ Z.

9.6 Classification of indecomposables

In this section, we give a classification of all indecomposable modules in category ℱ. We
already know any simple module is isomorphic to either 𝜎𝑚W𝜆 or 𝜎𝑚V, and we also know that
the 𝜎𝑚W𝜆 are inextensible due to being injective and projective in ℱ. We now complete the
classification by finding all the reducible indecomposables which can be built as finite length
extensions with composition factors isomorphic to spectral flows ofV. To unclutter formulae, we
use the notation M𝑛 = 𝜎

𝑛M for any module M. The classification of indecomposable modules
in ℱ closely resembles the classification of indecomposable modules over the Temperley-
Lieb algebra with parameter at roots of unity given in [52] and also the classification of
indecomposable modules over the (1, 𝑝) triplet model given in [53].

The reducible yet indecomposable modules constituting the classification are the spectral
flows of the projective module P, and two infinite families. These two families, denoted B𝑚𝑛

and T𝑚𝑛 , 𝑚,𝑛 ∈ Z, 𝑛 ≥ 1, are dual to each other with respect to ∗, meaning
(
B𝑚𝑛

)∗
= T𝑚𝑛 , and

further satisfy the identifications B1 = T1 = V, B2 = 𝜎W−0 and T2 = 𝜎W+0 , where an absence
of subscript indicates 𝑛 = 0. The superscript 𝑚 is the number of composition factors or length
of the module. As a visual aid, we represent these indecomposable modules using Loewy
diagrams.
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V

V−1 V1

V

P

V

V1T2
V

V1B2

Here the edges indicate the action ofG and the vertices represent the composition factors. Recall
the generating vectors 𝑢 = |−𝜓〉, 𝑙 = |𝜃〉, 𝑟 = |−𝜓 − 𝜃〉, 𝑑 = |0〉 for the composition factors of
P in Figure 9.2 constructed from the first free field realisation Proposition 9.4.1.1. We denote
their spectral flow images by 𝑢𝑛 = 𝜎𝑛𝑢, 𝑙𝑛 = 𝜎𝑛𝑙, 𝑟𝑛 = 𝜎𝑛𝑟, 𝑑𝑛 = 𝜎𝑛𝑑. The letters labelling
these vectors have been chosen according to the position of their corresponding composition
factor in the Loewy diagram below.

V𝑛

V𝑛−1 V𝑛+1

V𝑛

P𝑛

𝑢𝑛

𝑙𝑛 𝑟𝑛

𝑑𝑛

P𝑛

Since ℱ has sufficiently many projectives and injectives, every indecomposable module is
isomorphic to some quotient of a finite sum of indecomposable projective modules and to a
submodule of a finite sum of indecomposable injective modules. We therefore define the two
families of reducible yet indecomposable modules, B𝑛𝑚 and T𝑛𝑚 as certain images or coimages
of homomorphisms from projective to injective modules. We prepare the necessary notation,
For 𝑚 ∈ Z and 𝑘 ∈ Z>0, let

P[T2𝑘
𝑚 ] =

𝑘−1⊕
𝑖=0

P𝑚+2𝑖 , J[T2𝑘
𝑚 ] =

𝑘−1⊕
𝑖=0

P𝑚+2𝑖+1, P[T2𝑘+1
𝑚 ] =

𝑘⊕
𝑖=0

P𝑚+2𝑖 , J[T2𝑘+1
𝑚 ] =

𝑘−1⊕
𝑖=0

P𝑚+2𝑖+1,

P[B2𝑘
𝑚 ] =

𝑘−1⊕
𝑖=0

P𝑚+2𝑖+1, J[B2𝑘
𝑚 ] =

𝑘−1⊕
𝑖=0

P𝑚+2𝑖 , P[B2𝑘+1
𝑚 ] =

𝑘−1⊕
𝑖=0

P𝑚+2𝑖+1, J[B2𝑘+1
𝑚 ] =

𝑘⊕
𝑖=0

P𝑚+2𝑖 .

(9.6.1)

As the P[], J[] notation suggests, the above modules will be shown to be projective covers and
injective hulls of the T and B modules. Further, for 𝑛 ∈ Z let 𝜓±𝑛 : P𝑛→ P𝑛±1 be the module



100 Chapter 9. Bosonic Ghosts

homomorphisms uniquely characterised by 𝜓+𝑛 (𝑢𝑛) = 𝑙𝑛+1 and 𝜓−𝑛 (𝑢𝑛) = 𝑟𝑛−1. Note that these
homomorphisms satisfy the relations

𝜓±𝑚±1 ◦𝜓
±
𝑚 = 0, 𝜓−𝑚+1 ◦𝜓

+
𝑚 = 𝜓+𝑚−1 ◦𝜓

−
𝑚, (9.6.2)

in fact ker𝜓±
𝑚±1 = im𝜓±𝑚. Finally, consider the module homomorphisms𝜓 [M] :P[M] → J[M],

which, for M being any of the indecomposables above, are given by the formulae

𝜓
[
T2𝑘
𝑚

]
= 𝜓+𝑚 +

𝑘−1∑︁
𝑖=1
𝜓−𝑚+2𝑖 +𝜓

+
𝑚+2𝑖 , 𝜓

[
T2𝑘+1
𝑚

]
= 𝜓+𝑚 +𝜓−𝑚+2𝑘 +

𝑘−1∑︁
𝑖=1
𝜓−𝑚+2𝑖 +𝜓

+
𝑚+2𝑖 ,

𝜓
[
B2𝑘
𝑚

]
= 𝜓−𝑚+1 +

𝑘−1∑︁
𝑖=1
𝜓+𝑚+2𝑖−1 +𝜓

−
𝑚+2𝑖+1, 𝜓

[
B2𝑘+1
𝑚

]
=

𝑘−1∑︁
𝑖=0
𝜓−𝑚+2𝑖+1 +𝜓

+
𝑚+2𝑖+1. (9.6.3)

Definition 9.6.1. For 𝑚 ∈ Z and 𝑘 ∈ Z>0, we define the following indecomposable modules

T𝑘𝑚 = im𝜓
[
T𝑘𝑚

]
� coim𝜓

[
T𝑘𝑚

]
, B𝑘𝑚 = im𝜓

[
B𝑘𝑚

]
� coim𝜓

[
B𝑘𝑚

]
, (9.6.4)

where the isomorphisms follow by the first isomorphism theorem.

Example. Consider the example of T4
0 .

V−1

V

V1 ⊕V1

V2

V3

V V2

P P2
𝜓[T4

0]−−−−−→ V

V1

V2 ⊕V2

V3

V4

V1 V3

P1 P3

The thick arrows above indicate the edges of the Loewy diagram of the coimage and image.
The repeated composition factors V1 and V2 in the domain and codomain, respectively, each
contribute one factor to the image and coimage and one to the kernel and cokernel as can be
seen in the diagrams below.

𝑢0

coimage
𝑢2

𝑟0 + 𝑙2 𝑟2

𝜓[T4
0]−−−−−→

𝑙1

image
𝑟1 + 𝑙3

𝑑1 𝑑3
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𝑙0

kernel
𝑟0− 𝑙2

𝑑0 𝑑2

𝑢1

cokernel
𝑢3

𝑟1− 𝑙3 𝑟3

In the cases of the coimage and the cokernel above, the indicated vectors are to be thought of
as representatives of their equivalences classes in their respective quotients.

Theorem 9.6.2. Any reducible indecomposable module in ℱ is isomorphic to one of the
following.

P𝑚, B𝑛𝑚, T𝑛𝑚, 𝑚,𝑛 ∈ Z, 𝑛 ≥ 2. (9.6.5)

The remainder of this section will be dedicated to proving the above theorem. For any
module M, we recall the following two well known substructures. The first is the maximal
semisimple submodule of M, called the socle and which we denote socM. The second, called
the head, is the maximal semisimple quotient of M, defined to be the quotient of M by its
radical (the intersection of its maximal proper submodules), which we denote hdM. We also
let J[M] and P[M] denote the injective hull and the projective cover of M respectively. We
then have the following standard homological algebra result.

Proposition 9.6.3. For any module M ∈ℱ, we have

Hom(V𝑛,M) � Hom(V𝑛, socM), Hom(M,V𝑛) � Hom(hdM,V𝑛), (9.6.6)

and
J[M] � J[socM], P[M] � P[hdM] . (9.6.7)

Corollary 9.6.4. The heads and socles of the T𝑘𝑚 and B𝑘𝑚 are given by

hdT2𝑘
𝑚 �

𝑘−1⊕
𝑖=0

V𝑚+2𝑖 , socT2𝑘
𝑚 �

𝑘−1⊕
𝑖=0

V𝑚+2𝑖+1, hdT2𝑘+1
𝑚 �

𝑘⊕
𝑖=0

V𝑚+2𝑖 , socT2𝑘+1
𝑚 �

𝑘−1⊕
𝑖=0

V𝑚+2𝑖+1,

hdB2𝑘
𝑚 �

𝑘−1⊕
𝑖=0

V𝑚+2𝑖+1, socB2𝑘
𝑚 �

𝑘−1⊕
𝑖=0

V𝑚+2𝑖 , hdB2𝑘+1
𝑚 �

𝑘−1⊕
𝑖=0

V𝑚+2𝑖+1, socB2𝑘+1
𝑚 �

𝑘⊕
𝑖=0

V𝑚+2𝑖 ,

(9.6.8)

and the dimensions of Hom groups involving V𝑛 by the following table.
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B2𝑘+1
𝑚 B2𝑘

𝑚 T2𝑘+1
𝑚 T2𝑘

𝑚

dimHom(V𝑛,−)
∑𝑘
𝑖=0 𝛿𝑛,𝑚+2𝑖

∑𝑘−1
𝑖=0 𝛿𝑛,𝑚+2𝑖

∑𝑘−1
𝑖=0 𝛿𝑛,𝑚+2𝑖+1

∑𝑘−1
𝑖=0 𝛿𝑛,𝑚+2𝑖+1

dimHom(−,V𝑛)
∑𝑘−1
𝑖=0 𝛿𝑛,𝑚+2𝑖+1

∑𝑘−1
𝑖=0 𝛿𝑛,𝑚+2𝑖+1

∑𝑘
𝑖=0 𝛿𝑛,𝑚+2𝑖

∑𝑘−1
𝑖=0 𝛿𝑛,𝑚+2𝑖

Thus, for M being any of the T𝑘𝑚 and B𝑘𝑚 in Definition 9.6.1, P[M] and J[M] are the projective
cover and injective hull of the indecomposable module M, respectively.

Proof. The Loewy diagrams for the T𝑘𝑚 and B𝑘𝑚 immediately suggest the heads and socles. For
example for T5

0 and B5
0 we have the following.

V

V1

V2

V3

V4

hdT5
V

V1

V2

V3

V4

socB5

They can, of course, also be easily determined from the calculations similar to those in the
example above Theorem 9.6.2. The dimensions of the Hom groups in the table above, and the
projective cover and injective hull formulae then immediately follow by Proposition 9.6.3.

Lemma 9.6.5. For M being any of the T𝑘𝑚 and B𝑘𝑚 in Definition 9.6.1, the projective and
injective presentations of M are characterised by the following.

M B2𝑘+1
𝑚 B2𝑘

𝑚 T2𝑘+1
𝑚 T2𝑘

𝑚

ker (P[M] →M) B2𝑘−1
𝑚+1 B2𝑘

𝑚+1 T2𝑘+3
𝑚−1 T2𝑘

𝑚−1

coker (M→ J[M]) B2𝑘+3
𝑚−1 B2𝑘

𝑚−1 T2𝑘−1
𝑚+1 T2𝑘

𝑚+1

Proof. Observe that we can precompose any of the homomorphisms 𝜓 [M] by any automor-
phism 𝐴 of the domain P[M] that consists of a non-zero rescaling chosen independently on
each direct summand. Since this is a precomposition by an automorphism, the kernels of 𝜓 [M]
and 𝜓 [M] ◦ 𝐴 are isomorphic. Similarly we can postcompose by any automorphism 𝐵 of the
codomain J[M] that consists of a non-zero rescaling, chosen independently on each direct
summand. In summary, the homomorphisms 𝜓 [M] and 𝐵◦𝜓 [M] ◦ 𝐴 have isomorphic images
and isomorphic kernels. Appropriately chosen pre- and postcompositions hence allow us to
freely rescale each summand in the formulae (9.6.3). Hence we can define the morphisms

𝜓
[
T2𝑘
𝑚

]
= 𝜓+𝑚 +

𝑘−1∑︁
𝑖=1
−𝜓−𝑚+2𝑖 +𝜓

+
𝑚+2𝑖 , 𝜓

[
T2𝑘+1
𝑚

]
= 𝜓+𝑚−𝜓−𝑚+2𝑘 +

𝑘−1∑︁
𝑚+𝑖=1

−𝜓−𝑚+2𝑖 +𝜓
+
2𝑖 ,
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𝜓
[
B2𝑘
𝑚

]
= −𝜓−𝑚+1 +

𝑘−1∑︁
𝑖=1
𝜓+𝑚+2𝑖−1−𝜓

−
𝑚+2𝑖+1, 𝜓

[
B2𝑘+1
𝑚

]
=

𝑘−1∑︁
𝑖=0
−𝜓−𝑚+2𝑖+1 +𝜓

+
𝑚+2𝑖+1. (9.6.9)

We prove the T2𝑘
𝑚 column of the lemma above, the remaining columns follow by analo-

gous arguments. First the kernel of 𝜓
[
T2𝑘
𝑚

]
. Note that P[T2𝑘

𝑚 ] = J[T2𝑘
𝑚−1] and hence the

domain of 𝜓
[
T2𝑘
𝑚

]
is equal to the codomain of 𝜓

[
T2𝑘
𝑚−1

]
and hence these two homomor-

phisms can be composed. A direct computation using the composition relations (9.6.2) then
shows that 𝜓

[
T2𝑘
𝑚

]
◦𝜓

[
T2𝑘
𝑚−1

]
= 0 and hence ker𝜓

[
T2𝑘
𝑚

]
⊃ im𝜓

[
T2𝑘
𝑚−1

]
. Finally, im𝜓

[
T2𝑘
𝑚−1

]
�

im𝜓
[
T2𝑘
𝑚−1

]
= T2𝑘

𝑚−1. By inspection we also see that both ker𝜓
[
T2𝑘
𝑚

]
and im𝜓

[
T2𝑘
𝑚−1

]
have 2𝑘

composition factors and hence ker𝜓
[
T2𝑘
𝑚

]
= im𝜓

[
T2𝑘
𝑚−1

]
� T2𝑘

𝑚−1. To compute the cokernel
of 𝜓

[
T2𝑘
𝑚

]
, note that J[T2𝑘

𝑚 ] = P[T2𝑘
𝑚+1]. An analogous argument to the above then proves

coker𝜓
[
T2𝑘
𝑚

]
� T2𝑘

𝑚+1.

Combining all of the results above we can now prove Theorem 9.6.2.

Proof of Theorem 9.6.2. The idea is to show that any extension of the T𝑘𝑚 and B𝑘𝑚 decomposes
into a direct sum of the modules listed in (9.6.5). In particular it is sufficient to only consider
extensions by V𝑛 (as either a submodule or a quotient). We classify the T𝑘𝑚 modules and the
classification of the B𝑘𝑚 follows from an analogous argument.

We first consider T3
𝑚 as this module constitutes a special case that need to be considered

separately form the other T𝑘𝑚. Recall that we have the respective injective and projective
presentations

0 −→ T3
𝑚 −→ P𝑚+1 −→ V𝑚+1 −→ 0, 0 −→ T5

𝑚−1 −→ P𝑚 ⊕P𝑚+2 −→ T3
𝑚 −→ 0. (9.6.10)

Applying the Hom(V𝑛,−) functor to the injective presentation yields (recall Proposition 9.5.1)
the long exact sequence

0 −→ Hom
(
V𝑛,T

3
𝑚

)
−→ Hom(V𝑛,P𝑚+1) −→ Hom(V𝑚,V𝑚+1) −→ Ext

(
V𝑛,T

3
𝑚

)
−→ 0,

(9.6.11)
which implies dimExt

(
V𝑛,T

3
𝑚

)
= dimHom(V𝑚,V𝑚+1)−dimHom(V𝑛,P𝑚+1)+dimHom

(
V𝑛,T

3
𝑚

)
=

𝛿𝑛,𝑚+1. Up to isomorphism there therefore exists exactly one indecomposable module with
V𝑚+1 as a quotient and T3

𝑚 as a submodule. The projective module P𝑚+1 an example of this
extension and hence no new indecomposable has been constructed. Similarly, applying the
Hom(−,V𝑛) functor to the projective presentation above and computing dimensions yields
dimExt

(
T3
𝑚,V𝑛

)
= 𝛿𝑛,𝑚−1 + 𝛿𝑛,𝑚+1 + 𝛿𝑛,𝑚+3. The cases 𝑛 = 𝑚 − 1 and 𝑛 = 𝑚 + 3 respectively

correspond to B4
𝑚−1 and T4

𝑚, however, 𝑛 = 𝑚 + 1 requires closer inspection. This final case
corresponds to the extension constructed from the non-split exact sequence

0 −→ V𝑚+1 −→ T2
𝑚 ⊕B3

𝑚+1 −→ T3
𝑚 −→ 0, (9.6.12)
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where the second arrow is characterised by the generating vector (the𝑚+1-fold spectral flow of
the highest weight vector of V) to any linear combination with non-zero coefficients of the two
corresponding generating vectors of the two V𝑚+1 summands of the socles of T3

𝑚 and B3
𝑚+1. A

brief calculation reveals that the quotient of T2
𝑚 ⊕B3

𝑚+1 by the image of V𝑚+1 is isomorphic to
T3
𝑚 and it is the projection to this quotient that makes up the third arrow in the exact sequence

above. Hence no new indecomposables have been constructed.
Next we consider T2𝑘+1

𝑚 , 𝑘 ≥ 2. The injective and projective presentations are given by

0 −→ T2𝑘+1
𝑚 −→

𝑘−1⊕
𝑖=0

P𝑚+2𝑖+1 −→ T2𝑘−1
𝑚+1 −→ 0, 0 −→ T2𝑘+3

𝑚−1 −→
𝑘⊕
𝑖=0

P2𝑖 −→ T2𝑘+1
𝑚 −→ 0.

(9.6.13)
Again we can compute the dimensions of Ext groups by applying the Hom(V𝑛,−) and
Hom(−,V𝑛) and obtain

dimExt
(
V𝑛,T

2𝑘+1
𝑚

)
=

𝑘−1∑︁
𝑖=0
𝛿𝑛,𝑚+2𝑖 , dimExt

(
T2𝑘+1
𝑚 ,V𝑛

)
=

𝑘+1∑︁
𝑖=0
𝛿𝑛,𝑚+2𝑖−1. (9.6.14)

The non-vanishing Ext groups correspond to the respective non-split exact sequences

0 −→ T2𝑘+1
𝑚 −→ T2𝑖+1

𝑚 ⊕T2(𝑘−𝑖)+1
𝑚+2𝑖 −→ V𝑚+2𝑖 −→ 0, 𝑖 = 0, . . . , 𝑘 −1,

0 −→ V𝑚+2𝑖−1 −→ T2𝑖
𝑚 ⊕B

2(𝑘−𝑖)+2
𝑚+2𝑖−1 −→ T2𝑘+1

𝑚 −→ 0, 𝑖 = 0, . . . , 𝑘 +1, (9.6.15)

where T0 and B0 are to be interpreted as the 0 module.
Similar computations for T2𝑘

𝑚 , 𝑘 ≥ 1 yield the Ext group dimensions

dimExt
(
V𝑛,T

2𝑘
𝑚

)
=

𝑘∑︁
𝑖=1
𝛿𝑛,𝑚+2𝑖 , dimExt

(
T2𝑘
𝑚 ,V𝑛

)
=

𝑘−1∑︁
𝑖=0
𝛿𝑛,𝑚+2𝑖−1, (9.6.16)

which correspond to the non-split exact sequences

0 −→ T2𝑘
𝑚 −→ T2𝑖+1

𝑚 ⊕T2(𝑘−𝑖)
𝑚+2𝑖 −→ V𝑚+2𝑖 −→ 0, 𝑖 = 1, . . . , 𝑘,

0 −→ V𝑚+2𝑖−1 −→ T2𝑖
𝑚 ⊕B

2(𝑘−𝑖)+1
𝑚+2𝑖−1 −→ T2𝑘

𝑚 −→ 0, 𝑖 = 0, . . . , 𝑘 +1. (9.6.17)

Extensions of the T𝑘𝑚 modules therefore only yield indecomposable already accounted for in
the list (9.6.5). The extensions of the B modules are computed analogously

We end this section with some characterisations of the classified indecomposable modules
which will prove helpful in later sections.
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Corollary 9.6.6. The B, T and P indecomposable modules are uniquely characterised by the
following non-split exact sequences.

0 −→ V −→B𝑛 −→ T𝑛−1
1 −→ 0, 0 −→B𝑛−1

1 −→ T𝑛 −→ V −→ 0, (9.6.18a)

0 −→ V2𝑛 −→B2𝑛+1 −→B2𝑛 −→ 0, 0 −→ T2𝑛 −→ T2𝑛+1 −→ V2𝑛 −→ 0, (9.6.18b)

0 −→B2𝑛−1 −→B2𝑛 −→ V2𝑛−1 −→ 0, 0 −→ V2𝑛−1 −→ T2𝑛 −→ T2𝑛−1 −→ 0. (9.6.18c)

0 −→B𝑛−2
2 −→B𝑛 −→B2 −→ 0, 0 −→ T2 −→ T𝑛 −→ T𝑛−2

2 −→ 0, (9.6.18d)

0 −→B2𝑛−1 −→B2𝑛+1 −→ T2
2𝑛−1 −→ 0, 0 −→B2

2𝑛−1 −→ T2𝑛+1 −→ T2𝑛−1 −→ 0,
(9.6.18e)

0 −→B2
2𝑛−2 −→B2𝑛 −→B2𝑛−2 −→ 0, 0 −→ T2𝑛−2 −→ T2𝑛 −→ T2

2𝑛−2 −→ 0, (9.6.18f)

0 −→B2 −→ P −→B2
−1 −→ 0, 0 −→ T2

−1 −→ P −→ T2 −→ 0. (9.6.18g)

Proof. Sequences (9.6.18a), (9.6.18b) and (9.6.18c) follow from the one-dimensionality of the
Ext groups in the proof of Theorem 9.6.2. We illustrate the procedure by which the remainder of
the exact sequences can be seen to be non-split, by focussing on the first sequence of (9.6.18d),
starting with the projective presentation of B2.

0 −→B2
1 −→ P1 −→B2 −→ 0 (9.6.19)

We apply the contravariant functor Hom
(
−,B𝑛−2

2
)

to obtain the following long exact sequence.

0→ Hom
(
B2,B𝑛−2

2

)
→ Hom

(
P1,B

𝑛−2
2

)
→ Hom

(
B2
−1,B

𝑛−2
2

)
→ Ext

(
B2,B𝑛−2

2

)
→ 0,
(9.6.20)

which evaluates to
0→ 0→ 0→ C→ Ext

(
B2,B𝑛−2

2

)
→ 0. (9.6.21)

Therefore dimExt
(
B2,B𝑛−2

2
)
= 1, with the nontrivial extension given by (9.6.18d). The unique-

ness of the remaining non-split exact sequences follows analogously, where we determine
Ext(M,N) by applying the functor Hom(−,N) to the projective presentation for the module M
or by applying Hom(M,−) to the injective presentation of the module N.

Proposition 9.6.7. The evaluation of the ∗ functor of Proposition 9.3.2 on reducible indecom-
posable modules is given by

(P𝑛)∗ � P𝑛,
(
B𝑚𝑛

)∗
� T𝑚𝑛 ,

(
T𝑚𝑛

)∗
� B𝑚𝑛 . (9.6.22)

Proof. The evaluation of the ∗ functor on the B and T modules follows inductively from the
characterising sequences (9.6.18a), with the base step given by V𝑚

∗ � V𝑚. The self duality of
P is a consequence of Proposition 9.5.4.3 and the fact that

(
W±0

)∗
=W∓0 , as argued above.
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9.7 Rigid tensor category

In this section we prove that fusion furnishes category ℱ with the structure of a rigid tensor
category and define evaluation and coevaluation maps for the simple projective modules to
verify that these modules and maps satisfy the conditions required for rigidity.

Theorem 9.7.1. Category ℱ with the tensor structures defined by fusion is a braided tensor
category.

This theorem follows by verifying certain conditions which were proved to be sufficient
in [20], and [24]. Recall the definitions in Section 6.1. Here we will go into more depth on the
construction of the HLZ tensor product spaces in order to prove the above theorem.

Definition 9.7.2. Let 𝐴 ≤ 𝐵 be abelian groups. Let V be a vertex algebra graded by 𝐴 and let
M1 and M2 be modules over V, graded by 𝐵. We define the following properties for functionals
𝜓 ∈ Hom(M1 ⊗M2,C).

1. P(w)-compatibility:

a) Lower truncation: For any 𝑣 ∈ V, 𝑣𝑛𝜓 = 0, for any sufficiently large 𝑛 ∈ Z.

b) For any 𝑣 ∈ V and 𝑓 ∈ C[𝑡, 𝑡−1, (𝑡−1−𝑤)−1] the identity

𝑣 𝑓 (𝑡)𝜓 = 𝑣𝜄+( 𝑓 (𝑡))𝜓 (9.7.1)

holds. Here 𝜄+means expanding about 𝑡 = 0 such that the exponents of 𝑡 are bounded
below and the action ofV⊗C[𝑡, 𝑡−1, (𝑡−1−𝑤)−1] orV⊗C((𝑡)) on 𝜓 is characterised
by

〈𝑣𝑔(𝑡)𝜓,𝑚1⊗𝑚2〉 = 〈𝜓, 𝜄+◦𝑇𝑤
(
𝑣opp𝑔(𝑡−1)

)
𝑚1⊗𝑚2〉+ 〈𝜓,𝑚1⊗ 𝜄+

(
𝑣opp𝑔(𝑡−1)

)
𝑚2〉,

(9.7.2)
where 𝑚𝑖 ∈M𝑖 , 𝑣 ∈ V, 𝑔 ∈ C[𝑡, 𝑡−1, (𝑡−1 −𝑤)−1], 𝑇𝑤 replaces 𝑡 by 𝑡 +𝑤, 𝑣opp =

e𝑡
−1𝐿1 (−𝑡2)𝐿0𝑣𝑡−2, and (assuming 𝑣 has conformal weight ℎ) 𝑣𝑡𝑛𝑚𝑖 = 𝑣𝑛−ℎ+1𝑚𝑖 .

Denote by COMP(M1,M2) the vector space of all 𝑃(𝑤)-compatible functionals.

2. P(w)-local grading restriction:

a) The functional 𝜓 is a finite sum of vectors that are both 𝐵-homogeneous and 𝐿0

generalised eigenvectors.
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b) Denote the smallest subspace of Hom(M1 ⊗M2,C) containing 𝜓 and stable under
𝑉 ⊗C[𝑡, 𝑡−1] by M𝜓. Then M𝜓 must satisfy for any 𝑟 ∈ C, 𝑏 ∈ 𝐵

dim
(
M𝜓

(𝑏)
[𝑟 ]

)
<∞, and dim

(
M𝜓

(𝑏)
[𝑟+𝑘 ]

)
= 0, (9.7.3)

for sufficiently large 𝑘 ∈ Z.

Denote by LGR(M1,M2) the vector space of all 𝑃(𝑤)-local grading restricted function-
als.

Define M1 �M2 = COMP(M1,M2) ∩LGR(M1,M2).

Remark. The variable 𝑤 in 𝑃(𝑤) denotes the insertion point of the tensor product constructed
in [20], where it is usually denoted 𝑧 and hence the tensor product is referred to as the 𝑃(𝑧)-tensor
product.

Theorem 9.7.3 (Huang-Lepowsky-Zhang [20, Part IV, Theorem 5.44, 5.45, 5.50]). Let 𝐴 ≤ 𝐵 be
abelian groups. LetV be a vertex algebra graded by 𝐴with a choice of module category𝒞 which
is closed under contragredients and let M1,M2 ∈ 𝒞 be graded by 𝐵. Then COMP(M1,M2)
and M1 �M2 are modules over V. Further, if M1 �M2 ∈ 𝒞, then M1�M2 � (M1 �M2) ′.

In [20] M1 �M2 is originally defined as the image of all intertwining operators with M1

and M2 as factors, but it is then shown that this is equivalent to the definition given above.
The construction of fusion products through Definition 9.7.2 is sometimes called the HLZ
double dual construction. In addition to the primary reference [20], the survey [22] relates this
construction of fusion to others in the literature.

Now we apply Theorem 6.3.1. Conditions 1 – 4 of Theorem 6.3.1 hold by construction for
category ℱ, so all that remains is verifying Conditions 5 and 6.

Lemma 9.7.4. The convergence and extension properties for products and iterates holds for
ℱ.

Proof. If, in the assumptions of Theorem 6.3.2, we set V = G and grade by ghost weight, so
that 𝐴 = Z, then the modules of ℱ are graded by 𝐵 = R. We further choose V = G(0) , that
is, the vertex subalgebra given by the ghost weight 0 subspace of G. The lemma then follows
by verifying that all modules in ℱ are discretely strongly graded and graded 𝐶1-cofinite as
modules over V.

All modules in ℱ are discretely strongly graded by ghost weight 𝑗 ∈ R. To prove this, we
need to check that the simultaneous ghost and conformal weight spaces are finite dimensional
and that every ghost weight homogeneous space has lower bounded conformal weights. The
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simultaneous ghost and conformal weight spaces of objects in ℛ and therefore also those of
𝜎ℓℛ are finite dimensional by construction. Thus, since the objects of ℱ are finite length
extensions of those in 𝜎ℓℛ, the objects of ℱ also have finite dimensional simultaneous ghost
and conformal weight spaces. Similarly we have that the objects inℱ are graded lower bounded
and therefore discretely strongly graded.

Next we need to decompose objects of ℱ as V-modules,. It is known that V is generated
by {: 𝛽(𝑧) (𝜕𝑛𝛾(𝑧)):, 𝑛 ≥ 0} and is isomorphic to𝑊1+∞ �𝑊3,−2 ⊗H where𝑊3,−2 is the singlet
algebra at 𝑐 = −2 and H is a rank 1 Heisenberg algebra [54,55]. Note that the conformal vector
of 𝑊1+∞ is usually chosen so as to have a central charge of 1. Since we require V to embed
conformally into G, that is, to have the same conformal vector as G and the central charge of
G is 2, we choose conformal vector of our Heisenberg algebra H so that its central charge is 4
(the conformal structure of 𝑊3,−2 is unique). Fortunately, this does not complicate matters, as
the simple modules over H are just Fock spaces regardless of the central charge or conformal
vector. The tensor factors of 𝑊1+∞ decompose nicely with respect to the free field realisation
of Proposition 9.4.1.2. The Heisenberg algebra H is generated by 𝜃 (𝑧) and the singlet algebra
𝑊3,−2 is a vertex subalgebra of the Heisenberg algebra generated by 𝜓(𝑧).

We denote Fock spaces over the rank 1 Heisenberg algebras generated by 𝜓 and 𝜃, respec-
tively, by the same symbol F𝜇, where, the index 𝜇 ∈ C indicates the respective eigenvalues
of the zero modes 𝜓0 and 𝜃0. All simple V � 𝑊1+∞ modules can be constructed via its free
field realisation as V〈𝜆,𝜓〉 ⊗ F〈𝜆,𝜃 〉 [56, Corollary 6.1], where V〈𝜆,𝜓〉, as a 𝑊3,−2-module, is
the simple quotient of the submodule of F〈𝜆,𝜓〉 generated by the highest weight vector. The
homogeneous space

(
𝜎ℓV

) ( 𝑗) is simple, as a V-module [54, Lemma 4.1], see also [57, 58].
Recall from Proposition 9.4.1.2 that with 𝐾 = spanZ{𝜓, 𝜃} and Λ ∈ 𝐿/𝐾 , we can construct the
simple projective G-modules as 𝜎 〈Λ,𝜓+𝜃 〉W〈Λ,𝜓〉 � FΛ. To identify the homogeneous space(
𝜎 〈Λ,𝜓+𝜃 〉W〈Λ,𝜓〉

) ( 𝑗)
as a V-module, we use the fact that 𝐽 (𝑧) = −𝜃 (𝑧), thus the R-grading on

FΛ is given by the eigenvalue of −𝜃0. Therefore, for 𝑗 ∈ R,

(
𝜎 〈Λ,𝜓+𝜃 〉W〈Λ,𝜓〉

) ( 𝑗)
� F

( 𝑗)
Λ
�

(⊕
𝜆∈Λ

F〈𝜆,𝜓〉 ⊗F〈𝜆,𝜃 〉

) ( 𝑗)
=

{
F〈Λ,𝜓+𝜃 〉+ 𝑗 ⊗F− 𝑗 , 𝑗 ∈ 〈Λ,𝜓〉,

0, 𝑗 ∉ 〈Λ,𝜓〉.
(9.7.4)

For 〈Λ,𝜓 + 𝜃〉 + 𝑗 ∉ Z, F〈Λ,𝜓+𝜃 〉+ 𝑗 is irreducible as a W3,−2 module, by [59, Section 3.2], see

also [60, Section 5]. Thus,
(
𝜎 〈Λ,𝜓+𝜃 〉W〈Λ,𝜓〉

) ( 𝑗)
� F〈Λ,𝜓+𝜃 〉+ 𝑗 ⊗F− 𝑗 = V〈Λ,𝜓+𝜃 〉+ 𝑗 ⊗F− 𝑗 . The

finite length modules of 𝑊3,−2 are all 𝐶1-cofinite [61, Corollary 14], as are H-modules, since
Fock spaces have 𝐶1-codimension 1. Therefore all V-modules appearing as the homogeneous
spaces of modules in ℱ are 𝐶1-cofinite and the lemma follows.
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Lemma 9.7.5. Let M1,M2 be modules in ℱ, let W be an indecomposable smooth (or weak) G
module and let Y be a surjective logarithmic intertwining operator of type

( W
M1, M2

)
.

1. The logarithmic intertwining operator Y is grading compatible and the module W is
graded by ghost weight.

2. If M1 ∈ 𝜎𝑘ℛ,M2 ∈ 𝜎ℓℛ, then W ∈ℱ and W has composition factors only in 𝜎𝑘+ℓℛ
and 𝜎𝑘+ℓ−1

ℛ.

3. If M1 has composition factors only in 𝜎𝑘ℛ and 𝜎𝑘−1
ℛ, and M2 has composition factors

only in 𝜎ℓℛ and 𝜎ℓ−1
ℛ, W ∈ℱ and W has composition factors only in 𝜎𝑘+ℓ+𝑖ℛ,−3 ≤

𝑖 ≤ 0.

Proof. Due to the compatibility of fusion with spectral flow, see Theorem 9.1.6, it is sufficient
to only consider 𝑘 = ℓ = 0. We prove Part 1 first. Let M1,M2, be modules in ℱ. Let 𝑣 ∈ G be
the vector corresponding to the field 𝐽 (𝑧) and take the residue with respect to 𝑥0 and 𝑥1 in the
Jacobi identity (6.1.13). This yields

𝐽0Y(𝑚1, 𝑥2)𝑚2 = Y(𝑚1, 𝑥2)𝐽0𝑚2 +Y(𝐽0𝑚1, 𝑥2)𝑚2. (9.7.5)

Hence, since the fusion factors M𝑖 are graded by ghost weight, the fusion product will be too.
This means that the intertwining operator will be grading compatible and W must be graded
by ghost weight.

Next we prove Part 3. Assume that M1,M2 have composition factors only in ℛ and 𝜎−1
ℛ.

Note that 𝐽𝑛, 𝑛 ≥ 1 acts locally nilpotently on any object in ℱ and that 𝛽𝑛−ℓ , 𝛾𝑛+ℓ , 𝑛 ≥ 1
act locally nilpotently on any object in 𝜎ℓℛ (recall that local nilpotence is one of the defining
properties of 𝜎ℓℛ). We first show that 𝐽𝑛, 𝛽𝑛+1, 𝛾𝑛, 𝑛 ≥ 1 acting locally nilpotently onM1,M2

implies that 𝐽𝑛, 𝛽𝑛+3, 𝛾𝑛, 𝑛 ≥ 1 act locally nilpotently on W. Let ℎ be the conformal weight of
𝑣 = 𝛽, 𝛾 or 𝐽, multiply both sides of the Jacobi identity (6.1.13) by 𝑥𝑘0 𝑥

𝑛+ℎ−1
1 , 𝑛, 𝑘 ∈ Z and take

residues with respect to 𝑥0 and 𝑥1. This yields∑︁
𝑠≥0

(
𝑘

𝑠

)
(−1)𝑠𝑥𝑠2𝑣𝑛−𝑠Y(𝑚1, 𝑥2)𝑚2 =

∑︁
𝑠≥0

(
𝑘

𝑠

)
(−1)𝑠𝑥𝑘−𝑠2 Y(𝑚1, 𝑥2)𝑣𝑛−𝑘+𝑠𝑚2

+
∑︁
𝑠≥0

(
𝑠−𝑛+ 𝑘 − ℎ

𝑠

)
(−1)𝑠𝑥𝑛−𝑘+ℎ−𝑠−1

2 Y(𝑣𝑠−ℎ+𝑘+1𝑚1, 𝑥2)𝑚2.

(9.7.6)

Set 𝑣 = 𝛾 (and thus ℎ = 0) and 𝑘 = 0 in (9.7.6) to obtain

𝛾𝑛Y(𝑚1, 𝑥2)𝑚2 = Y(𝑚1, 𝑥2)𝛾𝑛𝑚2 +
𝑛∑︁
𝑠=0

(
𝑠−𝑛
𝑠

)
(−1)𝑠𝑥𝑛−𝑠−1

2 Y(𝛾𝑠+1𝑚1, 𝑥2)𝑚2. (9.7.7)
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This implies the local nilpotence of 𝛾𝑛, 𝑛 ≥ 1 on Y(𝑚1, 𝑥2)𝑚2 from its local nilpotence on 𝑚1

and 𝑚2. Next consider 𝑣 = 𝐽 (and thus ℎ = 1) and 𝑘 = 1 in (9.7.6) to obtain

(𝐽𝑛 − 𝑥2𝐽𝑛−1)Y(𝑚1, 𝑥2)𝑚2 = Y(𝑚1, 𝑥2) (𝐽𝑛 − 𝑥2𝐽𝑛−1)𝑚2 +
𝑛∑︁
𝑠=0

(
𝑠−𝑛
𝑠

)
(−1)𝑠𝑥𝑛−𝑠−1

2 Y(𝐽𝑠+1𝑚1, 𝑥2)𝑚2.

(9.7.8)

Since 𝐽𝑘 , 𝑘 ≥ 1 is nilpotent on both 𝑚1 and 𝑚2, we see that 𝐽𝑛 − 𝑥2𝐽𝑛−1 is nilpotent for 𝑛 ≥ 2.
Recall that the series expansion of the intertwining operator

Y(𝑚1, 𝑥2)𝑚2 =
∑︁
𝑡 ∈C
𝑠≥0

(𝑚1) (𝑡 ,𝑠)𝑚2𝑥
−𝑡−1
2 (log𝑥2)𝑠 (9.7.9)

satisfies a lower truncation condition, that is, for fixed 𝑠, if there exists a 𝑢 ∈ C satisfying
𝑚 (𝑢,𝑠) ≠ 0, then there exists a minimal representative 𝑡 ∈ 𝑢+Z such that𝑚 (𝑡 ,𝑠) ≠ 0 and𝑚 (𝑡′,𝑠) = 0
for all 𝑡 ′ < 𝑡. Since 𝐽𝑛 − 𝑥2𝐽𝑛−1 is nilpotent on Y(𝑚1, 𝑥2)𝑚2 it is also nilpotent on the leading
term 𝑚 (𝑡 ,𝑠) . By comparing coefficients of 𝑥2 and log𝑥2 it then follows that 𝐽𝑛, 𝑛 ≥ 2 acts
nilpotently on 𝑚 (𝑡 ,𝑠) and by induction also on all coefficients of higher powers of 𝑥2. To show
that 𝐽1 acts locally nilpotently, assume that𝑚1 has 𝐽0-eigenvalue 𝑗 and set 𝑛 = 1, 𝑘 = 0 in (9.7.6)
to obtain

𝐽1Y(𝑚1, 𝑥2)𝑚2 = Y(𝑚1, 𝑥2)𝐽1𝑚2 + 𝑥2 𝑗Y(𝑚1, 𝑥2)𝑚2 +
∑︁
𝑠≥1
(−1)𝑠

(
𝑠−2
𝑠

)
𝑥1−𝑠

2 Y(𝐽𝑠𝑚1, 𝑥2)𝑚2.

(9.7.10)

Thus 𝐽1− 𝑥2 𝑗 is nilpotent, which by the previous leading term argument implies that 𝐽1 is too.
Finally, consider 𝑣 = 𝛽 (and thus ℎ = 1) and 𝑘 = 2 in (9.7.6) to obtain

(𝛽𝑛 −2𝑥2𝛽𝑛−1 + 𝑥2
2𝛽𝑛−2)Y(𝑚1, 𝑥2)𝑚2 = Y(𝑚1, 𝑥2) (𝛽𝑛 −2𝑥2𝛽𝑛−1 + 𝑥2

2𝛽𝑛−2)𝑚2

+
∑︁
𝑠≥0

(
𝑠−𝑛+1

𝑠

)
(−1)𝑠𝑥𝑛−𝑠−2

2 Y(𝛽𝑠+2𝑚1, 𝑥2)𝑚2.

(9.7.11)

By leading term arguments analogous to those used for 𝐽𝑛, this implies that 𝛽𝑛 acts locally
nilpotently for 𝑛 ≥ 4.

Consider the subspace 𝑉 ⊂W annihilated by 𝛽𝑛+3, 𝛾𝑛, 𝑛 ≥ 1. Then 𝑉 is a module over four
commuting copies of the Weyl algebra respectively generated by the pairs (𝛽0, 𝛾0), (𝛽1, 𝛾−1),
(𝛽2, 𝛾−2), (𝛽3, 𝛾−3). Further, 𝑉 is closed under the action of 𝐽𝑛, 𝑛 ≥ 1 and restricted to acting
on 𝑉 , the first few 𝐽𝑛 modes expand as

𝐽3 = 𝛽3𝛾0, 𝐽2 = 𝛽2𝛾0 + 𝛽3𝛾−1, 𝐽1 = 𝛽1𝛾0 + 𝛽2𝛾−1 + 𝛽3𝛾−2. (9.7.12)
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We show that on any composition factor of 𝑉 at least three of the four Weyl algebras have a
generator acting nilpotently and that thus the induction of such a composition factor is an object
in one of the categories 𝜎𝑖ℛ, −3 ≤ 𝑖 ≤ 0. Let𝐶0⊗𝐶1⊗𝐶2⊗𝐶3 be isomorphic to a composition
factor of 𝑉 , where 𝐶𝑖 is a simple module over the Heisenberg algebra generated by the pair
(𝛽𝑖 , 𝛾−𝑖). Since 𝐽1, 𝐽2, 𝐽3 act locally nilpotently on 𝑉 they must also do so on 𝐶0 ⊗𝐶1 ⊗𝐶2 ⊗𝐶3

using the expansions (9.7.12). If we assume that neither 𝛽3 nor 𝛾0 act locally nilpotently on 𝐶3

and 𝐶0, respectively, that is there exist 𝑐3 ∈ 𝐶3 and 𝑐0 ∈ 𝐶0 such that U(𝛽3)𝑐3 and U(𝛾0)𝑐0 are
both infinite dimensional, and choose 𝑐1, 𝑐2, to be non-zero vectors in 𝐶1 and 𝐶2, respectively.
Then U(𝐽3) (𝑐0 ⊗ 𝑐1 ⊗ 𝑐2 ⊗ 𝑐3) will be infinite dimensional contradicting the local nilpotence of
𝐽3. So assume 𝛽3 acts locally nilpotently but 𝛾0 does not, and let 𝑐3 ∈ 𝐶3 be annihilated by 𝛽3

and 𝑐0, 𝑐1, 𝑐2 be non-zero vectors in 𝐶0,𝐶2,𝐶3, respectively. On this vector 𝐽2 evaluates to

𝐽2(𝑐0 ⊗ 𝑐1 ⊗ 𝑐2 ⊗ 𝑐3) = 𝛾0𝑐0 ⊗ 𝑐1 ⊗ 𝛽2𝑐2 ⊗ 𝑐3. (9.7.13)

By the same reasoning as before, unless either 𝛽2 or 𝛾0 act nilpotently, we have a contradiction
to the nilpotence of 𝐽2, so 𝛽2 must act nilpotently on 𝑐2. Repeating this argument for 𝐽1 and
assuming 𝛽2𝑐2 = 0 we have a contradiction to the nilpotence of 𝐽1 unless 𝛽1 acts nilpotently. The
composition factor isomorphic to 𝐶0 ⊗𝐶1 ⊗𝐶2 ⊗𝐶3 thus induces to an object in ℛ. Repeating
the previous arguments, assuming that 𝛾0 acts locally nilpotently but 𝛽3 does not, implies
that 𝛾−1 and 𝛾−2 must act locally nilpotently to avoid contradictions to the local nilpotence of
𝐽1, 𝐽2, 𝐽3. Such a composition factor would induce to a module in 𝜎−3

ℛ. Finally assume both
𝛽3 and 𝛾0 act locally nilpotently, then analogous arguments to those used above applied to the
action of 𝐽1 imply that at least one of 𝛽2 or 𝛾−1 act locally nilpotently. Such a composition
factor would induce to an object in 𝜎−2

ℛ or 𝜎−1
ℛ, respectively.

The final potential obstruction to W lying in ℱ is that such a submodule might not be finite
length. However, if W had infinite length, it would have to admit indecomposable subquotients
of arbitrary finite length, yet by the classification of indecomposable modules in Theorem 9.6.2,
a finite length indecomposable module with composition factors only in 𝜎𝑖ℛ, −3 ≤ 𝑖 ≤ 0 has
length at most 5. Therefore W ∈ℱ.

Part 2 follows by a similar but simplified version of the above arguments. 𝐽𝑛 and 𝛾𝑛 continue
to satisfy the same nilpotence conditions as above, however for 𝛽 one needs to reconsider (9.7.6)
with 𝑘 = 1 to conclude that 𝛽𝑛, 𝑛 ≥ 2 is nilpotent. The remainder of the argument follows
analogously.

Proof of Theorem 9.7.1. We verify that the assumptions of Theorem 6.3.1 hold, in numerical
order. Theorem 6.3.1 thus implies that category ℱ is an additive braided tensor category.
Additionally, since category ℱ is abelian, it is a braided tensor category.



112 Chapter 9. Bosonic Ghosts

1. All modules in category ℱ are strongly graded by ghost weight 𝑗 ∈ R. Further, by
Lemma 9.7.5.1, all logarithmic intertwining operators are grading compatible.

2. By Proposition 9.3.2, category ℱ is closed under taking contragredients. Closure under
finite direct sums holds by construction, since category ℱ is abelian.

3. The modules in ℱ have real conformal weights by definition. The only modules on
which the non semi-simple part of 𝐿0 acts non-trivially are 𝜎𝑚P𝑛, for which it squares
to zero.

4. Closure under images of module homomorphisms holds by construction, since category
ℱ is abelian.

5. The convergence and extension properties hold by Lemma 9.7.4.

6. Since the 𝑃(𝑤)-tensor product is right exact, by [20, Part IV, Proposition 4.26], and since
category ℱ has sufficiently many projectives, that is, every module can be realised as a
quotient of a direct sum of indecomposable projectives, we can without loss of generality
assume M1 and M2 are indecomposable projective modules, as Condition 6 holding
for projective modules implies that it also holds for their quotients. Further, due to the
compatibility of fusion with spectral flow, we can pick M1 and M2 to be isomorphic to
W𝜆 or P. Let 𝜈 ∈ COMP(M1,M2) be doubly homogenous and assume that the module
M𝜈 generated by 𝜈 is lower bounded. By assumption, the functional 𝜈 therefore satisfies
all the properties of 𝑃(𝑤)-local grading restriction except for the finite dimensionality of
the doubly homogeneous spaces of M𝜈 . We need to show the finite dimensionality of
these doubly homogeneous spaces and that M𝜈 is an object in ℱ. Since M𝜈 is finitely
generated (cyclic even) it is at most a finite direct sum. To see this, assume the module
admits an infinite direct sum. Then the partial sums define an ascending filtration whose
union is the entire module. Hence after some finite number of steps all generators must
appear within this filtration, but if this finite sum contains all generators, it must be
equal to the entire module and hence all later direct summands must be zero. Denote
the direct summands by M𝜈,𝑖, 𝑖 ∈ 𝐼, where 𝐼 is some finite index set. By [20, Part IV,
Proposition 5.24] there exists a smooth G module W𝜈,𝑖 such that W′

𝜈,𝑖
� M𝜈,𝑖 and a

surjective intertwiner of type
( W𝜈,𝑖

M1, M2

)
. Hence, by Lemma 9.7.5, W𝜈,𝑖 ∈ℱ. In particular,

since category ℱ is closed under taking contragredients and all its objects have finite
dimensional doubly homogeneous spaces, we have M𝜈,𝑖 ∈ℱ and M𝜈 ∈ℱ.
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Remark. Note that the above proof did not make any use of M𝜈 being lower bounded to
conclude that M𝜈 ∈ℱ and that membership of category ℱ implies lower boundedness.

Lemma 9.7.6. Let 𝜆 ∈ R/Z, 𝜆 ≠ Z,. Then exactly one direct summand of the fusion product
𝜎ℓW𝜆�𝜎

𝑘W−𝜆 is isomorphic to 𝜎ℓ+𝑘−1P.

We will prove the above lemma by showing that W𝜆 �W−𝜆 has exactly one submodule
isomorphic to P. This requires finding linear functionals which satisfy 𝑃(𝑤) compatibility.
This is very difficult to do in practice, since (9.7.1) needs to be checked for every vector 𝑣 ∈ 𝑉 .
Fortunately there is a result by Zhang which cuts this down to generators. Zhang originally
formulated the theorem below for a related type of fusion product called the 𝑄(𝑧)-tensor
product, so we have translated his result to the 𝑃(𝑤)-tensor product, which we use here.

Theorem 9.7.7 (Zhang [62, Theorem 4.7]). Let 𝐴 ≤ 𝐵 be abelian groups. Let V be a vertex
algebra graded by 𝐴 with a set of strong generators 𝑆 and let M1 and M2 be modules over V,
graded by 𝐵. A functional 𝜓 ∈ Hom(M1 ⊗M2,C) is said to satisfy the strong lower truncation
condition for a vector 𝑣 ∈ V, if there exists an 𝑁 ∈ N such that for all 𝑛,𝑚 ∈ Z, with 𝑚 ≥ 𝑁 , we
have

𝑣𝑡𝑚+𝑛 (𝑡−1−𝑤)𝑛𝜓 = 0. (9.7.14)

Then 𝜓 ∈ Hom(M1 ⊗M2,C) satisfies the 𝑃(𝑤)-compatibility condition if and only if it satisfies
the strong lower truncation condition for all elements of 𝑆.

We further prepare some helpful identities.

Lemma 9.7.8. Let M1,M2 ∈ℱ, 𝑚𝑖 ∈M𝑖 , 𝑖 = 1,2, and 𝜓 ∈ COMP(M1,M2), then we have the
identities, for 𝑘,𝑛 ∈ Z.

〈𝐽𝑛𝜓,𝑚1 ⊗𝑚2〉 = 𝛿𝑛,0〈𝜓,𝑚1 ⊗𝑚2〉 −
∑︁
𝑖≥0

(
−𝑛
𝑖

)
𝑤−𝑛−𝑖 〈𝜓, 𝐽𝑖𝑚1 ⊗𝑚2〉 − 〈𝜓,𝑚1 ⊗ 𝐽−𝑛𝑚2〉,

(9.7.15)

〈𝐿0𝜓,𝑚1 ⊗𝑚2〉 = 〈𝜓, 𝐿0𝑚1 ⊗𝑚2〉 +𝑤〈𝜓, 𝐿−1𝑚1 ⊗𝑚2〉 + 〈𝜓,𝑚1 ⊗ 𝐿0𝑚2〉, (9.7.16)〈
𝛽𝑡𝑘+𝑛 (𝑡−1−𝑤)𝑛𝜓,𝑚1 ⊗𝑚2

〉
= −

∑︁
𝑖≥0

(
−𝑘 −𝑛
𝑖

)
𝑤−𝑘−𝑛−𝑖 〈𝜓, 𝛽𝑛+𝑖𝑚1 ⊗𝑚2〉

−
∑︁
𝑖≥0

(
𝑛

𝑖

)
(−𝑤)𝑛−𝑖 〈𝜓,𝑚1 ⊗ 𝛽𝑖−𝑘−𝑛𝑚2〉, (9.7.17)

〈
𝛾𝑡𝑘+𝑛 (𝑡−1−𝑤)𝑛𝜓,𝑚1 ⊗𝑚2

〉
=

∑︁
𝑖≥0

(
−𝑘 −𝑛−2

𝑖

)
𝑤−𝑘−𝑛−2−𝑖 〈𝜓,𝛾𝑛+𝑖+1𝑚1 ⊗𝑚2〉
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+
∑︁
𝑖≥0

(
𝑛

𝑖

)
(−𝑤)𝑛−𝑖 〈𝜓,𝑚1 ⊗ 𝛾𝑖−𝑘−𝑛−1𝑚2〉. (9.7.18)

Proof. These identities follow by evaluating (9.7.2) for the fields 𝛽, 𝛾, 𝐽 and 𝑇 .

Proof of Lemma 9.7.6. We shall use the details of the HLZ double dual construction covered in
Definition 9.7.2. By the compatibility of fusion with spectral flow, Theorem 9.1.6, it is sufficient
to consider the case ℓ = 𝑘 = 0. Note since 𝜎−1P is both projective and injective, it must be a
direct summand if it appears as either a quotient or a subspace. Further, by Lemma 9.7.5, all
composition factors must lie in categories 𝜎𝑖ℛ, 𝑖 = −1,0. This implies that the composition
factors of W𝜆 �W−𝜆 must all lie in 𝜎𝑖ℛ, 𝑖 = 0,1. Note further, that (𝜎−1P) ′ � P and so we
seek to find a copy of P within W𝜆 �W−𝜆. We do so by considering a certain characterising
two dimensional subspace of P. For a G-module M consider the subspace

𝐾 (M) = {𝑚 ∈M : 𝛽𝑛𝑚 = 𝛾𝑛+1𝑚 = 𝐽1𝑚 = 𝐽0𝑚 = 0, 𝑛 ≥ 1}. (9.7.19)

From the expansions of 𝑇 (𝑧) and 𝐽 (𝑧) in terms of the fields 𝛽 and 𝛾, it follows that for
any 𝑚 ∈ 𝐾 (M), 𝐿2

0𝑚 = 𝐿𝑛𝑚 = 𝐽𝑛𝑚 = 0, 𝑛 ≥ 1. In particular, in the notation of Figure 9.2,
𝐾 (P) = spanC{|0〉, |−𝜓〉} and thus 𝐾 (P) is two dimensional and 𝐿0 has a rank 2 Jordan block
of generalised eigenvalue 0 on this space. Further, P is the only indecomposable module with
composition factors in categories 𝜎𝑖ℛ, 𝑖 = 0,1 admitting 𝐿0 Jordan blocks. The remaining
indecomposable modules with composition factors in categories 𝜎𝑖ℛ, 𝑖 = 0,1 all have 𝐾 (M)
subspaces of dimension zero or one.

Let 𝜓 ∈Hom(W𝜆 ⊗W−𝜆,C) satisfy 𝛽𝑡𝑘+𝑛 (𝑡−1−𝑤)𝑛𝜓 = 𝛾𝑡𝑘+𝑛 (𝑡−1−𝑤)𝑛𝜓 = 0 for all𝑚 ≥ 1.
Thus by Theorem 9.7.7, 𝜓 satisfies the 𝑃(𝑤)-compatibility property and 𝛽𝑚𝜓 = 𝛾𝑚+1𝜓 = 0, 𝑚 ≥
1. If in addition 𝜓 is doubly homogeneous, then 𝜓 lies in W𝜆 �W−𝜆. By assumption the left-
hand sides of (9.7.17) and (9.7.18) vanish for 𝑘 ≥ 1. These relations imply that the value of
𝜓 on any vector in W𝜆 ⊗W−𝜆 is determined by its value on tensor products of relaxed highest
weight vectors, because negative modes on one factor can be traded for less negative modes on
the other factor. For example, for 𝑘 = 1, 𝑛 = 0 in (9.7.17), we have the relation

〈𝜓,𝑚1 ⊗ 𝛽−1𝑚2〉 = −
∑︁
𝑖≥0

(
−1
𝑖

)
𝑤−1−𝑖 〈𝜓, 𝛽𝑖𝑚1 ⊗𝑚2〉. (9.7.20)

Let 𝑢± 𝑗 ∈W±𝜆, 𝑗 ∈ ±𝜆 be a choice of normalisation of relaxed highest weight vectors satisfying
𝑢± 𝑗−1 = 𝛾0𝑢± 𝑗 . This implies 𝛽0𝑢± 𝑗 = ± 𝑗𝑢1± 𝑗 . Since the negative 𝛽 and 𝛾 modes act freely
on the simple projective modules W𝜆 and W−𝜆, there are no relations in addition to those
coming from 𝛽𝑡𝑘+𝑛 (𝑡−1 −𝑤)𝑛𝜓 = 𝛾𝑡𝑘+𝑛 (𝑡−1 −𝑤)𝑛𝜓 = 0 for all 𝑚 ≥ 1 . Thus there is a linear
isomorphism

{𝜓 ∈W𝜆 �W−𝜆 : 𝛽𝑛𝜓 = 𝛾𝑛+1𝜓 = 0, 𝑛 ≥ 1} �−→ Hom
(
spanC

{
𝑢 𝑗 ⊗ 𝑢−𝑖

}
,C

)
. (9.7.21)
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Clearly, 𝐾 (W𝜆 �W−𝜆) is a subspace of {𝜓 ∈W𝜆 �W−𝜆 : 𝛽𝑛𝜓 = 𝛾𝑛+1𝜓 = 0, 𝑛 ≥ 1} and so we
impose the remaining two relations, the vanishing of 𝐽0 and 𝐽1, via (9.7.15). The vanishing of
𝐽0𝜓 implies

0 =
〈
𝐽0𝜓,𝑢 𝑗 ⊗ 𝑢−𝑖

〉
=

〈
𝜓,𝑢 𝑗 ⊗ 𝑢−𝑖

〉
−

〈
𝜓, 𝐽0𝑢 𝑗 ⊗ 𝑢−𝑖

〉
−

〈
𝜓,𝑢 𝑗 ⊗ 𝐽0𝑢−𝑖

〉
= (1− 𝑗 +𝑖)

〈
𝜓,𝑢 𝑗 ⊗ 𝑢−𝑖

〉
.

(9.7.22)
Thus 𝜓 vanishes on 𝑢 𝑗 ⊗ 𝑢−𝑖 unless 𝑖 = 𝑗 −1. The vanishing of 𝐽1𝜓 implies

(2 𝑗 −1)
〈
𝜓,𝑢 𝑗 ⊗ 𝑢1− 𝑗

〉
− 𝑗

〈
𝜓,𝑢 𝑗+1 ⊗ 𝑢− 𝑗

〉
+ (1− 𝑗)

〈
𝜓,𝑢 𝑗−1 ⊗ 𝑢2− 𝑗

〉
= 0, (9.7.23)

where we have used 𝐽−1𝑢1− 𝑗 = (𝛾−1𝛽0 + 𝛽−1𝛾0)𝑢1− 𝑗 . Thus 𝜓 is completely characterised by its
value on a two pairs of relaxed highest weight vectors, say 𝑢 𝑗 ⊗ 𝑢1− 𝑗 and 𝑢 𝑗+1 ⊗ 𝑢− 𝑗 . Therefore,
the subspace 𝐾 (W𝜆 �W−𝜆) is two dimensional. Next we show that that 𝐿0 has a rank two
Jordan block on it when acting on this space. Let 𝜓 ∈ 𝐾 (W𝜆 �W−𝜆). If 𝜓 ≠ 0, then there exist
𝑎, 𝑏 ∈ C, not both zero, such that〈

𝜓,𝑢 𝑗 ⊗ 𝑢1− 𝑗
〉
= 𝑎,

〈
𝜓,𝑢 𝑗+1 ⊗ 𝑢− 𝑗

〉
= 𝑏. (9.7.24)

The evaluation of 𝐿0𝜓 on 𝑢 𝑗 ⊗ 𝑢1− 𝑗 and 𝑢 𝑗+1 ⊗ 𝑢− 𝑗 is then〈
𝐿0𝜓,𝑢 𝑗 ⊗ 𝑢1− 𝑗

〉
= 𝑗 (𝑎− 𝑏),

〈
𝐿0𝜓,𝑢 𝑗+1 ⊗ 𝑢− 𝑗

〉
= − 𝑗 (𝑎− 𝑏). (9.7.25)

Therefore if 𝑎 ≠ 𝑏 (a choice which we can make as 𝐾 (W𝜆 �W−𝜆) is two dimensional), the
vectors 𝜓 and 𝐿0𝜓 are linearly independent and span 𝐾 (W𝜆 �W−𝜆), which also shows that 𝐿0

has a rank two Jordan block.

Remark. In [46, Section 7] the above fusion product was computed using the NGK algorithm
up to certain conjectured additional conditions. In light of the survey [22] explaining the
equivalence of the HLZ double dual construction and the NGK algorithm, it seemed appropriate
to supplement the NGK calculation of [46] with an HLZ double dual calculation here.

Proposition 9.7.9. For all ℓ ∈ Z and 𝜆 ∈ R/Z, 𝜆 ≠ Z, the simple module 𝜎ℓW𝜆 is rigid in
category ℱ, with tensor dual given by

(
𝜎ℓW𝜆

)∨
= 𝜎1−ℓW−𝜆.

Proof. Recall that a module M is rigid if there exists an object M∨ (called a tensor dual of M)
and two morphisms 𝑒M : M∨�M→ V and 𝑖M : V→M�M∨, respectively, called evaluation
and coevaluation, such that the compositions

M � V�M
𝑖M⊗1−→

(
M�𝑤2 M

∨) �𝑤1 M
A−1
−→M�𝑤2

(
M∨�𝑤1 M

) 1⊗𝑒M−→ M�V �M, (9.7.26a)
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M∨ �M∨�V
1⊗𝑖M−→ M∨�𝑤2

(
M�𝑤1 M

∨) A−→
(
M∨�𝑤2 M

)
�𝑤1 M

∨ 𝑒M⊗1−→ V�M∨ �M∨,

(9.7.26b)

yield the identity maps 1M and 1M∨ , respectively. Here 𝑤1,𝑤2 are distinct non-zero complex
numbers satisfying |𝑤2 | > |𝑤1 | and |𝑤2 | > |𝑤2 −𝑤1 |; �𝑤 indicates the relative positioning of
insertion points of fusion factors, that is, the right most factor will be inserted at 0, the middle
factor at 𝑤1 and the left most at 𝑤2; Technically there exist distinct notions of left and right
duals and the above properties are those for left duals. We prove below that M = 𝜎ℓW𝜆 is left
rigid. Right rigidity follows from left rigidity due to category ℱ being braided.

For M = 𝜎ℓW𝜆 we take the tensor dual to be M∨ = 𝜎1−ℓW−𝜆 and we will construct the
evaluation and coevaluation morphisms using the first free field realisation (9.4.11) given in
Proposition 9.4.1.1. In particular, we have

𝜎ℓW𝜆 � F𝜆(𝜃+𝜓)+(ℓ−1)𝜓, 𝜎1−ℓW−𝜆 � F−𝜆(𝜃+𝜓)−ℓ𝜓, ℓ ∈ Z, 𝜆 ∈ R/Z, 𝜆 ≠ Z. (9.7.27)

We denote fusion over the lattice vertex algebra V𝐾 of the free field realisation by �� to
distinguish it from fusion over G. Recall that the fusion product of Fock spaces over the lattice
vertex algebra V𝐾 of the free field realisation just adds Fock space weights. Thus the fusion
product over V𝐾 of the modules corresponding to 𝜎ℓW𝜆 and 𝜎1−ℓW−𝜆 is given by

F−𝜆(𝜃+𝜓)−ℓ𝜓 �
� F𝜆(𝜃+𝜓)+(ℓ−1)𝜓 � F−𝜓 �W−0 . (9.7.28)

Therefore we have the V𝐾 -module map Y : F−𝜆(𝜃+𝜓)−ℓ𝜓�� F𝜆(𝜃+𝜓)+(ℓ−1)𝜓→ F−𝜓 given by the
intertwining operator that maps the kets in the Fock space F𝜆(𝜃+𝜓)+(ℓ−1)𝜓 to vertex operators,
that is, operators of the form (9.4.4). Since V𝐾 -module maps are also G-module maps by
restriction and since the fusion product of two modules over a vertex subalgebra is a quotient of
the fusion product over the larger vertex algebra, Y also defines a G-module map F−𝜆(𝜃+𝜓)−ℓ𝜓�
F𝜆(𝜃+𝜓)+(ℓ−1)𝜓→ F−𝜓 �W−0 . Furthermore, the screening operator S1 =

∮
𝑌 (𝜓, 𝑧)d𝑧 defines a

G-module map S1 : F−𝜓→ F0 with the image being the bosonic ghost vertex algebra G. Up to
a normalisation factor, to be determined later, we define the evaluation map for M = 𝜎ℓW𝜆 to
be the composition of Y and the screening operator S1.

𝑒M = S1 ◦Y : M∨�M→ V. (9.7.29)

To define the coevaluation we need to identify a submodule of M�M∨ isomorphic to V. By
Lemma 9.7.6, we know that M�M∨ has a unique direct summand isomorphic to P, which by
Proposition 9.5.4 we know has a unique submodule isomorphic to V. It is this copy of V which
the coevaluation shall map to. Since V is the vector space underlying the vertex algebra G and
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any vertex algebra is generated from its vacuum vector, we characterise the coevaluation map
by the image of the vacuum vector.

𝑖𝑀 : |0〉 −→ |0〉
S−1

1−→ |−𝜓〉 −→ 𝑌 (( 𝑗 −1)𝜓 + ( 𝑗 − ℓ)𝜃,𝑤) |− 𝑗𝜓− ( 𝑗 − ℓ)𝜃〉
S1−→

∮
𝑤

S1(𝑧)𝑌 (( 𝑗 −1)𝜓 + ( 𝑗 − ℓ)𝜃,𝑤) |− 𝑗𝜓− ( 𝑗 − ℓ)𝜃〉d𝑧, (9.7.30)

where the first arrow is the inclusion of V into F0 �W−0 ⊂ P, S−1
1 denotes picking preimages

of S1 and 𝑗 the unique representative of the coset 𝜆 satisfying 0 < 𝑗 < 1. The third arrow
maps the highest weight vector |−𝜓〉 to its corresponding expression in the fusion product
F−𝜆(𝜃+𝜓)−ℓ𝜓 �

� F𝜆(𝜃+𝜓)+(ℓ−1)𝜓. Note that the ambiguity of picking preimages of S1 in the
second arrow is undone by reapplying S1 in the fourth arrow and hence the map is well-defined.
This map maps to F0, which is a submodule of P as shown in Proposition 9.5.4.

Note that since the modules M and M∨ considered here are simple, the compositions
of coevaluations and evaluations (9.7.26) are proportional to the identity by Schur’s lemma.
Rigidity therefore follows, if we can show that the proportionality factors for (9.7.26a) and
(9.7.26b) are equal and non-zero.

We determine the proportionality factor for (9.7.26a) by applying the map to the ket
| ( 𝑗 −1)𝜓 + ( 𝑗 − ℓ)𝜃〉 ∈ F𝜆(𝜓+𝜃)+(ℓ−1) 𝜃 � 𝜎

ℓW𝜆. Following the sequence of maps in (9.7.26a)
we get

| ( 𝑗 −1)𝜓 + ( 𝑗 − ℓ)𝜃〉 → |0〉� | ( 𝑗 −1)𝜓 + ( 𝑗 − ℓ)𝜃〉

→
∮
𝑤1,𝑤2

S1(𝑧)𝑌 (( 𝑗 −1)𝜓− ( 𝑗 − ℓ)𝜃,𝑤2)𝑌 (− 𝑗𝜓− ( 𝑗 − ℓ)𝜃,𝑤1) | ( 𝑗 −1)𝜓− ( 𝑗 − ℓ)𝜃〉d𝑧

→
∮

0,𝑤1

∮
𝑤1,𝑤2

S1(𝑧2)S1(𝑧1)𝑌 (( 𝑗 −1)𝜓 + ( 𝑗 − ℓ)𝜃,𝑤2)

𝑌 (− 𝑗𝜓− ( 𝑗 − ℓ)𝜃,𝑤1) | ( 𝑗 −1)𝜓 + ( 𝑗 − ℓ)𝜃〉d𝑧1d𝑧2, (9.7.31)

where
∮

0,𝑤2
denotes a contour about 0 and 𝑤2 but not 𝑤1,

∮
𝑤1,𝑤2

denotes a contour about 𝑤1

and 𝑤2 but not 0, and where we have used the fact that the integration contours lie in domains
in which the product and iterate of the vertex operators are equal. The proportionality factor
is obtained by pairing the above with the dual of the Fock space highest weight vector, which
we denote by an empty bra 〈|. Evaluating these matrix elements requires the associativity
isomorphisms for replacing products of intertwining operators with their iterates. This is
a characterising property of associativity isomorphisms for vertex operator algebra module
categories, see [20, Part VII, Theorem 10.6]. The intertwining operators we are considering
here are all lattice intertwining operators with lattice modules as codomains. Further, all
lattice module endomorphisms are scalar multiples of the identity, therefore the associativity
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isomorphisms are also scalars. By the remark after (9.4.10) , these intertwining operators can
be normalised such that the associativity scalars are 1. Note that this does not imply that the
associativity isomorphisms are trivial on all of category ℱ, just that they can be scaled away
when only considering lattice modules that are isomorphic to simple Gmodules in the free field
realisation. The proportionality factor from (9.7.26a) is therefore given by the matrix element

𝐼 (𝑤1,𝑤2)

=

∮
0,𝑤1

∮
𝑤1,𝑤2

〈|S1(𝑧2)S1(𝑧1)𝑌 (( 𝑗 −1)𝜓 + ( 𝑗 − ℓ)𝜃,𝑤2)𝑌 (− 𝑗𝜓− ( 𝑗 − ℓ)𝜃,𝑤1) | ( 𝑗 −1)𝜓 + ( 𝑗 − ℓ)𝜃〉d𝑧1d𝑧2

= 𝑓 (𝑤1,𝑤2)
∮

0,𝑤1

∮
𝑤1,𝑤2

(𝑧2− 𝑧1)𝑧 𝑗−1
2 (𝑧2−𝑤2) 𝑗−1(𝑧2−𝑤1)− 𝑗 𝑧 𝑗−1

1 (𝑧1−𝑤2) 𝑗−1(𝑧1−𝑤1)− 𝑗d𝑧1d𝑧2

= 𝑓 (𝑤1,𝑤2)
(∮

0,𝑤1

𝑧 𝑗 (𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧
∮
𝑤1,𝑤2

𝑧 𝑗−1(𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧

−
∮

0,𝑤1

𝑧 𝑗−1(𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧
∮
𝑤1,𝑤2

𝑧 𝑗 (𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧
)
,

(9.7.32)

where
𝑓 (𝑤1,𝑤2) = (𝑤2−𝑤1)ℓ

2+ 𝑗 (1−2ℓ)𝑤 ( 𝑗−1) (2 𝑗−ℓ−1)
2 𝑤

ℓ2+ 𝑗 (1−2ℓ)
1 . (9.7.33)

Note that the second equality of (9.7.32) is where the associativity isomorphisms are used to pass
from compositions (or products) of vertex operators to their operator product expansions (also
called iterates). For intertwining operators, associativity amounts to the analytic continuation
of their series expansions and then reexpanding in a different domain. On the left-hand side
of the second equality the intertwining operators (or here specifically vertex operators) are in
radial ordering, while on the right-hand side they have been analytically continued and then
reexpanded as operator product expansions. By an analogous argument the proportionality
factor produced by the sequence of maps (9.7.26b) is the matrix element

𝐼 (𝑤1,𝑤2)

=

∮
0,𝑤1

∮
𝑤1,𝑤2

〈|S1(𝑧2)S1(𝑧1)𝑌 (− 𝑗𝜓− ( 𝑗 − ℓ)𝜃,𝑤2)𝑌 (( 𝑗 −1)𝜓 + ( 𝑗 − ℓ)𝜃,𝑤1) |− 𝑗𝜓− ( 𝑗 − ℓ)𝜃〉d𝑧1d𝑧2

= 𝑓 (𝑤1,𝑤2)
(∮

0,𝑤1

𝑧 𝑗 (𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧
∮
𝑤1,𝑤2

𝑧 𝑗−1(𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧

−
∮

0,𝑤1

𝑧 𝑗−1(𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧
∮
𝑤1,𝑤2

𝑧 𝑗 (𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧
)
.

(9.7.34)

Since both matrix elements are equal, 𝐼 (𝑤1,𝑤2) = 𝐼 (𝑤1,𝑤2), rigidity follows by showing that
they are non-zero.
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We evaluate the four integrals appearing in 𝐼 (𝑤1,𝑤2). We simplify the first integral using
the substitution 𝑧 = 𝑤1𝑥.∮

0,𝑤1

𝑧 𝑗 (𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧 = −𝑤 𝑗−1
2 𝑤1

∮
0,1
𝑥 𝑗 (1− 𝑥)− 𝑗

(
1− 𝑤1

𝑤2
𝑥

) 𝑗−1
d𝑥

= −
(
𝑒2𝜋𝑖 𝑗 −1

)
𝑤
𝑗−1
2 𝑤1

∫ 1

0
𝑥 𝑗 (1− 𝑥)− 𝑗

(
1− 𝑤1

𝑤2
𝑥

) 𝑗−1
d𝑥

= −
(
𝑒2𝜋𝑖 𝑗 −1

)
𝑤
𝑗−1
2 𝑤1 𝐵(1+ 𝑗 ,1− 𝑗) 𝐹2 1

(
1− 𝑗 ,1+ 𝑗 ;2;

𝑤1
𝑤2

)
,

(9.7.35)

where the second equality follows by deforming the contour about 0 and 1 to a dumbbell or
dog bone contour, whose end points vanish because the contributions from the end points
are 𝑂 (𝜀1+ 𝑗) and 𝑂 (𝜀1− 𝑗) respectively, and 0 < 𝑗 < 1; and the third equality is the integral
representation of the hypergeometric function and 𝐵 is the beta function. Similarly,∮

0,𝑤1

𝑧 𝑗−1(𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧 = −
(
𝑒2𝜋𝑖 𝑗 −1

)
𝑤
𝑗−1
2 B( 𝑗 ,1− 𝑗) 𝐹2 1

(
1− 𝑗 , 𝑗 ;1;

𝑤1
𝑤2

)
.

(9.7.36)

For the integrals with contours about 𝑤1 and 𝑤2 we use the substitution 𝑧 = 𝑤2 − (𝑤2 −𝑤1)𝑥
and then again obtain integral representations of the hypergeometric function.∮
𝑤1,𝑤2

𝑧 𝑗−1(𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧 = (−1) 𝑗
(
𝑒2𝜋𝑖 𝑗 −1

)
𝑤
𝑗−1
2 𝐵( 𝑗 ,1− 𝑗) 𝐹2 1

(
1− 𝑗 , 𝑗 ;1;

𝑤2−𝑤1
𝑤2

)
,∮

𝑤1,𝑤2

𝑧 𝑗 (𝑧−𝑤2) 𝑗−1(𝑧−𝑤1)− 𝑗d𝑧 = (−1) 𝑗
(
𝑒2𝜋𝑖 𝑗 −1

)
𝑤
𝑗

2𝐵( 𝑗 ,1− 𝑗) 𝐹2 1

(
− 𝑗 , 𝑗 ;1;

𝑤2−𝑤1
𝑤2

)
.

(9.7.37)

Note that for the three integrals above, the end point contributions of the contour also vanish
due to being 𝑂 (𝜀 𝑗) and 𝑂 (𝜀1− 𝑗) for 0 and 1 respectively.

Making use of the hypergeometric and beta function identities

𝐹2 1

(
1− 𝜇,1+ 𝜇;2;

𝑤2
𝑤1

)
=
𝑤1
𝑤2

𝐹2 1

(
−𝜇, 𝜇;1;1− 𝑤2

𝑤1

)
,

𝐹2 1

(
1− 𝜇, 𝜇;1;1− 𝑤2

𝑤1

)
= 𝐹2 1

(
1− 𝜇, 𝜇;1;

𝑤2
𝑤1

)
,

B(1+ 𝜇,1− 𝜇) = 𝜇 B(𝜇,1− 𝜇) = 𝜋𝜇

sin(𝜋𝜇) , (9.7.38)

the proportionality factor 𝐼 (𝑤1,𝑤2) simplifies to

𝐼 (𝑤1,𝑤2) = (−1) 𝑗 𝑓 (𝑤1,𝑤2)
(
𝑒2𝜋𝑖 𝑗 −1

)2
𝑤

2 𝑗−1
2

𝜋2( 𝑗 −1)
sin(𝜋 𝑗)2

𝐹2 1

(
− 𝑗 , 𝑗 ;1;

𝑤2−𝑤1
𝑤2

)
𝐹2 1

(
1− 𝑗 , 𝑗 ;1;

𝑤2
𝑤1

)
.

(9.7.39)



120 Chapter 9. Bosonic Ghosts

Since 𝑗 ∉ Z, 𝐼 (𝑤1,𝑤2) can only vanish, if one of the hypergeometric factors does. We specialise
the complex numbers 𝑤1,𝑤2, such that 𝑤2 = 2𝑤1, as if 𝐼 (𝑤1,𝑤2) vanishes for some choice of
𝑤1, 𝑤2 then it vanishes for all of them. Then,

𝐹2 1

(
1− 𝑗 , 𝑗 ;1;

𝑤1
𝑤2

)
= 𝐹2 1

(
1− 𝑗 , 𝑗 ;1; 1

2

)
=

Γ

(
1
2

)
Γ(1)

Γ

(
1− 𝑗

2

)
Γ

(
1
2 +

𝑗

2

) ≠ 0, (9.7.40)

and the relationship between contiguous hypergeometric functions implies

𝐹2 1

(
− 𝑗 , 𝑗 ;1;

𝑤2−𝑤1
𝑤2

)
= 1

2

(
𝐹2 1

(
1− 𝑗 , 𝑗 ;1; 1

2

)
+ 𝐹2 1

(
− 𝑗 ,1+ 𝑗 ;1; 1

2

))
(9.7.41)

=

Γ

(
1
2

)
Γ(1)

Γ

(
1− 𝑗

2

)
Γ

(
1
2 +

𝑗

2

) ≠ 0. (9.7.42)

Thus 𝐼 (𝑤1,𝑤2) ≠ 0 and we can rescale the evaluation map by 𝐼 (𝑤1,𝑤2)−1 so that the sequences
of maps (9.7.26) are equal to the identity maps on M and M∨. Thus 𝜎ℓW𝜆 is rigid.

9.8 Fusion product formulae

In this section we determine the decomposition of all fusion products in category ℱ. A
complete list of fusion products among representatives of each spectral flow orbit is collected
in Theorem 9.8.1, while the proofs of these decomposition formulae have been split into the
dedicated Subsections 9.9 and 9.10. To simplify some of the decomposition formulae we
introduce dedicated notation for certain sums of spectral flows of the projective module P.
Consider the polynomial of spectral flows

𝑓𝑛 (𝜎) =
𝑛∑︁
𝑘=1

𝜎2𝑘−1, 𝑛 ∈ N, (9.8.1)

and let

Q𝑛 = 𝑓𝑛 (𝜎)P =

𝑛⊕
𝑘=1

P2𝑘−1, 𝑛 ∈ N. (9.8.2)

Further, let

Q𝑛𝑘 = 𝜎
𝑘Q𝑛, Q𝑚,𝑛

𝑘
= 𝜎𝑘−1 𝑓𝑚(𝜎)Q𝑛 =

𝑚+𝑛−1⊕
𝑟=1

𝑁𝑟 P𝑘+2𝑟−1, 𝑁𝑟 = min{𝑟,𝑚,𝑛,𝑚 +𝑛− 𝑟},

(9.8.3)
where 𝑚,𝑛 ∈ N, 𝑘 ∈ Z.
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Theorem 9.8.1.

1. Category ℱ under fusion is a rigid braided tensor category.

2. The following is a list of all non-trivial fusion products, those not involving the fusion
unit (the vacuum module V), in category ℱ among representatives for each spectral flow
orbit. All other fusion products are determined from these through spectral flow and the
compatibility of spectral flow with fusion as given in Theorem 9.1.6.

Since ℱ is rigid, the fusion product of a projective module R with any indecomposable
module M is given by

R�M �
⊕
S

[M : S] R�S, (9.8.4)

where the summation index runs over all isomorphism classes of composition factors of
M and [M : S] is the multiplicity of the composition factor S in M.

For all 𝜆, 𝜇 ∈ R/Z, 𝜆, 𝜇,𝜆+ 𝜇 ≠ Z,

W𝜆�W𝜇 �W𝜆+𝜇 ⊕𝜎−1W𝜆+𝜇,

W𝜆�W−𝜆 � 𝜎
−1P.

(9.8.5)

For 𝑚,𝑛 ∈ Z, 𝑚 ≥ 𝑛, such that the lengths of indecomposables below are positive, we
have the following fusion product formulae.

B2𝑚+1�B2𝑛+1 � B2𝑚+2𝑛+1 ⊕Q𝑚,𝑛1 T2𝑚+1�T2𝑛+1 � T2𝑚+2𝑛+1 ⊕Q𝑚,𝑛1

B2𝑚+1�B2𝑛 � B2𝑛 ⊕Q𝑚,𝑛1 T2𝑚+1�T2𝑛 � T2𝑛 ⊕Q𝑚,𝑛1

B2𝑚�B2𝑛 � B2𝑛
2𝑚−1 ⊕B

2𝑛 ⊕Q𝑚−1,𝑛
1 T2𝑚�T2𝑛 � T2𝑛

2𝑚−1 ⊕T
2𝑛 ⊕Q𝑚−1,𝑛

1
(9.8.6a)

T2𝑚+1�B2𝑛+1 � T2𝑚−2𝑛+1
2𝑛 ⊕Q𝑚+1,𝑛 B2𝑚+1�T2𝑛+1 � B2𝑚−2𝑛+1

2𝑛 ⊕Q𝑚+1,𝑛

T2𝑚�B2𝑛+1 � T2𝑚
2𝑛 ⊕Q

𝑚,𝑛 B2𝑚�T2𝑛+1 � B2𝑚
2𝑛 ⊕Q

𝑚,𝑛

T2𝑚�B2𝑛 � Q𝑚,𝑛 B2𝑚�T2𝑛 � Q𝑚,𝑛 (9.8.6b)

We split the proof of Theorem 9.8.1 into multiple parts. Theorem 9.8.1.1 is shown in Propo-
sition 9.9.3. The fusion formulae (9.8.5),(9.8.6a),(9.8.6b) are determined in Propositions 9.9.1,
9.10.4 and 9.10.5 and Lemma 9.7.6, respectively.

Remark. The fusion product formulae of Theorem 9.8.1 projected onto the Grothendieck
group match the conjectured Verlinde formula of [46, Corollaries 7 and 10], thereby proving
that category ℱ satisfies the standard module formalism version of the Verlinde formula. It
will be an interesting future problem to find a more conceptual and direct proof for the validity
of the Verlinde formula, rather than a proof by inspection.
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9.9 Fusion products of simple projective modules

In this section we determine the fusion products of the simple projective modules.

Proposition 9.9.1. For 𝜆, 𝜇 ∈ R/Z, 𝜆, 𝜇,𝜆+ 𝜇 ∉ Z, we have

W𝜆�W𝜇 �W𝜆+𝜇 ⊕𝜎−1W𝜆+𝜇 . (9.9.1)

Proof. Since W𝜆 and W𝜇 both lie in category ℛ, we know, by Lemma 9.7.5, that the com-
position factors of the fusion product lie in categories ℛ or 𝜎−1

ℛ. Further, since 𝐽 (𝑧) is a
conformal weight 1 field, its corresponding weight, the ghost weight, adds under fusion. There-
fore the only possible composition factors are W𝜆+𝜇 and 𝜎−1W𝜆+𝜇. Since these composition
factors are both projective and injective, they can only appear as direct summands and all that
remains is to determine their multiplicity. In [45] Adamović and Pedić computed dimensions
of spaces of intertwining operators for fusion products of the simple projective modules. In
particular, [45, Corollary 6.1] states that

dim
(

M

W𝜆, W𝜇

)
= 1, (9.9.2)

if M is isomorphic to 𝜎ℓW𝜆+𝜇, ℓ = 0,−1. Thus the proposition follows.

Remark. To prove the above proposition directly without citing the literature, we could have
used the two free field realisations in Section 9.4 to construct intertwining operators of the type
appearing in equation (9.9.2), thereby showing that the dimension of the corresponding space
of intertwining operators is at least 1. This was also done in [45]. An upper bound of 1 can
then easily be determined by calculations involving either the HLZ double dual construction
(similar to the calculations done in Lemma 9.7.6) or the NGK algorithm.

Proposition 9.9.2. For 𝜆 ∈ R/Z, 𝜆 ≠ Z, we have

W𝜆�W−𝜆 � 𝜎
−1P. (9.9.3)

Proof. By Proposition 9.7.9, W𝜆 is rigid and hence its fusion product with a projective module
must again be projective. Further, by Lemma 9.7.5, all composition factors must lie in categories
𝜎ℓℛ, ℓ = −1,0. Finally, since ghost weights add under fusion, the ghost weights of the fusion
product must lie in Z. Thus the fusion product must be isomorphic to a direct sum of some
number of copies of 𝜎−1P. By Lemma 9.7.6, we know there is exactly one such summand.

Proposition 9.9.3. Category ℱ is rigid.
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Proof. Category ℱ has sufficiently many injective and projective modules, that is, all simple
modules have projective covers and injective hulls, and all projectives are injective and vice-
versa. Further, the simple projective modules 𝜎ℓW𝜆 are rigid and generate the non-simple
projective modules under fusion, so all projective modules are rigid. Category ℱ is therefore
a Frobenius category (it has enough projectives and enough injectives, where the classes of
projectives and injectives coincide) and hence any for short exact sequence with two rigid terms
(whose duals are also rigid) the third term is also rigid. This implies that all modules are rigid
and hence so is category ℱ.

Corollary 9.9.4. Let M,N ∈ℱ, then

M∗�N∗ � (M�N)∗. (9.9.4)

Proof. Due to rigidity, the tensor duality functor ∨ defines an equivalence of categories and is
therefore exact. Further, the tensor duality functor satisfies

M∨�N∨ � (M�N)∨. (9.9.5)

This also implies that V𝑘∨ = V−𝑘 . We see that the tensor dual M∨ agrees with 𝜎 (M′) on
all simple modules in ℱ. As both (−)∨ and 𝜎 (−) ′ are exact contravariant invertible functors
and all reducible indecomposable objects are uniquely characterised by the non-split exact
sequences (9.6.18) with 1-dimensional corresponding extension groups, it follows by induction
in module length that M∨ � 𝜎 (M′) for any module in ℱ. Recalling (−)∗ = 𝑐(−) ′, we further
have 𝑀∗ � 𝜎c𝑀∨. Theorem 9.1.6 then implies

M∗�N∗ �
(
𝜎cM∨

)
�

(
𝜎cN∨

)
� 𝜎c(M�N)∨ � (M�N)∗. (9.9.6)

9.10 Fusion products of reducible indecomposable modules

In this section we calculate the remaining fusion product formulae involving indecomposable
modules in ℱ. The main tool for determining these fusion products is that category ℱ is
rigid by Proposition 9.9.3. Hence fusion is biexact and projective modules form a tensor ideal
(Proposition 2.4.3). We begin by calculating certain basic fusion products from which the
remainder can be determined inductively.

Lemma 9.10.1.

T2�B2 � P1,
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B2�B2 � B2 ⊕B2
1,

T2�T2 � T2 ⊕T2
1 . (9.10.1)

Proof. Taking the short exact sequence (9.2.4a) for W+0 = T2
−1 and fusing it with W−0 = B2

−1
yields the short exact sequence

0 −→W−0 −→W+0 �W
−
0 −→ 𝜎−1W−0 −→ 0. (9.10.2)

Similarly, fusing the short exact sequence (9.2.4b) for W−0 with W+0 yields

0 −→ 𝜎−1W+0 −→W−0 �W
+
0 −→W+0 −→ 0. (9.10.3)

If either of the above exact sequences splits there is a contradiction, because if 𝜎−1W+0 and
W+0 are direct summands of W+0 �W

−
0 , (9.10.2) is not exact, and if W−0 and 𝜎−1W−0 are direct

summands, (9.10.3) is not exact. Hence both sequences must be non-split. As can be read off
from the tables in Corollary 9.6.4, dimExt

(
𝜎−1W−0 ,W

−
0
)
= dimExt

(
W+0 ,𝜎

−1W+0
)
= 1. There is

only one candidate for the middle coefficient of these exact sequences, namely 𝜎−1P. Thus the
first fusion rule follows. The other two fusion products by are determined by fusing W±0 with
the short exact sequences for W±0 . The extension groups corresponding to these fused exact
sequences are zero-dimensional and hence the sequences split and the lemma follows.

We further prepare the following Ext group dimensions for later use.

Lemma 9.10.2. The indecomposable modules T2𝑛+1, B𝑚2𝑛+1, B2𝑛 and B𝑚2𝑛 satisfy

dimExt
(
T2𝑛+1,B𝑚2𝑛+1

)
= dimExt

(
B2𝑛,B𝑚2𝑛

)
= 1. (9.10.4)

The corresponding extensions are given by T2𝑛+𝑚+1 and B2𝑛+𝑚 respectively.

Proof. We start with the following presentation of T2𝑛+1

0 −→ T2𝑛+2 −→ P[T2𝑛+1] −→ T2𝑛+1 −→ 0. (9.10.5)

Applying the functor Hom
(
−,B𝑚2𝑛+1

)
yields

0→Hom
(
T2𝑛+1,B𝑚2𝑛+1

)
→Hom

(
P[T2𝑛+1],B𝑚2𝑛+1

)
→Hom

(
T2𝑛+2,B𝑚2𝑛+1

)
→Ext

(
T2𝑛+1,B𝑚2𝑛+1

)
→ 0.

(9.10.6)
The first coefficient vanishes due to T2𝑛+1 and B𝑚2𝑛+1 having no common composition fac-
tors. The second coefficient can be shown to vanish using the projective cover formulae in
Lemma 9.6.5 and reading off Hom group dimensions from the Loewy diagrams. For the third
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coefficient, the only composition factor common to both T2𝑛+2 and B𝑚2𝑛+1 is V2𝑛+1, which oc-
curs as a quotient for T2𝑛+2 and a submodule for B𝑚2𝑛+1, so this gives rise to a one dimensional
Hom group. The vanishing Euler characteristic then implies that dimExt

(
T2𝑛+1,B𝑚2𝑛+1

)
= 1

as expected. Furthermore, we can examine T2𝑛+𝑚+1 to see that it has a B𝑚2𝑛 submodule
which yields T2𝑛+1 when quotiented out, therefore this is the unique extension characterised by
Ext

(
T2𝑛+1,B𝑚2𝑛+1

)
.

We can follow the same procedure starting with the projective presentation of B2𝑛 to obtain
the following exact sequence

0−→Hom
(
B2𝑛,B𝑚2𝑛

)
−→Hom

(
P[B2𝑛],B𝑚2𝑛

)
−→Hom

(
B2𝑛

1 ,B
𝑚
2𝑛

)
−→Ext

(
B2𝑛+1,B𝑚2𝑛

)
−→ 0.

(9.10.7)
By the same argument as above we can calculate the Hom groups, and vanishing Euler charac-
teristic implies dimExt

(
B2𝑛,B𝑚2𝑛

)
= 1. Similarly we see that B2𝑛+𝑚 provides an extension of

B2𝑛 by B𝑚2𝑛 and must therefore be the unique one.

We can now determine fusion products when one factor has length 2 and the other has
arbitrary length.

Lemma 9.10.3. The fusion products of length 2 indecomposables with any indecomposable of
types B or T satisfy the following decomposition formulae.

B2𝑛+1�B2 � B2 ⊕Q𝑛1 T2𝑛+1�T2 � T2 ⊕Q𝑛1
B2𝑛+2�B2 � B2

2𝑛+1 ⊕B
2 ⊕Q𝑛1 T2𝑛+2�T2 � T2

2𝑛+1 ⊕T
2 ⊕Q𝑛1

B2𝑛+1�T2 � T2
2𝑛 ⊕Q

𝑛 T2𝑛+1�B2 � B2
2𝑛 ⊕Q

𝑛

B2𝑛 �T2 � Q𝑛 T2𝑛 �B2 � Q𝑛 (9.10.8)

Proof. We prove the left column of identities. The right column then follows from Corol-
lary 9.9.4 and applying the ∗ functor. We start with the short exact sequence (9.6.18e) satisfied
by B2𝑛+1,

0 −→B2𝑛−1 −→B2𝑛+1 −→ T2
2𝑛−1 −→ 0. (9.10.9)

We then take the fusion product with B2,

0 −→B2𝑛−1�B2 −→B2𝑛+1�B2 −→ P2𝑛 −→ 0. (9.10.10)

Because P2𝑛 is projective, the sequence splits and we have the recurrence relation

B2𝑛+1�B2 � (B2𝑛−1�B2) ⊕P2𝑛. (9.10.11)
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Then, the first fusion product formula of the lemma follows by induction with B1 = V as the
base case.

We next consider the short exact sequence (9.6.18c) and fuse it with B2 to obtain

0 −→B2𝑛+1�B2 −→B2𝑛+2�B2 −→B2
2𝑛+1 −→ 0. (9.10.12)

Since Ext
(
B2

2𝑛+1,B
2) = 0, by the tables in Corollary 9.6.4, this sequence splits and we obtain

the second fusion product of the lemma.
For the final two fusion products, we perform the same exercises with different exact

sequences. For the third and fourth fusion products we use (9.6.18d), with odd and even length
respectively. Fusing with T2 gives the short exact sequences

0 −→B2𝑛−1
2 �T2 −→B2𝑛+1�T2 −→ P1 −→ 0,

0 −→B2𝑛
2 �T

2 −→B2𝑛+2�T2 −→ P1 −→ 0. (9.10.13)

In both cases, the sequences split because P1 is projective.

We now use Lemma 9.10.3 to prove the fusion product formulae (9.8.6a) of Theorem 9.8.1.

Proposition 9.10.4. The fusion products of indecomposable modules of types B and T with
themselves satisfy the decomposition formulae below, for 𝑚 ≥ 𝑛.

B2𝑚+1�B2𝑛+1 � B2𝑚+2𝑛+1 ⊕Q𝑚,𝑛1 T2𝑚+1�T2𝑛+1 � T2𝑚+2𝑛+1 ⊕Q𝑚,𝑛1

B2𝑚+1�B2𝑛 � B2𝑛 ⊕Q𝑚,𝑛1 T2𝑚+1�T2𝑛 � T2𝑛 ⊕Q𝑚,𝑛1

B2𝑚�B2𝑛 � B2𝑛
2𝑚−1 ⊕B

2𝑛 ⊕Q𝑚−1,𝑛
1 T2𝑚�T2𝑛 � T2𝑛

2𝑚−1 ⊕T
2𝑛 ⊕Q𝑚−1,𝑛

1 (9.10.14)

Proof. We prove the left column of identities. The right column then follows from Corol-
lary 9.9.4 and applying the ∗ functor. First, for both superscripts odd, we take two short exact
sequences (9.6.18d) and (9.6.18e) for B2𝑛+1 and fuse with B2𝑚+1 to find

0 −→B2𝑛−1
2 �B2𝑚+1 −→B2𝑛+1�B2𝑚+1 −→B2 ⊕Q𝑚1 −→ 0,

0 −→B2𝑛−1�B2𝑚+1 −→B2𝑛+1�B2𝑚+1 −→ T2
2𝑛+2𝑚−1 ⊕Q

𝑚
2𝑛−1 −→ 0. (9.10.15)

Now comparing these exact sequences, and using the fact that P is projective, we find that the
sequences cannot both split, as they would give different direct sums. For the first short exact
sequence, we use Lemma 9.10.2, to find dimExt

(
B2,B2𝑚+2𝑛−1

2
)
= 1, with the extension being

given by B2𝑚+2𝑛+1 so we can determine the fusion product formulae inductively to get

B2𝑚+1�B3 � B2𝑚+3 ⊕Q𝑚1 ,
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B2𝑚+1�B5 � B2𝑚+5 ⊕
(
1+𝜎2

)
Q𝑚1 ,

B2𝑚+1�B2𝑛+1 � B2𝑚+2𝑛+1 ⊕
𝑚⊕
𝑘=1

Q𝑛2𝑘−1 =B2𝑚+2𝑛+1 ⊕Q𝑚,𝑛1 . (9.10.16)

We can deduce the remaining rules from short exact sequences that relate even and odd Bs.
Firstly, we take the two short exact sequences (9.6.18d) and (9.6.18f), and fuse them with B2𝑚+1

to get

0 −→B2𝑚+1
2 �B2𝑛 −→B2𝑚+1�B2𝑛+2 −→B2 ⊕Q𝑚1 −→ 0,

0 −→B2
2𝑛 ⊕Q

𝑚
2𝑛+1 −→B2𝑚+1�B2𝑛+2 −→B2𝑚+1�B2𝑛 −→ 0. (9.10.17)

Either of these exact sequences splitting would lead to a contradiction, hence both must be
non-split. Further, by Lemma 9.10.2 we find dimExt

(
B2,B2𝑛

2
)
= dimExt

(
B2𝑛,B2

2𝑛
)
= 1, with

the corresponding non-split extension given by B2𝑛+2. Therefore

B2𝑚+1�B2𝑛 � B2𝑛 ⊕Q𝑚,𝑛1 . (9.10.18)

Finally we fuse (9.6.18c) with B2𝑛 to find

0 −→B2𝑚+1�B2𝑛 −→B2𝑚+2�B2𝑛 −→B2𝑛
2𝑚+1 −→ 0. (9.10.19)

For 𝑚 ≥ 𝑛, dimExt
(
B2𝑛

2𝑚+1,B
2𝑛) = 0, which follows because the composition factors are sep-

arated by at least two units of spectral flow and Ext(V𝑛,V𝑚) = 0 for |𝑛−𝑚 | > 1, the above
sequence splits. In the case when 𝑚 = 𝑛−1, we have that Ext

(
B2𝑛

2𝑛−1,V𝑘
)
= 0 for all the compo-

sition factors of B2𝑛 , that is, (0 ≤ 𝑘 ≤ 2𝑛−1). Hence dimExt
(
B2𝑛

2𝑛−1,B
2𝑛) = 0 and the above

sequence again splits. Thus,

B2𝑚+2�B2𝑛 � B2𝑛
2𝑚+1 ⊕B

2𝑛 ⊕Q𝑚,𝑛1 , 𝑚 ≥ 𝑛−1. (9.10.20)

Proposition 9.10.5. The fusion products of indecomposable modules of types B and T with
each other satisfy the decomposition formulae below, for 𝑚 ≥ 𝑛.

T2𝑚+1�B2𝑛+1 � T2𝑚−2𝑛+1
2𝑛 ⊕Q𝑚+1,𝑛 B2𝑚+1�T2𝑛+1 � B2𝑚−2𝑛+1

2𝑛 ⊕Q𝑚+1,𝑛

T2𝑚�B2𝑛+1 � T2𝑚
2𝑛 ⊕Q

𝑚,𝑛 B2𝑚�T2𝑛+1 � B2𝑚
2𝑛 ⊕Q

𝑚,𝑛

T2𝑚�B2𝑛 � Q𝑚,𝑛 B2𝑚�T2𝑛 � Q𝑚,𝑛 (9.10.21)
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Proof. We prove the left column of identities. The right column then follows from Corol-
lary 9.9.4 and applying the ∗ functor to each module. We start with sequences (9.6.18e) and
(9.6.18d) for odd length B, and fuse them with T2𝑚+1 to find

0 −→ T2𝑚+1�B2𝑛−1 −→ T2𝑚+1�B2𝑛+1 −→ T2
2𝑛−1 ⊕Q

𝑚
2𝑛 −→ 0, (9.10.22)

0 −→ T2𝑚+1�B2𝑛−1
2 −→ T2𝑚+1�B2𝑛+1 −→B2

2𝑚 ⊕Q
𝑚 −→ 0. (9.10.23)

Specialising to n=1 we have

0 −→ T2𝑚+1 −→ T2𝑚+1�B3 −→ T2
1 ⊕

𝑚⊕
𝑘=1

𝜎2𝑘+1P −→ 0, (9.10.24)

0 −→ T2𝑚+1
2 −→ T2𝑚+1�B3 −→B2

2𝑚 ⊕
𝑚⊕
𝑘=1

𝜎2𝑘−1P −→ 0. (9.10.25)

SinceP is projective, its spectral flows must appear as direct summands in the middle coefficient
of the above exact sequences. Thus,

T2𝑚+1�B3 � A⊕
𝑚+1⊕
𝑘=1

𝜎2𝑘−1P =A⊕Q𝑚+1. (9.10.26)

Therefore the module A satisfies the exact sequences

0 −→ T2𝑚+1 −→A⊕P1 −→ T2
1 −→ 0,

0 −→ T2𝑚+1
2 −→A⊕P2𝑚+1 −→B2

2𝑚 −→ 0. (9.10.27)

Because either of these sequences splitting would lead to a contradiction and the corresponding
extension groups are one-dimensional, the sequences uniquely characterise the fusion product.
Proceeding by induction, we obtain

T2𝑚+1�B3 � T2𝑚−1
2 ⊕Q𝑚+1,

T2𝑚+1�B5 � T2𝑚−3
4 ⊕

(
1+𝜎2

)
Q𝑚+1,

T2𝑚+1�B2𝑛+1 � T2𝑚−2𝑛+1
2𝑛 ⊕Q𝑚+1,𝑛. (9.10.28)

Next we take two short exact sequences (9.6.18c) and (9.6.18a), for T2𝑚 and fuse them with
B2𝑛+1 to get

0 −→B2𝑛+1
2𝑚−1 −→ T2𝑚�B2𝑛+1 −→ T2𝑚−2𝑛−1

2𝑛 ⊕Q𝑚,𝑛 −→ 0,

0 −→B2𝑚+2𝑛−1
1 ⊕Q𝑚−1,𝑛

2 −→ T2𝑚�B2𝑛+1 −→B2𝑛+1 −→ 0. (9.10.29)
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Again either of these sequences splitting would lead to a contradiction, and by Lemma 9.10.2,
dimExt

(
T2𝑚−2𝑛−1

2𝑛 ,B2𝑛+1
2𝑚−1

)
= 1, with the extension being given by T2𝑚

2𝑛 , so the second fusion
rule follows. Finally, fusing (9.6.18f) with B2𝑛, we have

0 −→ T2𝑚−2�B2𝑛 −→ T2𝑚�B2𝑛 −→ Q𝑛2𝑚−2 −→ 0, (9.10.30)

T2𝑚�B2𝑛 �
𝑚⊕
𝑘=1

Q𝑛2𝑘−2 = Q𝑚,𝑛. (9.10.31)
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Chapter 10

Quantum Enveloping Algebras of 𝔤𝔩2

“I would have the judicious reader pause before accusing
such asseverations of an undue quantum of absurdity.”

— Edgar Allan Poe, Loss of Breath

Quantum groups are quasitriangular Hopf algebras which are deformations of the univer-
sal enveloping algebras of certain Lie algebras. Here we study a one parameter deformation
of the universal enveloping algebra of 𝔤𝔩2, whose representation theory will yield an equiv-
alent category to the bosonic ghosts. We will prove this equivalence at the level of ribbon
Grothendieck-Verdier structure, up to one condition which is an equation satisfied by a subset
of intertwining operators.

10.1 Definition

Let 𝑝 ≥ 2 be a positive integer and 𝑞 = 𝑒𝜋𝑖/𝑝 a primitive 2𝑝-th root of unity. Unless otherwise
stated, subscript indices run over all possible values. We start by defining three algebras which
will be the quantum analogues of the Cartan subalgebras for our quantum groups.

Definition 10.1.1. Let the associative algebra 𝐻0 be the quotient of the polynomial ring
C[𝐾1,𝐾1

−1,𝐾2,𝐾2
−1, 𝑋1, 𝑋2] by the relations 𝐾𝑖−1𝐾𝑖 = 1.

Definition 10.1.2. Let the associative algebra 𝐻1 be the quotient of the polynomial ring
C[𝐾1,𝐾1

−1,𝐾2,𝐾2
−1, 𝑋1] by the relations 𝐾𝑖−1𝐾𝑖 = 1, 𝐾1

𝑝 −1 = 0.

Definition 10.1.3. Let the associative algebra 𝐻2 be the quotient of the polynomial ring
C[𝐾1,𝐾1

−1,𝐾2,𝐾2
−1] by the relations 𝐾𝑖−1𝐾𝑖 = 1, 𝐾𝑖 𝑝 −1.
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In contrast to Section 8.4, here we include more grouplike elements 𝐾𝑖 but we impose the
condition 𝐾 𝑝

𝑖
= 1, which corresponds to imposing 𝐾Λ = 1. Therefore, the inclusion of this extra

generator yields the same module category, as we shall see in the next section.

Proposition 10.1.4. 𝐻𝑛 for 𝑛 = 0,1,2 can be endowed with Hopf algebra structure given by
counit 𝜀 : 𝐻𝑛→ C, coproduct Δ : 𝐻𝑛→ 𝐻𝑛 ⊗𝐻𝑛 and antipode 𝑆 : 𝐻𝑛→ 𝐻𝑛 defined by their
actions on generators below, where 𝑖 takes values in the appropriate index set of generators for
each 𝐻𝑛.

Δ(𝐾𝑖) = 𝐾𝑖 ⊗𝐾𝑖 , 𝜀(𝐾𝑖) = 1, 𝑆(𝐾𝑖) = 𝐾𝑖−1,

Δ(𝐾𝑖−1) = 𝐾𝑖−1 ⊗𝐾𝑖−1, 𝜀(𝐾𝑖−1) = 1, 𝑆(𝐾𝑖−1) = 𝐾𝑖 ,

Δ(𝑋𝑖) = 𝑋𝑖 ⊗ 1+1⊗ 𝑋𝑖 , 𝜀(𝑋𝑖) = 0, 𝑆(𝑋𝑖) = −𝑋𝑖 . (10.1.1)

Proof. We take the generators 𝐾𝑖 ,𝐾𝑖−1 to be grouplike and 𝑋𝑖 to be primitive (Definition 4.2.1).
Both of the consequently generated algebras are well known to be Hopf algebras individually,
and it is easy to check the axioms are satisfied. The Hopf algebra structure on arbitrary elements
in 𝐻𝑛 is then evaluated through linearity and by Δ and 𝜀 acting as algebra homomorphisms and
𝑆 as an algebra antihomomorphism (See Chapter 4).

Definition 10.1.5. The quantum group associated to 𝔤𝔩2, denoted 𝑈𝑞 (𝔤𝔩2), is the associative
algebra generated by 𝐸,𝐹,𝐾1,𝐾1

−1,𝐾2,𝐾2
−1 and the following relations, for 𝑖, 𝑗 = 1,2.

[𝐾𝑖 ,𝐾 𝑗] = [𝐾𝑖−1,𝐾 𝑗
−1] = [𝐾𝑖 ,𝐾 𝑗−1] = 0, 𝐾𝑖

−1𝐾𝑖 = 𝐾𝑖𝐾𝑖
−1 = 1,

𝐾𝑖𝐸𝐾𝑖
−1 = 𝑞2𝐸, 𝐾𝑖𝐹𝐾𝑖

−1 = 𝑞−2𝐹, [𝐸,𝐹] = 𝐾1−𝐾2
−1

𝑞− 𝑞−1 . (10.1.2)

Proposition 10.1.6. 𝑈𝑞 (𝔤𝔩2) can be endowed with Hopf algebra structure given by counit 𝜀 :
𝑈𝑞 (𝔤𝔩2) →C, coproductΔ :𝑈𝑞 (𝔤𝔩2) →𝑈𝑞 (𝔤𝔩2) ⊗𝑈𝑞 (𝔤𝔩2) and antipode 𝑆 :𝑈𝑞 (𝔤𝔩2) →𝑈𝑞 (𝔤𝔩2),
defined by their actions on generators below. Note that Δ and 𝜀 are defined on products of these
generators as they extend to algebra homomorphisms and 𝑆 to an algebra antihomomorphism.

Δ(𝐾𝑖) = 𝐾𝑖 ⊗𝐾𝑖 , 𝜀(𝐾𝑖) = 1, 𝑆(𝐾𝑖) = 𝐾𝑖−1,

Δ(𝐾𝑖−1) = 𝐾𝑖−1 ⊗𝐾𝑖−1, 𝜀(𝐾𝑖−1) = 1, 𝑆(𝐾𝑖−1) = 𝐾𝑖 ,

Δ(𝐸) = 𝐸 ⊗𝐾1 +1⊗ 𝐸, 𝜀(𝐸) = 0, 𝑆(𝐸) = −𝐸𝐾−1
1 ,

Δ(𝐹) = 𝐾2
−1 ⊗ 𝐹 +𝐹 ⊗ 1, 𝜀(𝐹) = 0, 𝑆(𝐹) = −𝐾2𝐹. (10.1.3)

Proof. For 𝑖 = 1,2, 𝐾𝑖 and 𝐾𝑖−1 generate the group algebra C[Z2], which is a Hopf algebra
with all grouplike elements. It remains to check all axioms for a Hopf algebra which involve
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the new generators 𝐸 and 𝐹. Below we present the non-trivial calculations involving 𝐸 , as the
calculations for 𝐹 follow similarly. Firstly, we verify coassociativity and counit respectively.

(Δ⊗ id)Δ(𝐸) = Δ(𝐸) ⊗𝐾1 +Δ(1) ⊗ 𝐸 = 𝐸 ⊗𝐾1 ⊗𝐾1 +1⊗ 𝐸 ⊗𝐾1 +1⊗ 1⊗ 𝐸

= 𝐸 ⊗Δ(𝐾1) +1⊗Δ(𝐸) = (id⊗Δ)Δ(𝐸), (10.1.4)

(𝜀 ⊗ id)Δ(𝐸) = 𝜀(𝐸) ⊗𝐾1 + 𝜀(1) ⊗ 𝐸 = 1⊗ 𝐸 ' 𝐸 ' 𝐸 ⊗ 1 = 𝐸 ⊗ 𝜀(𝐾1) +1⊗ 𝜀(𝐸) = (id⊗ 𝜀)Δ(𝐸).

Then we verify that comultiplication and counit extend to algebra homomorphisms, by showing
they are compatible with the𝑈𝑞 (𝔤𝔩2) relations. The counit of the quantities concerned vanishes
so we omit it here.

Δ

(
𝐾𝑖𝐸𝐾𝑖

−1
)
= Δ(𝐾𝑖)Δ(𝐸)Δ

(
𝐾𝑖
−1

)
= (𝐾𝑖 ⊗𝐾𝑖) (𝐸 ⊗𝐾1 +1⊗ 𝐸)

(
𝐾𝑖
−1 ⊗𝐾𝑖−1

)
= 𝐾𝑖𝐸𝐾𝑖

−1 ⊗𝐾𝑖𝐾1𝐾𝑖
−1 +𝐾𝑖𝐾𝑖−1 ⊗𝐾𝑖𝐸𝐾𝑖−1 = 𝑞2𝐸 ⊗𝐾1 +1⊗ 𝑞2𝐸 = 𝑞2Δ(𝐸),

Δ( [𝐸,𝐹]) = [Δ(𝐸),Δ(𝐹)] = [𝐸 ⊗𝐾1 +1⊗ 𝐸,𝐾2
−1 ⊗ 𝐹 +𝐹 ⊗ 1]

= 𝐸𝐾2
−1 ⊗𝐾1𝐹 −𝐾2

−1𝐸 ⊗ 𝐹𝐾1 + [𝐸,𝐹] ⊗𝐾1 +𝐾2
−1 ⊗ [𝐸,𝐹]

= 𝑞2𝐾2
−1𝐸 ⊗ 𝑞−2𝐹𝐾1−𝐾2

−1𝐸 ⊗ 𝐹𝐾1 +
𝐾1 ⊗𝐾1−𝐾2

−1 ⊗𝐾1

𝑞− 𝑞−1 + 𝐾2
−1 ⊗𝐾1−𝐾2

−1 ⊗𝐾2
−1

𝑞− 𝑞−1

=
𝐾1 ⊗𝐾1−𝐾2

−1 ⊗𝐾2
−1

𝑞− 𝑞−1 = Δ

(
𝐾1−𝐾2

−1

𝑞− 𝑞−1

)
. (10.1.5)

We verify the antipode extends to an algebra antihomomorphism, by showing it is compatible
with the𝑈𝑞 (𝔤𝔩2) relations.

𝑆

(
𝐾𝑖𝐸𝐾𝑖

−1
)
= 𝑆(𝐾𝑖−1)𝑆(𝐸)𝑆(𝐾𝑖) = −𝐾𝑖𝐸𝐾−1

1 𝐾𝑖
−1 = −𝑞2𝐸𝐾−1

1 = 𝑞2𝑆(𝐸), (10.1.6)

𝑆( [𝐸,𝐹]) = [𝑆(𝐹), 𝑆(𝐸)] = 𝐾2𝐹𝐸𝐾1
−1−𝐸𝐾1

−1𝐾2𝐹

= −𝐾2 [𝐸,𝐹]𝐾1
−1 =

𝐾1
−1−𝐾2

𝑞− 𝑞−1 = 𝑆

(
𝐾1−𝐾2

−1

𝑞− 𝑞−1

)
.

Finally, we verify the defining property of the antipode, on generators.

𝜇 ◦ (id⊗ 𝑆)Δ(𝐸) = 𝐸𝑆(𝐾1) +1𝑆(𝐸) = 𝐸𝐾−1
1 −𝐸𝐾

−1
1 = 0 = 𝜂(𝜀(𝐸)),

𝜇 ◦ (𝑆 ⊗ id)Δ(𝐸) = 𝑆(𝐸)𝐾1 + 𝑆(1)𝐸 = −𝐸𝐾−1
1 𝐾1 +1𝐸 = 0 = 𝜂(𝜀(𝐸)), (10.1.7)

where we use the notation 𝜇 for multiplication and 𝜂 for the unit map.

Definition 10.1.7. The half-unrolled quantum group of 𝔤𝔩2, denoted𝑈𝑋1
𝑞 (𝔤𝔩2), is the associative

algebra obtained by extending 𝑈𝑞 (𝔤𝔩2) through the addition of a generator 𝑋1 and taking the
quotient by the following relations.

[𝑋1,𝐾𝑖] = [𝑋1,𝐾𝑖
−1] = 0, [𝑋1, 𝐸] = 𝐸, [𝑋1, 𝐹] = −𝐹. (10.1.8)
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Definition 10.1.8. The unrolled quantum group of 𝔤𝔩2, denoted 𝑈𝑋1,𝑋2
𝑞 (𝔤𝔩2), is the associative

algebra obtained by extending 𝑈𝑞 (𝔤𝔩2) through the addition of two generators 𝑋1 and 𝑋2 and
taking the quotient by the following relations.

[𝑋1, 𝑋2] = [𝑋𝑖 ,𝐾 𝑗] = [𝑋𝑖 ,𝐾 𝑗−1] = 0, [𝑋𝑖 , 𝐸] = 𝐸, [𝑋𝑖 , 𝐹] = −𝐹. (10.1.9)

Proposition 10.1.9. 𝑈𝑋1
𝑞 (𝔤𝔩2) and 𝑈𝑋1,𝑋2

𝑞 (𝔤𝔩2) can be endowed with Hopf algebra structure
given by the counit, coproduct and antipode for 𝑈𝑞 (𝔤𝔩2), extended by the following definition
of their action on the new generators.

Δ(𝑋𝑖) = 𝑋𝑖 ⊗ 1+1⊗ 𝑋𝑖 , 𝜀(𝑋𝑖) = 0, 𝑆(𝑋𝑖) = −𝑋𝑖 . (10.1.10)

Proof. The new generators 𝑋𝑖 are primitive elements, so the Hopf algebra structure is already
known. Therefore, the result follows from Proposition 10.1.6, by checking that comultiplication
and counit are still algebra homomorphisms and the antipode is an algebra antihomomorphism.
The counit of the quantities concerned vanishes so we omit it here.

Δ( [𝑋𝑖 , 𝐸]) = [Δ(𝑋𝑖),Δ(𝐸)] = [𝑋𝑖 ⊗ 1+1⊗ 𝑋𝑖 , 𝐸 ⊗𝐾1 +1⊗ 𝐸]

= [𝑋𝑖 , 𝐸] ⊗𝐾1 +𝐸 ⊗ [𝑋𝑖 ,𝐾1] +1⊗ [𝑋𝑖 , 𝐸] = 𝐸 ⊗𝐾1 +1⊗ 𝐸 = Δ(𝐸),

𝑆( [𝑋𝑖 , 𝐸]) = [𝑆(𝐸), 𝑆(𝑋𝑖)] = [𝐸𝐾1
−1, 𝑋𝑖] = 𝐸𝐾1

−1𝑋𝑖 − 𝑋𝑖𝐸𝐾1
−1

= −[𝑋𝑖 , 𝐸]𝐾1
−1 = −𝐸𝐾1

−1 = 𝑆(𝐸). (10.1.11)

We now introduce the “restricted” versions of 𝑈𝑞 (𝔤𝔩2) at various stages of unrolling, by
imposing certain relations on the powers of the generators. In the fully rolled case, this is
known as the small quantum group.

Definition 10.1.10. The restricted quantum group of 𝔤𝔩2, denoted 𝑈𝑞 (𝔤𝔩2), is the associative
algebra obtained by taking the quotient of 𝑈𝑞 (𝔤𝔩2) by the two-sided ideal generated by the
relations 𝐸 𝑝 = 𝐹 𝑝 = 𝐾1

𝑝 −1 = 𝐾2
𝑝 −1 = 0.

Definition 10.1.11. The half-unrolled restricted quantum group of 𝔤𝔩2, denoted𝑈𝑋1
𝑞 (𝔤𝔩2), is the

associative algebra obtained by taking the quotient of𝑈𝑋1
𝑞 (𝔤𝔩2) by the two-sided ideal generated

by the relations 𝐸 𝑝 = 𝐹 𝑝 = 𝐾1
𝑝 −1 = 0.

Definition 10.1.12. The unrolled restricted quantum group of 𝔤𝔩2, denoted 𝑈𝑋1,𝑋2
𝑞 (𝔤𝔩2), is

the associative algebra obtained by taking the quotient of 𝑈𝑋1,𝑋2
𝑞 (𝔤𝔩2) by the two-sided ideal

generated by the relations 𝐸 𝑝 = 𝐹 𝑝 = 0.
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Proposition 10.1.13. The restricted quantum groups of 𝔤𝔩2 can be endowed with the same Hopf
algebra structure as their unrestricted counterparts.

Proof. This follows from Proposition 10.1.6 and Proposition 10.1.9, by checking that the
comultiplication and counit are algebra homomorphisms and the antipode is an algebra anti-
homomorphism, in the sense that they are compatible with the new relations. The counit of 𝐸
vanishes so we omit that calculation.

Δ(𝐸 𝑝) = Δ(𝐸) 𝑝 = (𝐸 ⊗𝐾1 +1⊗ 𝐸) 𝑝 =
𝑝∑︁
𝑛=0

𝑞𝑛(𝑝−𝑛)
[
𝑝

𝑛

]
𝐸 𝑝−𝑛 ⊗ 𝐸𝑛𝐾1

𝑝−𝑛 = 0,

𝑆(𝐸 𝑝) = 𝑆(𝐸) 𝑝 = (−1) 𝑝𝐸 𝑝 = 0,

Δ(𝐾1
𝑝) = Δ(𝐾1) 𝑝 = 𝐾1

𝑝 ⊗𝐾1
𝑝 = 1⊗ 1 = Δ(1),

𝑆(𝐾1
𝑝) = 𝑆(𝐾1) 𝑝 = 𝐾1

−𝑝 = 1, 𝜀(𝐾1
𝑝) = 1 = 𝜀(1). (10.1.12)

The terms with 𝑛 = 0 and 𝑛 = 𝑝 vanish by imposing 𝐸 𝑝 = 0 and the rest vanish because
[𝑝] = 𝑞𝑝−𝑞−𝑝

𝑞−𝑞−1 = 0 when 𝑞2𝑝 = 1, which implies [𝑝]! = 0 and therefore
[
𝑝
𝑛

]
= 0. For more

information on this notation, refer to [12][Section VI.1].

Definition 10.1.14. Let𝑈 be one of the restricted quantum groups for 𝔤𝔩2. The corresponding
quantum Cartan subalgebra for each of these quantum groups, is the subalgebra generated
by 𝐾𝑖 and 𝑋𝑖 , which we list below.

𝐻0 ⊂ 𝑈0 =𝑈
𝑋1,𝑋2
𝑞 (𝔤𝔩2), 𝐻1 ⊂ 𝑈1 =𝑈

𝑋1
𝑞 (𝔤𝔩2), 𝐻2 ⊂ 𝑈2 =𝑈𝑞 (𝔤𝔩2). (10.1.13)

10.2 Modules

We begin by introducing the categories of vector spaces which are equivalent to the module
categories of the quantum Cartan subalgebras and endow them with braided tensor structure.
Then we prove the equivalence and build up to the categories for the full quantum groups.

Definition 10.2.1. Let the following denote the categories of finite dimensional modules, graded
by their respective groups.

C0 = Vectfd
R2 , C1 = Vectfd(R/𝑝Z)×Z, C2 = VectfdZ𝑝×Z𝑝 . (10.2.1)

Denote their simple objects by C(𝑥,𝑦) , where (𝑥, 𝑦) ∈ (R,R), (Z,R/𝑝Z) or (Z𝑝,Z𝑝), respec-
tively. We endow them with the structure of ribbon Grothendieck-Verdier categories in the
following way, where 𝑃 is the tensor flip of vector spaces.
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• Tensor product C(𝑥,𝑦) ⊗C(𝑥′,𝑦′) � C(𝑥+𝑥′,𝑦+𝑦′) .

• Braiding 𝜎
(
C(𝑥,𝑦) ,C(𝑥′,𝑦′)

)
= 𝑞2𝑥𝑦′𝑃 and a trivial associator.

• Dualising object C(2𝜉1,2𝜉2) and twist 𝜃
(
C(𝑥,𝑦)

)
= 𝑞2(𝑥𝑦−𝜉1𝑦−𝜉2𝑥) idC(𝑥,𝑦) .

Note that the braiding and the twist above do not depend on the choice of representatives, so
we omit any choices of sections R/𝑝Z→ R and Z𝑝→ Z.

Remark. We can apply Proposition 8.5.1 to see how each of these categories are related by
simple current extensions. C1 can be obtained from C0 by taking the category of local (trivial
double braiding) modules over the commutative ring 𝐴1 =

⊕
𝑘∈ZC(0, 𝑝𝑘) for C(0, 𝑝𝑘) ∈ C0.

The corresponding modules in C1 are given by 𝐴1 ⊗C(𝑥,𝑦) for C(𝑥,𝑦) ∈ C0. Similarly, C2 can
be obtained from C1 by taking the category of local modules over the commutative ring 𝐴2 =⊕

𝑘∈ZC(𝑝𝑘,𝑝Z) forC(𝑝𝑘,𝑝Z) ∈ C1. The corresponding modules inC2 are given by 𝐴2⊗C0C(𝑥,𝑦) ,
for C(𝑥,𝑦) ∈ C0.

Definition 10.2.2. Let 𝐻 be a Hopf algebra with a subalgebra isomorphic to an 𝐻𝑛 from
Definition 10.1.14, and let 𝑉 be a finite dimensional 𝐻-module. Then 𝑉 is a weight module if
it splits into a direct sum of 𝐾𝑛 and 𝑋𝑛 eigenspaces and 𝐾𝑛 = 𝑞2𝑋𝑛 = 𝑒

2𝜋𝐼
𝑝
𝑋𝑛 as operators on 𝑉 ,

whenever 𝐾𝑛 and 𝑋𝑛 are both in the set of generators for 𝐻, with 𝑛 fixed. We also require that
the eigenvalues (weights) of 𝑋𝑛 are real and the eigenvalues of 𝐾𝑛 have modulus 1. We denote
the category of weight modules of 𝐻 by 𝐻-Modwt.

Proposition 10.2.3. Let 𝐻 be as in Definition 10.2.2. Then 𝐻-Modwt is a monoidal category. If
𝐻 is also equipped with a ribbon element and an 𝑅-matrix, then 𝐻-Modwt is a ribbon category.

Proof. That the categories are monoidal follows from Proposition 4.3.3, after checking that
the “weight” conditions are preserved by the tensor product prescribed by the coproduct of
the Hopf algebra. As the coproduct of the 𝑋 elements are primitive and the coproduct of
the 𝐾 elements are grouplike, their eigenvalues on a tensor product module are the sums and
products of the individual weights, respectively. The second statement follows immediately
from Proposition 4.4.2.

Proposition 10.2.4. 𝐻𝑛-Modwt are equivalent to C𝑛, as ribbon Grothendieck-Verdier cate-
gories, for 𝑛 = 0,1,2. The categories are rigid when the dualising object is the tensor unit.

Proof. Working through the procedure in the case of 𝐻1, we start with the bosonic lattice data
Ψ = (𝜂, 〈−,−〉,Λ, 𝜉) where 𝜂 = R2, 〈𝑥, 𝑦〉 = (𝑥1𝑦2 + 𝑥2𝑦1)/𝑝, Λ = 𝑝Z𝑒2. We choose the section
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𝑠 : (𝑥1, 𝑥2) ↦→ (𝑥1, 𝑥2) where 𝑧 is the unique representative of 𝑧 ∈ R/𝑝Z in the interval [0, 𝑝).
Then the construction in Section 8.4 gives us the following Hopf algebra.

𝐻Λ = U
(
Λ⊥

)
⊗C[Λ∗/Λ⊥] = C[𝑋(0,1) ,𝐾 (1,0) ,𝐾−1

(1,0) ], (10.2.2)

where the 𝑋 elements are primitive and the 𝐾 elements are grouplike and satisfy 𝐾−1𝐾 = 1.
𝐻Λ acts on modules in VectΛ∗/Λ = VectZ×(R/𝑝Z) by

𝑋(0,1) |C(𝑥1 ,𝑥2 )
= 𝑥1idC(𝑥1 ,𝑥2 )

, 𝐾 (1,0) |C(𝑥1 ,𝑥2 )
= 𝑞2𝑥2 idC(𝑥1 ,𝑥2 )

, 𝑥1 ∈ Z, 𝑥2 ∈ R/𝑝Z.
(10.2.3)

We let 𝑋1 = 𝑋(0,1) and 𝐾2 = 𝐾 (1,0) . Then we can include a generator 𝐾1 = 𝑞
2𝑋1 which acts as

𝐾1 |C(𝑥1 ,𝑥2 )
= 𝑞2𝑥1 idC(𝑥1 ,𝑥2 )

, 𝑥1 ∈ Z. (10.2.4)

As 𝑞2𝑝 = 1, this generator must satisfy 𝐾 𝑝1 = 1 and we recover the form of 𝐻1 stated in Defini-
tion 10.1.2. As a result of this correspondence, we know that the category 𝐻1-Modwt is ribbon
Grothendieck-Verdier equivalent to VectZ×(R/𝑝Z) with the following structure morphisms. First,
the braiding and associator

Ω(𝑥, 𝑦) = 𝑞𝑥1𝑦2+𝑦1𝑥2 , 𝐹 (𝑥, 𝑦, 𝑧) = 𝑞𝑥1 (𝑦2+𝑧2−𝑦2−𝑧2) . (10.2.5)

We can shift (Ω, 𝐹) by a coboundary 𝑘 (𝑥, 𝑦) = 𝑞−𝑥1𝑦2 to yield (𝜎,1), where

𝜎(𝑥, 𝑦) = 𝑞2𝑥1𝑦2 . (10.2.6)

We also have the twist corresponding to dualising objectC2𝜉 , giving a rigid twist for 𝜉 = (0, 𝑝Z).

𝜃 (𝑥) = 𝑞2(𝑥1𝑥2−𝑥1 𝜉2−𝜉1𝑥2) . (10.2.7)

Correspondingly, we have the following 𝑅-matrix and ribbon element.

𝑅1 = exp
(
2𝜋𝑖
𝑝
𝑋1 ⊗ log𝐾2

)
, 𝑟1 = exp

(
−2𝜋𝑖
𝑝
(𝑋1 ⊗ log𝐾2− 𝑋1 ⊗ 𝜉2− 𝜉1 ⊗ log𝐾2)

)
.

(10.2.8)
We can repeat this process for the case of the trivial and the full rank lattices. For Λ = 0 we
have

Λ∗/Λ = R2, 𝐻Λ = C[𝑋(1,0) , 𝑋(0,1) ] . (10.2.9)

We obtain 𝐻0 by including 𝐾 (1,0) and 𝐾 (0,1) , which are not constrained. For Λ = 𝑝Z𝑒1 + 𝑝Z𝑒2

we have
Λ∗/Λ = Z𝑝 ×Z𝑝, 𝐻Λ = C[𝐾 (1,0) ,𝐾 (0,1) ] . (10.2.10)
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with the following 𝑅-matrix and ribbon element.

𝑅0 = exp
(
2𝜋𝑖
𝑝
𝑋1 ⊗ 𝑋2

)
, 𝑟0 = exp

(
−2𝜋𝑖
𝑝
(𝑋1 ⊗ 𝑋2− 𝑋1 ⊗ 𝜉2− 𝜉1 ⊗ 𝑋2)

)
. (10.2.11)

We obtain 𝐻2 by imposing the constraints 𝐾 𝑝(1,0) = 𝐾 (𝑝,0) = 1 and 𝐾 𝑝(0,1) = 𝐾 (0, 𝑝) = 1. Each of
the structure morphisms do not depend on the choices of sections so the same formulae hold.
For the 𝑅-matrix and ribbon element we can replace 𝑋𝑖 with log𝐾𝑖 when 𝐻𝑛 does not contain
the relevant 𝑋𝑖 and these evaluate in the same way.

𝑅2 = exp
(
2𝜋𝑖
𝑝

log𝐾1 ⊗ log𝐾2

)
, 𝑟2 = exp

(
−2𝜋𝑖
𝑝
(log𝐾1 ⊗ log𝐾2− log𝐾1 ⊗ 𝜉2− 𝜉1 ⊗ log𝐾2)

)
.

(10.2.12)
Technically these 𝑅-matrices are not in the tensor square of the quantum group, but the action
is a well defined linear map on such a tensor product, so it still gives rise to a braiding in the
expected way.

Remark. We can check directly that𝐻𝑛-Modwt are equivalent toC𝑛, as abelian categories, in the
following way. For each𝐻𝑛, letC(𝑥1,𝑥2) denote the module satisfying 𝐾𝑖 |C(𝑥1 ,𝑥2 )

= 𝑞2𝑥𝑖 idC(𝑥1 ,𝑥2 )
.

For 𝐻0, the 𝑋𝑖 eigenvalues determine the 𝐾𝑖 eigenvalues as 𝐾𝑖 = 𝑞2𝑋𝑖 . Therefore the simple
modules are graded by 𝑥, 𝑦 ∈ R which are unconstrained. For 𝐻1, we have the constraint
1 = 𝐾1

𝑝 = 𝑞2𝑝𝑋1 = 𝑒2𝜋𝑖𝑋1 which implies that 𝑥1 ∈ Z. As the generator 𝑋2 is not in 𝐻1, we find
that 𝐾2 acts the same way if 𝑥2 is shifted by any multiple of 𝑝. Therefore, 𝑥2 ∈ R/𝑝Z. For 𝐻2,
𝐾1

𝑝 = 𝐾2
𝑝 = 1 implies that 𝑥1, 𝑥2 ∈ Z. We see that the actions of 𝐾1 and 𝐾2 are invariant under

shifting 𝑥1, 𝑥2 by multiples of 𝑝 and therefore we have 𝑥1, 𝑥2 ∈ Z/𝑝Z = Z𝑝.

Remark. Note that in the fully rolled case we can rewrite the 𝑅-matrix as

𝑅2 =
1
𝑝

∑︁
𝑛,𝑚∈Z𝑝

𝑞−2𝑛𝑚𝐾1
𝑛 ⊗𝐾2

𝑚 (10.2.13)

Definition 10.2.5. For any choice of category C ∈ {C0,C1,C2}, let 𝑀 ∈ C denote the simple
objects C(1,1) , where each label denotes the appropriate coset. Let 𝐵 = 𝔅(𝑀) be the Nichols
algebra of 𝑀 . Then 𝑀 has self braiding 𝑄(M) = 𝑒2𝜋𝑖/𝑝 = 𝑞2, so we find that 𝐵 � C[𝑥]/𝑥𝑝 as a
vector space. 𝐵 is endowed with the following Hopf algebra structure, defined by its action on
the generator 𝑥.

Δ(𝑥) = 𝑥 ⊗ 1+1⊗ 𝑥, 𝜀(𝑥) = 0, 𝑆(𝑥) = −𝑥. (10.2.14)

Similarly, we define 𝐵∗ = 𝔅(𝑀∗) where 𝑀∗ ∈ C is the dual module to 𝑀 , given by C(−1,−1) .

These choices of modules 𝑀 and 𝑀∗ are significant as they contain the screening operators
for the two free field realisations of the bosonic ghost vertex algebra, see Proposition 9.4.1.
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It is expected that quantum group modules form Yetter-Drinfeld categories (see Section 4.5)
over the Nichols algebra, in the category of modules over the quantum Cartan subalgebra. The
Nichols algebra structure yields the Serre relations, the action and coaction yield the coproduct
and commutation relations, and the Yetter-Drinfeld condition yields the commutator [𝐸,𝐹].
There has been related work by Laugwitz [63], and similar statements involving Yetter-Drinfeld
modules (or crossed bi-modules) in connection with quantum groups are well known [12][IX.5].
Here we calculate and verify the specific relations for 𝔤𝔩2 and prove the equivalence in the
language of Yetter-Drinfeld categories.

Theorem 10.2.6. 𝑈𝑛-Modwt are equivalent to 𝐵
𝐵
YD

(
𝐻𝑛-Modwt) as ribbon Grothendieck-

Verdier categories. The categories are rigid when the dualising object is the tensor unit.
That is,

• 𝑈𝑋1,𝑋2
𝑞 (𝔤𝔩2)-Modwt is equivalent to 𝐵

𝐵
YD

(
Vectfd

C2

)
as braided tensor categories.

• 𝑈𝑋1
𝑞 (𝔤𝔩2)-Modwt is equivalent to 𝐵

𝐵
YD

(
Vectfd(R/𝑝Z)×Z

)
as braided tensor categories.

• 𝑈𝑞 (𝔤𝔩2)-Modwt is equivalent to 𝐵
𝐵
YD

(
VectfdZ𝑝×Z𝑝

)
as braided tensor categories.

Proof. We start with a general set up for a quantum group, then we construct a Yetter-Drinfeld
module from a given quantum group module. We specialise to our choices of quantum groups
and show that the commutator of 𝐸 and 𝐹 in the quantum group relations is equivalent to
the Yetter-Drinfeld condition, and that the coproduct on the Hopf algebra side corresponds
to a specific action and coaction on the Yetter-Drinfeld side. The category of Yetter-Drinfeld
modules comes equipped with a braiding, and we construct the corresponding 𝑅-matrix.

Let𝑈 be a Hopf algebra. We proceed as generally as possible, specialising to our case (𝑈 is
the restricted quantum group of 𝔤𝔩2) when necessary. Suppose we have a Hopf subalgebra𝐻 ⊂𝑈
and two subalgebras 𝐵, 𝐵′ ⊂ 𝑈. Suppose 𝐵 has an 𝐻-action such that 𝑈 has a relation of the
form ℎ.𝑏 = ℎ1𝑏𝑆(ℎ2) ∈ 𝐵. Suppose 𝐵 has a coproduct Δ𝐵 and a left 𝐻-coaction 𝛿𝐵 (𝑏) = 𝑘𝑏 ⊗ 𝑏,
for grouplike 𝑘𝑏 ∈ 𝐻 such that Δ𝑈 (𝑏) = (𝜇𝑈 ⊗ id) (id⊗ 𝛿𝐵) (Δ𝐵𝑏) for 𝑏 ∈ 𝐵. Suppose the same
for 𝐵′, and let 〈, 〉 : 𝐵′⊗ 𝐵→ C be a dual pairing compatible with all structure on 𝐵, 𝐵′. We see
that these satisfy the conditions required of an action and a coaction below.

(ℎ𝑘).𝑏 = (ℎ𝑘)1𝑏𝑆((ℎ𝑘)2) = ℎ1𝑘1𝑏𝑆(ℎ2𝑘2) = ℎ1(𝑘1𝑏𝑆(𝑘2))𝑆(ℎ2) = ℎ.(𝑘.𝑏),

1.𝑏 = 1𝑏𝑆(1) = 𝑏,

(Δ⊗ 1)𝛿𝐵 (𝑏) = Δ(𝑘𝑏) ⊗ 𝑏 = 𝑘𝑏 ⊗ 𝑘𝑏 ⊗ 𝑏 = 𝑘𝑏 ⊗Δ𝐵 (𝑏) = (1⊗ 𝛿𝐵)𝛿𝐵 (𝑏),

(𝜀 ⊗ 1)𝛿𝐵 (𝑏) = 𝜀(𝑘𝑏) ⊗ 𝑏 = 1⊗ 𝑏 ' 𝑏. (10.2.15)
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Let 𝑉 be a 𝑈 module. We define 𝜓(𝑉) ∈ 𝐵
𝐵
YD(𝐻-Modwt). First, we restrict 𝑉 to 𝐻 ⊂ 𝑈

which gives an 𝐻-module.
Restricting 𝑉 to 𝐵 gives a 𝐵-module. The algebra relation between 𝐵 and 𝐻 proves in

general that this is a 𝐵-module inside 𝐻-mod. That is, the 𝐵-action is an 𝐻-module morphism

(ℎ1.𝑏).(ℎ2.𝑣) = (ℎ1𝑏𝑆(ℎ2)).(ℎ3.𝑣) = (ℎ1𝑏𝑆(ℎ2)ℎ3).𝑣 = (𝜀(ℎ2)ℎ1𝑏).𝑣 = (ℎ𝑏).𝑣 = ℎ.(𝑏.𝑣).
(10.2.16)

Restricting 𝑉 to 𝐵′ gives a 𝐵′ module. From the pairing, we obtain a 𝐵-comodule structure
via 𝑣−1 ⊗ 𝑣0 = 𝛿(𝑣) ∈ 𝐵 ⊗𝑉 with the property that, for all 𝑏′ ∈ 𝐵′, we have 〈𝑏′, 𝑣−1〉𝑣0 = 𝑏

′.𝑣.
More explicitly, if 𝑏𝑖 , 𝑏′𝑖 are a dual basis 〈𝑏′

𝑖
, 𝑏 𝑗〉 = 𝛿𝑖 𝑗 then 𝑣−1 ⊗ 𝑣0 =

∑
𝑖 𝑏𝑖 ⊗ (𝑏′𝑖 .𝑣) . Again,

we see that this is a 𝐵-coaction inside 𝐻-mod. This follows directly from the 𝐵′-action being
an 𝐻-module morphism, as above for 𝐵.

We check the Yetter-Drinfeld condition for diagonal braiding on 𝐻. That is, 𝑣 ⊗ 𝑤 ↦→
𝑞(𝑣,𝑤)𝑤 ⊗ 𝑣.

𝐿𝐻𝑆 = 𝑞(𝑏2, 𝑣)𝑞(𝑏12, 𝑣−1)𝑞(𝑏12.𝑣0, 𝑆(𝑏2))𝑏11𝑣−1𝑆(𝑏2) ⊗ 𝑏12.𝑣0,

𝑅𝐻𝑆 = (𝑏.𝑣)−1 ⊗ (𝑏.𝑣)0. (10.2.17)

Insert coaction

𝐿𝐻𝑆 =
∑︁
𝑖

𝑞(𝑏2, 𝑣)𝑞(𝑏12, 𝑏𝑖)𝑞(𝑏12.𝑏
′
𝑖 .𝑣, 𝑆(𝑏2))𝑏11𝑏𝑖𝑆(𝑏2) ⊗ 𝑏12.𝑏

′
𝑖 .𝑣,

𝑅𝐻𝑆 =
∑︁
𝑖

𝑏𝑖 ⊗ 𝑏′𝑖 .(𝑏.𝑣). (10.2.18)

Let 𝑏 be a primitive element in 𝐵, then 𝑏11 ⊗ 𝑏12 ⊗ 𝑏2 = 𝑏 ⊗ 1⊗ 1+1⊗ 𝑏 ⊗ 1+1⊗ 1⊗ 𝑏.

𝐿𝐻𝑆 =
∑︁
𝑖

𝑏𝑏𝑖 ⊗ 𝑏′𝑖 .𝑣 +
∑︁
𝑗

𝑞(𝑏, 𝑏 𝑗)𝑏 𝑗 ⊗ 𝑏𝑏′𝑗 .𝑣 +
∑︁
𝑖

𝑞(𝑏, 𝑣)𝑞(𝑏′𝑖 .𝑣, 𝑆(𝑏))𝑏𝑖 (−𝑏) ⊗ 𝑏′𝑖 .𝑣,

(10.2.19)

𝑅𝐻𝑆 =
∑︁
𝑗

𝑏 𝑗 ⊗ 𝑏′𝑗𝑏.𝑣. (10.2.20)

Further, let 𝜆(𝑖)𝑏𝑖 ⊗ 𝑏′𝑖 = 𝐹𝑖 ⊗𝐺𝑖 and test the relation on 𝑏 = 𝐹, using the braidings from 𝐻0,
𝐻1, 𝐻2. Let C𝐺 = 𝑀 be the module generating the Nichols algebra 𝐵′ and let C𝐹 = 𝑀∗ be
the dual module to 𝑀 , which generates the Nichols algebra B. Then from the braiding on 𝐻,
we have 𝑞(𝐺,𝐺) = 𝑞(𝐹,𝐹) = 𝑞2, 𝑞(𝐺,𝐹) = 𝑞(𝐹,𝐺) = 𝑞−2, 𝑞(𝑣, 𝐹) = 𝑞−2𝑥 and 𝑞(𝐹,𝑣) = 𝑞−2𝑦 ,
where 𝐾1𝑣 = 𝑞

2𝑥𝑣 and 𝐾2𝑣 = 𝑞
2𝑦𝑣, for 𝑣 ∈ 𝑀 .

𝐿𝐻𝑆 =
∑︁
𝑖

𝜆(𝑖)−1𝐹𝐹𝑖 ⊗𝐺𝑖 .𝑣 +
∑︁
𝑗

𝜆( 𝑗)−1𝑞2 𝑗𝐹 𝑗 ⊗ 𝐹𝐺 𝑗 .𝑣−
∑︁
𝑖

𝜆(𝑖)−1𝑞−2𝑦𝑞−2𝑥−2𝑖𝐹𝑖𝐹 ⊗𝐺𝑖 .𝑣,
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𝑅𝐻𝑆 =
∑︁
𝑗

𝜆( 𝑗)−1𝐹 𝑗 ⊗𝐺 𝑗𝐹.𝑣. (10.2.21)

Compare the terms with 𝐹𝑖+1 resp 𝐹 𝑗 , 𝑗 = 𝑖 +1.

𝜆(𝑖)−1𝐺𝑖 .𝑣 +𝜆(𝑖 +1)−1𝑞2𝑖+2𝐹𝐺𝑖+1.𝑣−𝜆(𝑖)−1𝑞−2𝑥−2𝑦−2𝑖𝐺𝑖 .𝑣 = 𝜆(𝑖 +1)−1𝐺𝑖+1𝐹.𝑣,

𝜆(𝑖 +1)−1
(
𝑞2𝑖+2𝐹𝐺𝑖+1−𝐺𝑖+1𝐹

)
= 𝜆(𝑖)−1(𝑞−2𝑥−2𝑦−2𝑖 −1)𝐺𝑖 . (10.2.22)

eg. 𝑖 = 0 gives 𝑞2𝐹𝐺 −𝐺𝐹 =
𝜆(1)
𝜆(0) (𝑞

−2𝑥−2𝑦 −1). Substituting the relation 𝐺 = (𝑞− 𝑞−1)𝐾1
−1𝐸

gives [𝐸,𝐹] = 𝜆(1)
𝜆(0)

(
𝐾1−𝐾2

−1

𝑞−𝑞−1

)
.

Now we can work out 𝜆(𝑖) to check this is really equivalent to our quantum group commu-
tator. For 〈−,−〉 to be a dual pairing, it must satisfy the following conditions (using Sweedler
notation to suppress the sum).

〈𝑎𝑏, 𝑐〉 = 〈𝑎, 𝑐2〉〈𝑏, 𝑐1〉, 〈𝑎, 𝑐𝑑〉 = 〈𝑎2, 𝑐〉〈𝑎1, 𝑑〉, 〈𝑎,1〉 = 𝜀(𝑎), 〈1, 𝑐〉 = 𝜀(𝑐). (10.2.23)

Once we have defined its value on our generators 𝐹 and 𝐺, we can work out the pairing on 𝐹𝑖

and 𝐺 𝑗 as follows, where we apply the above relations with 𝑎 = 𝐺𝑖 , 𝑐 = 𝐹𝑛, 𝑑 = 𝐹𝑖−𝑛 for some
choice of 𝑛. We work out the coproduct Δ(𝐺𝑖) using the braided multiplication of the tensor
product given by (𝑎 ⊗ 𝑏) (𝑐 ⊗ 𝑑) = 𝑞(𝑏, 𝑐)𝑎𝑐 ⊗ 𝑏𝑑.

〈𝐺,𝐹〉 = 1, 〈𝐺2, 𝐹2〉 = (1+ 𝑞2), 〈𝐺𝑖 , 𝐹 𝑗〉 = 𝜆(𝑖)𝛿𝑖 𝑗 ,

〈𝐺𝑖 , 𝐹𝑖〉 =
𝑖∑︁

𝑚=0
𝑞𝑚(𝑖−𝑚)

[
𝑖

𝑚

]
〈𝐺𝑖−𝑚, 𝐹𝑖−𝑛〉〈𝐺𝑚, 𝐹𝑛〉 = 𝑞𝑛(𝑖−𝑛)

[
𝑖

𝑛

]
𝜆(𝑖−𝑛)𝜆(𝑛). (10.2.24)

We make the choice 𝑛 = 1 to find the following recurrence relation for 𝜆(𝑖).

𝜆(0) = 𝜆(1) = 1, 𝜆(2) = (1+ 𝑞2) = 𝑞 [2], 𝜆(𝑖) = 𝑞𝑖−1 [𝑖]𝜆(𝑖−1). (10.2.25)

Therefore we find the following expression for 𝜆(𝑖).

𝜆(𝑖) = 𝑞𝑖 (𝑖−1)/2 [𝑖]! (10.2.26)

Note that this pairing is compatible with the relations 𝐹 𝑝 = 𝐺 𝑝 = 0 as [𝑝] = 0 =⇒ 𝜆(𝑝) =
0. The pairing also implies the relations because non-degeneracy of the pairing means that
〈𝐺 𝑝, 𝐹𝑖〉 = 〈𝐺𝑖 , 𝐹 𝑝〉 = 0 =⇒ 𝐺 𝑝 = 𝐹 𝑝 = 0. We can also rewrite the Yetter-Drinfeld condition
in terms of 𝐸 and 𝐹.

[𝐸 𝑖+1, 𝐹] = 𝜆(𝑖 +1)
𝜆(𝑖)

(
𝑞2𝑥 − 𝑞−2𝑦−2𝑖

𝑞− 𝑞−1

)
𝐸 𝑖 =

𝜆(𝑖 +1)
𝜆(𝑖)

(
𝐸 𝑖𝐾1−𝐾2

−1𝐸 𝑖

𝑞− 𝑞−1

)
. (10.2.27)
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To ensure that this also holds for 𝑖 +1 and higher, we can rewrite the condition in the following
way.

[𝐸 𝑖+2, 𝐹] = 𝐸 [𝐸 𝑖+1, 𝐹] + [𝐸,𝐹]𝐸 𝑖+1 =
(
𝜆(𝑖 +1)
𝜆(𝑖) + 𝑞

2𝑖+2
)
𝐸 𝑖+1𝐾1

𝑞− 𝑞−1 −
(
𝜆(𝑖 +1)
𝜆(𝑖) 𝑞2 +1

)
𝐾2
−1𝐸 𝑖+1

𝑞− 𝑞−1 .

(10.2.28)
Both coefficients must be equal to 𝜆(𝑖+2)

𝜆(𝑖+1) and therefore also to each other, so we find that

𝜆(𝑖 +1)
𝜆(𝑖) =

𝑞2𝑖+2−1
𝑞2−1

= 𝑞𝑖
𝑞𝑖+1− 𝑞−𝑖−1

𝑞− 𝑞−1 = 𝑞𝑖 [𝑖 +1] . (10.2.29)

This is exactly the condition on 𝜆(𝑖) which we require.
We check the tensor product (comultiplication), starting with the following coactions.

𝛿𝐵 (𝐹) = 𝐾2
−1 ⊗ 𝐹, 𝛿𝐵′ (𝐺) = 𝐾1

−1 ⊗𝐺. (10.2.30)

𝐹 and 𝐺 are primitive in 𝐵 and 𝐵′. With the coactions above, the coproducts in 𝑈 take the
following forms.

Δ𝑈 (𝐹) = 𝐾2
−1 ⊗ 𝐹 +𝐹 ⊗ 1, Δ𝑈 (𝐺) = 𝐾1

−1 ⊗𝐺 +𝐺 ⊗ 1, (10.2.31)

Δ𝑈 (𝐸) =
Δ𝑈 (𝐾1)Δ𝑈 (𝐺)

𝑞− 𝑞−1 = 𝐾1𝐾1
−1 ⊗

(
𝐾1𝐺

𝑞− 𝑞−1

)
+

(
𝐾1𝐺

𝑞− 𝑞−1

)
⊗𝐾1 = 1⊗ 𝐸 +𝐸 ⊗𝐾1.

To demonstrate that these act the same way we evaluate the coproducts from the subalgebra
𝐵 with braided multiplication and from the quantum group 𝑈 on the module 𝑣 such that
𝐾1𝑣 = 𝑞

2𝑥𝑣, 𝐾2𝑣 = 𝑞
2𝑦𝑣.

Δ𝐵 (𝐹).(𝑣 ⊗𝑤) = 𝐹.𝑣 ⊗𝑤 + 𝑞(𝐹,𝑣)𝑣 ⊗ 𝐹𝑤,

Δ𝑈 (𝐹).(𝑣 ⊗𝑤) = 𝐹.𝑣 ⊗𝑤 +𝐾2
−1.𝑣 ⊗ 𝐹𝑤. (10.2.32)

These are equal because the braiding on 𝐻 gives 𝑞(𝐹,𝑣)𝑣 = 𝑞−2𝑦𝑣 = (𝐾2)−1𝑣. Similarly for 𝐺,
we find

Δ𝐵′ (𝐺).(𝑣 ⊗𝑤) = 𝐺.𝑣 ⊗𝑤 + 𝑞′(𝐺,𝑣)𝑣 ⊗𝐺𝑤,

Δ𝑈 (𝐺).(𝑣 ⊗𝑤) = 𝐺.𝑣 ⊗𝑤 +𝐾1
−1.𝑣 ⊗𝐺𝑤. (10.2.33)

These agree as long as the braiding 𝑞′ on𝐺 as a 𝐵′-module is the inverse braiding 𝑞−1 (C(𝑥,𝑦) ,C(𝑥′,𝑦′) ) =
𝑞−2𝑦𝑥′ =⇒ 𝑞′(𝐺,𝑣)𝑣 = 𝑞−2𝑥𝑣 = (𝐾1)−1𝑣. This follows from the conversion process between
𝐵-comodules and 𝐵′-modules. For 𝑏1 = 𝑏 = 𝐹, 𝑏′ = 𝐺 we can see this from the following ex-
pressions for the coaction of 𝐵 on the tensor product. The first comes from the action of 𝐵′ and
the second from the coaction of 𝐵. For them to be equal we must have 𝑞′(𝐺,𝑣) = 𝑞(𝑣, 𝐹) = 𝑞−2𝑥 .

𝛿(𝑣 ⊗𝑤) =
∑︁
𝑖

𝑏𝑖 ⊗ 𝑏′𝑖 .(𝑣 ⊗𝑤) (10.2.34)
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=
∑︁
𝑖

𝑞′((𝑏′𝑖)2, 𝑣)𝑏𝑖 ⊗ (𝑏′𝑖)1.𝑣 ⊗ (𝑏′𝑖)2.𝑤 = 1⊗ 𝑣 ⊗𝑤 + 𝑏 ⊗ 𝑏′.𝑣 ⊗𝑤 + 𝑞′(𝑏′, 𝑣)𝑏 ⊗ 𝑣 ⊗ 𝑏′.𝑤 + . . . ,

𝛿(𝑣 ⊗𝑤) =
∑︁
𝑖, 𝑗

𝑞(𝑏′𝑖 .𝑣, 𝑏 𝑗)𝑏𝑖𝑏 𝑗 ⊗ 𝑏′𝑖 .𝑣 ⊗ 𝑏′𝑗 .𝑤 = 1⊗ 𝑣 ⊗𝑤 + 𝑏 ⊗ 𝑏′.𝑣 ⊗𝑤 + 𝑞(𝑣, 𝑏)𝑏 ⊗ 𝑣 ⊗ 𝑏′.𝑤 + . . . .

We find the R-Matrix from the braiding in 𝐵
𝐵
YD(𝐻-Modwt).

𝜎(𝑣,𝑤) = 𝑞(𝑣0,𝑤)𝑣−1.𝑤 ⊗ 𝑣0 =
∑︁
𝑖

𝑞(𝑏′𝑖 .𝑣,𝑤)𝑏𝑖 .𝑤 ⊗ 𝑏′𝑖 .𝑣 =
∑︁
𝑖

𝑞(𝑏′𝑖 ,𝑤)
(
𝑏𝑖 ⊗ 𝑏′𝑖

)
(𝑅0)21.(𝑤 ⊗ 𝑣),

𝑅 =
∑︁
𝑖

(𝑏′𝑖 ⊗ 𝑏𝑖)
(
1⊗𝐾2

𝑖
)
𝑅0, 𝑅21𝑅 =

(∑︁
𝑖, 𝑗

𝑏𝑖𝐾2
𝑖𝑏′𝑗 ⊗ 𝑏′𝑖𝑏 𝑗𝐾2

𝑗

)
𝑅0𝑅0. (10.2.35)

Therefore, 𝑅 is factorisable. Explicitly we have

𝑅 =

(
𝑝−1∑︁
𝑘=0

𝜆(𝑘)−1(𝑞− 𝑞−1)𝑘
(
𝐾1
−1𝐸

) 𝑘
⊗ 𝐹𝑘𝐾2

𝑘

)
𝑅0

=

(
𝑝−1∑︁
𝑘=0

(𝑞− 𝑞−1)𝑘
[𝑘]! 𝑞−𝑘 (3𝑘+1)/2𝐸 𝑘𝐾1

−𝑘 ⊗ 𝐹𝑘𝐾𝑘2

)
𝑅0. (10.2.36)

The ribbon Grothendieck-Verdier equivalence follows from braided monoidal equivalence, by
including the rigid twist defined from the Hopf algebra antipode and applying Lemma 3.1.6.

Using the expression (10.2.13) for the 𝑅-matrix of the fully rolled quantum Cartan subal-
gebra, we have the following expression for the 𝑅-matrix.

𝑅 =

(
𝑝−1∑︁
𝑘=0

(𝑞− 𝑞−1)𝑘
[𝑘]! 𝑞−𝑘 (3𝑘+1)/2𝐸 𝑘𝐾1

−𝑘 ⊗ 𝐹𝑘𝐾𝑘2

) (
1
𝑝

𝑝−1∑︁
𝑛,𝑚=0

𝑞−2𝑛𝑚𝐾1
𝑛 ⊗𝐾2

𝑚

)
=

1
𝑝

𝑝−1∑︁
𝑘=0

∑︁
𝑛,𝑚

(𝑞− 𝑞−1)𝑘
[𝑘]! 𝑞−3𝑘 (𝑘+1)/2𝑞−2𝑚𝑛𝐸 𝑘𝐾1

𝑛−𝑘 ⊗ 𝐹𝑘𝐾2
𝑚+𝑘

=
1
𝑝

𝑝−1∑︁
𝑘=0

∑︁
𝑛,𝑚

(𝑞− 𝑞−1)𝑘
[𝑘]! 𝑞𝑘 (𝑘−1)/2𝑞−2(𝑛+𝑘) (𝑚−𝑘)𝐸 𝑘𝐾1

𝑛 ⊗ 𝐹𝑘𝐾2
𝑚

=
1
𝑝

𝑝−1∑︁
𝑘=0

∑︁
𝑛,𝑚

(𝑞− 𝑞−1)𝑘
[𝑘]! 𝑞𝑘 (𝑘−1)/2𝑞−2𝑚𝑛𝐾1

𝑛𝐸 𝑘 ⊗𝐾2
𝑚𝐹𝑘

= 𝑅0

(
𝑝−1∑︁
𝑘=0

𝑞𝑘 (𝑘−1)/2

[𝑘]! (𝑞− 𝑞−1)𝑘𝐸 𝑘 ⊗ 𝐹𝑘
)
= 𝑅0Θ. (10.2.37)

The quasi 𝑅-matrix part Θ is the same as for 𝑈𝑞 (𝔰𝔩2), see [64][(4.43)] and the form of the
𝑅-matrix resembles the 𝑅-matrices given in [65]. Our expression also agrees with the 𝑅-matrix
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developed for quantum 𝔤𝔩2 in [66][(41), (42)], where our elements (𝑞,2𝑋1,2𝑋2,𝐾1,𝐾2, 𝐸, 𝐹)
correspond to (𝑒ℎ/2, 𝐻,𝐺,𝐾, 𝐿, 𝑋,𝑌 ) in [66] and, in addition, we impose 𝐸 𝑝 = 𝐹 𝑝 = 0. This
correspondence requires the following identity.∏

𝑘≥0
(1− (1− 𝑞2)𝑞2𝑘)−1 =

∑︁
𝑘≥0

(1− 𝑞2)𝑘
(1− 𝑞2) . . . (1− 𝑞2𝑘)

=
∑︁
𝑘≥0

𝑞𝑘 (𝑘−1)/2

[𝑘]! . (10.2.38)
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Chapter 11

The Equivalence

“It’s always the same with these bogus equivalences”
— Christopher Hitchens

In this section we will work towards proving the following theorem.

Theorem 11.0.1. Subject to Conjecture 11.4.2, category ℱ is equivalent to 𝑈𝑋1
𝑞 (𝔤𝔩2)-Modwt

for 𝑝 = 2, as a Grothendieck-Verdier category. Depending on the choice of dualising object
𝐾 ∈ {V𝑘 : 𝑘 ∈ Z} ⊂ℱ, they are also equivalent as

• Rigid categories, for 𝐾 = V0,

• Ribbon Grothendieck-Verdier categories, for 𝐾 = V2𝑘−1.

Recall that the bosonic ghost vertex algebra module category ℱ from Definition 9.2.1
is equipped with ribbon Grothendieck-Verdier structure given by Theorem 6.2.1, and recall
𝑈
𝑋1
𝑞 (𝔤𝔩2)-Modwt for 𝑝 = 2, from Definition 10.2.2.

Conjecture 11.4.2 is that there exists a solution to an equation which relates products
and iterates of intertwining operators for a triple of modules W

ℓ𝑖
𝜆𝑖

where 𝜆1 +𝜆2 +𝜆3 ∈ Z but
𝜆𝑖 +𝜆 𝑗 ∉ Z for any distinct pairs 𝑖, 𝑗 ∈ 1,2,3. Using the free field realisation, one can construct
intertwining operators where the products and iterates agree on the quotients of the modules
seen by each realisation. The conjecture is required in order to ensure that the products and
iterates agree on the full tensor product.

Remark. By Theorem 10.2.6, the two categories in Theorem 11.0.1 are also equivalent
to 𝐵

𝐵
YD

(
Vectfd(R/𝑝Z)×Z

)
, as ribbon Grothendieck-Verdier categories, where 𝐵 = 𝔅(𝑀) is the

Nichols algebra of a module 𝑀 with self braiding 𝑄(𝑀) = 𝑒2𝜋𝑖/𝑝 = 𝑞2 = −1, given in Defini-
tion 10.2.5.

We start with the equivalence as abelian categories.



146 Chapter 11. The Equivalence

11.1 Abelian equivalence

We begin by classifying the simple and projective modules in𝑈𝑋1
𝑞 (𝔤𝔩2)-Modwt, for 𝑝 = 2.

Proposition 11.1.1. Consider the following three infinite dimensional families of modules in
𝑈
𝑋1
𝑞 (𝔤𝔩2)-Modwt, for 𝑝 = 2. These modules have dimensions one, two and four, respectively,

with the generators represented by the following matrices.

V𝑛 : 𝑋1 = 𝑛, 𝐾2 = (−1)𝑛𝑒2𝜋𝑖𝜆, 𝐹 = 𝐸 = 0. (11.1.1)

W𝑛
𝜆 : 𝑋1 = diag(𝑛,𝑛−1), 𝐾2 = (−1)𝑛𝑒2𝜋𝑖𝜆diag(1,−1),

𝐹 = 𝑒21, 𝐸 =
1
2𝑖
(−1)𝑛

(
1− 𝑒−2𝜋𝑖𝜆

)
𝑒12. (11.1.2)

P𝑛 : 𝑋1 = diag(𝑛,𝑛−1, 𝑛+1, 𝑛), 𝐾2 = diag(1,−1,−1,1)

𝐹 = 𝑒21 + 𝑒43, 𝐸 = 𝑒31 + 𝑒42, (11.1.3)

where 𝑒𝑖 𝑗 is the matrix which satisfies
(
𝑒𝑖 𝑗

)
𝑘ℓ

= 𝛿𝑖𝑘𝛿 𝑗ℓ .
We claim the following.

• The modules V𝑛 and W𝑛
𝜆

are simple.

• The modules W𝑛
𝜆

and P𝑛 are projective and injective.

• These modules form a complete list of the indecomposable modules in 𝑈𝑋1
𝑞 (𝔤𝔩2)-Modwt,

for 𝑝 = 2, which are simple, projective or injective, up to isomorphism.

Figure 11.1: Diagrams visualising the structure of the modules classified in Proposition 11.1.1.
The arrows denote the action of the generators 𝐸 and 𝐹 between the one dimensional spaces
acted on by 𝑋1 as 𝑛 ∈ Z and by 𝐾2 as (−1)𝑛𝑒2𝜋𝑖𝜆, 𝜆 ∈ R/Z, which we denote C(𝑛)(𝜆) .

C
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(𝜆) C
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𝐸
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C
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(Z)

C
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(Z) C

(𝑛+1)
(Z)

C
(𝑛)
(Z)

P𝑛

𝐹 𝐸

𝐸 𝐹
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Proof. We begin by considering weight modules, which split into direct sums of eigenspaces
of the quantum Cartan subalgebra 𝐻1. Recall that by Proposition 10.2.4, the category of 𝐻1-
modules is semisimple, and the simple modules are one dimensional vector spaces C(𝑥1,𝑥2) , for
𝑥1 ∈ Z, 𝑥2 ∈ R/2Z. For convenience, we change variables to 𝑛 = 𝑥 ∈ Z, 𝜆 = (𝑥 + 𝑦)/2 ∈ R/Z and
denote the module by C(𝑛)(𝜆) . Recall the defining relations of 𝑈𝑋1

𝑞 , for 𝑝 = 2 (𝑞 = 𝑒𝑖 𝜋/2). By the
commutator relation in (10.1.5), we find the following condition which relates the actions of 𝐸
and 𝐹.

[𝐸,𝐹]
��
C
(𝑛)
(𝜆)

=
1
2𝑖
(−1)𝑛

(
1− 𝑒−2𝜋𝑖𝜆

)
id
C
(𝑛)
(𝜆)

= 𝑓𝑛,𝜆idC(𝑛)(𝜆)
. (11.1.4)

By (10.1.8) we see that 𝐸 and 𝐹 raise and lower the weight 𝑛 by 1, respectively, and leave the
weight 𝜆 unchanged. By (10.1.11), we have 𝐸2 = 𝐹2 = 0.

We will classify the simple modules. Let 𝑆 be a simple finite dimensional weight module.
Then all non-zero vectors are cyclic. Let 𝑣 be such a vector, satisfying 𝐸𝑣 = 0. The non-existence
of such a vector would violate either finite dimensionality or the relations 𝐸2 = 0. Consider the
subspace spanC{𝑣, 𝐹𝑣} which is closed under the actions of 𝐸 and 𝐹. This subspace is therefore
a submodule of 𝑆 and hence equal to 𝑆. Let 𝑣 ∈ C(𝑛)(𝜆) . If 𝐹𝑣 = 0 then 𝑆 is one dimensional and
must satisfy [𝐸,𝐹]𝑣 = 𝑓𝑛,𝜆𝑣 = 0 which implies that 𝜆 = Z and yields the simple module V𝑛.
If 𝐹𝑣 ≠ 0 then 𝑆 is two dimensional. As simple modules are cyclic, we require that 𝐹𝑣 also
generates the module. The only way this can happen is if 𝐸𝐹𝑣 = [𝐸,𝐹]𝑣 = 𝑓𝑛,𝜆𝑣 is a non-zero
scalar multiple of 𝑣. This implies 𝜆 ≠ Z and yields the simple module W𝑛

𝜆
.

We wish to prove that W𝑛
𝜆

and P𝑛 are both projective and injective. To do this, it suffices to
consider extensions with simple modules. As 𝐸 and 𝐹 leave the weight 𝜆 unchanged, the Ext
groups we need to calculate are Ext

(
W𝑚
𝜆
,W𝑛

𝜆

)
, Ext(V𝑚,P𝑛) and Ext(P𝑛,V𝑚).

First, we calculate Ext
(
W𝑚
𝜆
,W𝑛

𝜆

)
. Consider such an extension and let 𝑣𝑛 be the generating

vector annihilated by 𝐸 in the submodule W𝑛
𝜆
. Let 𝑤𝑚 denote a representative of the coset

corresponding to the equivalent vector in the quotient W𝑚
𝜆

. Then if the extension is indecom-
posable, there must exist an element𝑈 of the universal enveloping algebra of𝑈𝑋1

𝑞 (𝔤𝔩2) such that
𝑈𝑤𝑚 = 𝑣𝑛. Recall that 𝐸 and 𝐹 raise and lower the weights and the quantum Cartan subalgebra
𝐻1 acts semisimply. If 𝑚 = 𝑛, then the most general form is 𝑈𝑤𝑚 = (𝑎 + 𝑏𝐸𝐹)𝑤𝑚, for some
𝑎, 𝑏 ∈ C, where 𝑎 is the constant that comes from evaluating sums and products of 𝐻1 on 𝑤𝑚.
Then we have

𝑣𝑛 =𝑈𝑤𝑚 = (𝑎 + 𝑏𝐸𝐹)𝑤𝑚 = (𝑎 + 𝑏[𝐸,𝐹])𝑤𝑚 = (𝑎 + 𝑏 𝑓𝜆,𝑚)𝑤𝑚. (11.1.5)

But𝑤𝑚 cannot be a scalar multiple of 𝑣𝑛 as this contradicts indecomposability, and the extension
group vanishes. If 𝑚 = 𝑛+1 then𝑈 = 𝑎𝐹, so 0 = 𝑎𝐹2𝑤𝑚 = 𝐹𝑈𝑤𝑚 = 𝐹𝑣𝑛 = 𝑣𝑛−1, so no such𝑈
exists. If 𝑚 = 𝑛−1 then𝑈 = 𝑎𝐸 , so 𝑣𝑛 = 𝑎𝐸𝑤𝑚 = 𝑎𝐸2 𝑓𝑚,𝜆𝑤𝑚−1 = 0, so no such𝑈 exists. The
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existence of such a𝑈 for other choices of 𝑚 is ruled out by 𝐹2 = 𝐸2 = 0. Therefore W𝑛
𝜆

is both
injective and projective.

Now we need to calculate Ext(V𝑚,P𝑛). The only extensions of this form that aren’t ruled
out immediately by 𝐸2 = 𝐹2 = 0 are from V𝑛 into the vector subspace C(𝑛±1)

(Z) ⊂ P𝑛 and from
V𝑛±1 into the submodule C(𝑛)(Z) ⊂ P𝑛. In each of these cases, a change of basis reveals that the
extension decomposes into a direct sum. In the first case let 𝑤 ∈ V𝑚 be the generating vector.
As 𝐸𝐹 = 𝐹𝐸 , if one of 𝐸 or 𝐹 act trivially on this vector they both must, so we let 𝐸𝑤 = 𝑎𝐸𝑣

and 𝐹𝑤 = 𝑏𝐹𝑣. Applying 𝐹 to the first equation and 𝐸 to the second, we see that 𝑎 = 𝑏. Then 𝐸
and 𝐹 act the same way on both 𝑤 and 𝑎𝑣. The vector 𝑤−𝑎𝑣 has vanishing image under 𝐸 and
𝐹, so the extension decomposes into a direct sum. Similar reasoning applies to the other cases,
except that either 𝐸 or 𝐹 act trivially on the new vectors, so we can skip the 𝑎 = 𝑏 step. Therefore
P𝑛 is injective. By Proposition 4.3.4, we can use the exact contravariant functor given by the
rigid dual given by the antipode to find Ext(P𝑛,V𝑚) = Ext(V𝑚∗,P𝑛∗) = Ext(V−𝑚,P−𝑛) = 0 so
P𝑛 is also projective.

Theorem 11.1.2. Categoryℱ is equivalent to𝑈𝑋1
𝑞 (𝔤𝔩2)-Modwt for 𝑝 = 2, as abelian categories.

Proof. We show that the full subcategories of projective modules are equivalent, and then use
the fact that both categories are abelian, with enough projectives, to determine the functor
on the remaining modules and their Hom spaces via projective resolutions. The functor on
projectives is given by

𝐹 𝑝 : ℱ𝑝→
(
𝑈
𝑋1
𝑞 (𝔤𝔩2)-Modwt

) 𝑝
𝜎𝑛W𝜆 ↦→W𝑛

𝜆

P𝑛 ↦→ P𝑛. (11.1.6)

From now on, we denote this module by W𝑛
𝜆

in both categories. Recall that W𝑛
𝜆

are simple in
both categories, so

Hom
(
W𝑛
𝜆,W

𝑚
𝜇

)
= 𝛿𝜆,𝜇𝛿𝑛,𝑚CidW𝑛

𝜆
. (11.1.7)

Also, the indecomposable projective Hom groups in both categories are given by

Hom(P𝑛,P𝑚) = 𝛿𝑛,𝑚
(
CidP𝑛

+C𝜓0
𝑛

)
+ 𝛿𝑛,𝑚−1C𝜓

+
𝑛 + 𝛿𝑛,𝑚+1C𝜓−𝑛 , (11.1.8)

where the homomorphisms 𝜓±𝑛 : P𝑛→ P𝑛±1 and 𝜓0
𝑛 : P𝑛→ P𝑛 are uniquely characterised on

the vertex algebra side by their actions on the generating vectors introduced in Section 9.6,
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and continued as module homomorphisms. On the quantum groups side, they are charac-
terised by their actions on the basis of column vectors 𝑢𝑛 = 𝑒1, 𝑙𝑛 = 𝑒2, 𝑟𝑛 = 𝑒3, 𝑑𝑛 = 𝑒4 in
Proposition 11.1.1, where (𝑒𝑖) 𝑗 = 𝛿𝑖 𝑗 , and they extend linearly.

𝜓+𝑛 (𝑢𝑛) = 𝑙𝑛+1, 𝜓−𝑛 (𝑢𝑛) = 𝑟𝑛−1, 𝜓0
𝑛 (𝑢𝑛) = 𝑑𝑛. (11.1.9)

Along with the fact that dimHom
(
P𝑛,W

𝑚
𝜆

)
= dimHom

(
W𝑛
𝜆
,P𝑚

)
= 0 due to the weight 𝜆 in

𝑈
𝑋1
𝑞 (𝔤𝔩2)-Modwt and the ghost weight in ℱ, this gives a clear way to map the morphisms as

well as the objects between the categories. Therefore, we have an equivalence between the
categories of projective modules.

Now we show how to extend the functor 𝐹 𝑝 on projectives to a functor 𝐹 on the whole
category. Given a morphism 𝑓 : M→ N between modules M and N with projective covers
0←M←M0←M1← ·· · and 0←N←N0←N1← ·· · , respectively, we can construct the
following diagram.

0 M M0 M1 · · ·

0 N N0 N1 · · ·

𝑓

𝑑0

𝑓0

𝑑1

𝑓1

𝛿0 𝛿1

(11.1.10)

First we lift the morphism 𝑓 : M→ N to the projective resolutions of M and N. This lifting
𝑓• : M•→N• is unique up to chain homotopy. Now we construct a new diagram by applying
𝐹 to the diagram above. 𝐹 is already defined as 𝐹 𝑝 on the projective modules and we can use
the projective resolutions to define 𝐹 (M), 𝐹 (N), 𝐹 (𝑑0), 𝐹 (𝛿0) and 𝐹 ( 𝑓 ).

0 𝐹 (M) 𝐹 (M0) 𝐹 (M1) · · ·

0 𝐹 (N) 𝐹 (N0) 𝐹 (N1) · · ·

𝐹 ( 𝑓 ) 𝐹 ( 𝑓0)

𝐹 (𝑑1)

𝐹 ( 𝑓1)

𝐹 (𝛿1)

(11.1.11)

The functor extends to objects by requiring that the rows of the diagram are exact.

𝐹 (M) = 𝐹 (M0)/Im𝐹 (𝑑1), 𝐹 (N) = 𝐹 (N0)/Im𝐹 (𝛿1). (11.1.12)

Then 𝐹 ( 𝑓 ) is the unique morphism factorising 𝐹 (𝛿0) ◦ 𝐹 ( 𝑓0) over 𝐹 (𝑑0), by Lemma B.2.3.
Different choices of resolution give isomorphic functors, as projective resolutions are unique
up to chain homotopy.
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11.2 Hopf algebra categorical structure

Proposition 11.2.1. The Hopf algebra maps of 𝑈𝑋1
𝑞 (𝔤𝔩2) endow 𝑈

𝑋1
𝑞 (𝔤𝔩2)-Modwt with the

structure of a monoidal category with the following products of simple projective modules,

W𝑛
𝜆 ⊗W𝑚

𝜇 �W𝑛+𝑚
𝜆+𝜇 ⊕W𝑚+𝑛−1

𝜆+𝜇 , W𝑛
𝜆 ⊗W𝑚

−𝜆 � P𝑛+𝑚−1. (11.2.1)

Further, 𝑈𝑋1
𝑞 (𝔤𝔩2)-Modwt is a ribbon Grothendieck-Verdier category with the standard associ-

ators and unitors of vector spaces, and the following braidings, twists and duality functor on
simple projective modules.

𝑐𝜎𝑛W𝜆⊗𝜎𝑚W𝜇
= (−1)𝑛𝑚𝑒2𝜋𝑖𝑛𝜇

(
id𝜎𝑛+𝑚W𝜆+𝜇 ⊕ (−1)𝑛+𝑚+1𝑒−2𝜋𝑖𝜇id𝜎𝑛+𝑚−1W𝜆+𝜇

)
, (11.2.2)

𝜃W𝑛
𝜆
= 𝑒2𝜋𝑖 (𝑛−𝑘)𝜆idW𝑛

𝜆
, 𝐷 (W𝑛

𝜆) =W2𝑘−𝑛
−𝜆 , 𝑘 ∈ Z. (11.2.3)

The dualising object is given by 𝐾 = V2𝑘−1. Any other choice of dualising object does not
admit a twist and therefore yields a Grothendieck-Verdier category. If instead 𝐾 = V, then the
category is rigid.

Proof. 𝑈𝑋1
𝑞 (𝔤𝔩2)-Modwt is a monoidal category, by Proposition 10.2.3. We make use of the

equivalence to 𝐵
𝐵
YD

(
Vectfd(R/𝑝Z)�Z

)
in order to calculate the relevant morphisms (see Theo-

rem 10.2.6). This category is naturally equipped with trivial associators and the following 𝑅
matrix

𝑅 = (1−2𝑖(𝐸𝐾−1
1 ⊗ 𝐹𝐾2))𝑅0, (11.2.4)

where 𝑅0 is the 𝑅-matrix which gives the braiding 𝑒𝑖 𝜋𝑥𝑦
′
= 𝑒𝑖 𝜋𝑛(𝑚+2𝜇) , between modules

C𝑥,𝑦 ⊗C𝑥′,𝑦′ or C(𝑛)(𝜆) ⊗C
(𝑚)
(𝜇) , from (10.2.8). Let 𝑣𝜆 and 𝑣𝜇 denote a choice of basis vectors

annihilated by 𝐸 , in W𝜆 and W𝜇, respectively. Then we can evaluate 𝑅 on each pair of vectors
in the fusion product 𝜎𝑛W𝜆 ⊗𝜎𝑚W𝜇 as follows, using the fact that

𝑅0

(
C
(𝑛)
(𝜆) ⊗C

(𝑚)
(𝜇)

)
= (−1)𝑛𝑚𝑒2𝜋𝑖𝑛𝜇id

C
(𝑛+𝑚)
(𝜆+𝜇)

, 𝐾1C
(𝑛)
(𝜆) = (−1)𝑛id

C
(𝑛)
(𝜆)
, 𝐾2C

(𝑛)
(𝜆) = (−1)𝑛𝑒2𝜋𝑖𝜆id

C
(𝑛)
(𝜆)
,(

𝐾−1
1 ⊗𝐾2

) (
C
(𝑛)
(𝜆) ⊗C

(𝑚)
(𝜇)

)
= (−1)𝑚+𝑛𝑒2𝜋𝑖𝜇id

C
(𝑛+𝑚)
(𝜆+𝜇)

, 2𝑖[𝐸,𝐹]C(𝑛)(𝜆) = (−1)𝑛 (1− 𝑒−2𝜋𝑖𝜆)id
C
(𝑛)
(𝜆)
,

(11.2.5)

we have

𝑅(𝑣𝜆 ⊗ 𝑣𝜇) = (−1)𝑛𝑚𝑒2𝜋𝑖𝑛𝜇𝑣𝜆 ⊗ 𝑣𝜇, 𝑅(𝑣𝜆 ⊗ 𝐹𝑣𝜇) = (−1)𝑛(𝑚−1)𝑒2𝜋𝑖𝑛𝜇𝑣𝜆 ⊗ 𝐹𝑣𝜇,

𝑅(𝐹𝑣𝜆 ⊗ 𝐹𝑣𝜇) = (−1) (𝑛−1) (𝑚−1)𝑒2𝜋𝑖 (𝑛−1)𝜇𝐹𝑣𝜆 ⊗ 𝐹𝑣𝜇,

𝑅(𝐹𝑣𝜆 ⊗ 𝑣𝜇) = (−1) (𝑛−1)𝑚𝑒2𝜋𝑖 (𝑛−1)𝜇𝐹𝑣𝜆 ⊗ 𝑣𝜇 + (−1)𝑛𝑚𝑒2𝜋𝑖𝑛𝜇 (1− 𝑒−2𝜋𝑖𝜆)𝑣𝜆 ⊗ 𝐹𝑣𝜇 .
(11.2.6)
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The tensor structure is given by the following equations.

Δ(𝐸)𝑣𝜆 ⊗ 𝑣𝜇 = 0, Δ(𝐹)𝑣𝜆 ⊗ 𝑣𝜇 = (−1)𝑛𝑒−2𝜋𝑖𝜆𝑣𝜆 ⊗ 𝐹𝑣𝜇 +𝐹𝑣𝜆 ⊗ 𝑣𝜇,

Δ(𝐸)𝐹𝑣𝜆 ⊗ 𝑣𝜇 =
1
2𝑖
(−1)𝑛+𝑚(1− 𝑒−2𝜋𝑖𝜆)𝑣𝜆 ⊗ 𝑣𝜇, Δ(𝐹)𝐹𝑣𝜆 ⊗ 𝑣𝜇 = −(−1)𝑛𝑒−2𝜋𝑖𝜆𝐹𝑣𝜆 ⊗ 𝐹𝑣𝜇,

Δ(𝐸)𝑣𝜆 ⊗ 𝐹𝑣𝜇 =
1
2𝑖
(−1)𝑚(1− 𝑒−2𝜋𝑖𝜇)𝑣𝜆 ⊗ 𝑣𝜇, Δ(𝐹)𝑣𝜆 ⊗ 𝐹𝑣𝜇 = 𝐹𝑣𝜆 ⊗ 𝐹𝑣𝜇,

Δ(𝐸)𝐹𝑣𝜆 ⊗ 𝐹𝑣𝜇 =
1
2𝑖

(
(−1)𝑚

(
1− 𝑒−2𝜋𝑖𝜇

)
𝐹𝑣𝜆 ⊗ 𝑣𝜇 − (−1)𝑛+𝑚

(
1− 𝑒−2𝜋𝑖𝜆

)
𝑣𝜆 ⊗ 𝐹𝑣𝜇

)
,

Δ(𝐹)𝐹𝑣𝜆 ⊗ 𝐹𝑣𝜇 = 0. (11.2.7)

In the case 𝜆+ 𝜇 ∉ Z, we can identify the tensor product module as 𝜎𝑛+𝑚W𝜆+𝜇 ⊕𝜎𝑛+𝑚−1W𝜆+𝜇,
where we denote the highest weight vectors by 𝑣𝜆+𝜇 and 𝑤𝜆+𝜇, respectively. Then we have the
following identifications.

𝑣𝜆+𝜇 = 𝑣𝜆 ⊗ 𝑣𝜇,

𝑤𝜆+𝜇 =
1
2𝑖

(
(−1)𝑚

(
1− 𝑒−2𝜋𝑖𝜇

)
𝐹𝑣𝜆 ⊗ 𝑣𝜇 − (−1)𝑛+𝑚

(
1− 𝑒−2𝜋𝑖𝜆

)
𝑣𝜆 ⊗ 𝐹𝑣𝜇

)
,

𝐹𝑣𝜆+𝜇 = (−1)𝑛𝑒−2𝜋𝑖𝜆𝑣𝜆 ⊗ 𝐹𝑣𝜇 +𝐹𝑣𝜆 ⊗ 𝑣𝜇,

𝐹𝑤𝜆+𝜇 = −
1
2𝑖
(−1)𝑛+𝑚

(
1− 𝑒−2𝜋𝑖 (𝜆+𝜇)

)
𝐹𝑣𝜆 ⊗ 𝐹𝑣𝜇 . (11.2.8)

The braiding is determined by our 𝑅-matrix above, by 𝜎 = 𝜏 ◦ 𝑅 where 𝜏 is the vector space
flip.

𝜎(𝑣𝜆+𝜇) = (−1)𝑛𝑚𝑒2𝜋𝑖𝑛𝜇𝑣𝜇+𝜆, 𝜎(𝑤𝜆+𝜇) = (−1) (𝑛−1) (𝑚−1)𝑒2𝜋𝑖 (𝑛−1)𝜇𝑤𝜇+𝜆

𝜎(𝐹𝑣𝜆+𝜇) = (−1)𝑛𝑚𝑒2𝜋𝑖𝑛𝜇𝐹𝑣𝜇+𝜆 𝜎(𝐹𝑤𝜆+𝜇) = (−1) (𝑛−1) (𝑚−1)𝑒2𝜋𝑖 (𝑛−1)𝜇𝐹𝑤𝜇+𝜆. (11.2.9)

Therefore, we obtain the braiding

𝑐𝜎𝑛W𝜆⊗𝜎𝑚W𝜇
= (−1)𝑛𝑚𝑒2𝜋𝑖𝑛𝜇

(
id𝜎𝑛+𝑚W𝜆+𝜇 ⊕ (−1)𝑛+𝑚+1𝑒−2𝜋𝑖𝜇id𝜎𝑛+𝑚−1W𝜆+𝜇

)
, (11.2.10)

In the case where 𝜆+ 𝜇 ∈ Z, 𝑤𝜆+𝜇 and 𝐹𝑣𝜆+𝜇 become proportional, and we can identify the
tensor product module as P𝑛+𝑚−1 in the following way,

𝑒1 = 𝐹𝑣𝜆 ⊗ 𝑣𝜇, 𝑒2 = 𝐹𝑣𝜆 ⊗ 𝐹𝑣𝜈 , 𝑒3 = 𝑣𝜆 ⊗ 𝑣𝜇, 𝑒4 = 𝑤𝜆+𝜇, (11.2.11)

where (𝑒𝑖) 𝑗 = 𝛿𝑖 𝑗 are a basis of column vectors in Proposition 11.1.1.
Finally, as the category is rigid (𝑈𝑋1

𝑞 (𝔤𝔩2) has an invertible antipode), we can use Proposi-
tion 4.3.4 to find the following rigid duals of the simple and projective modules.

P𝑛
∗ � P−𝑛,

(
W𝑛
𝜆

)∗
�W1−𝑛

−𝜆 , (V𝑛)∗ � V−𝑛, (11.2.12)
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which match the rigid tensor dual of the bosonic ghosts, from Section 9.7. This corresponds to
the choice of dualising object 𝐾 = V, and we can tensor with any invertible object to yield the
full set of dualising objects {V𝑛 : 𝑛 ∈ Z}. Take the dualising object to be 𝐾 = V𝑘−1. Then the
dual is given by 𝐷

(
W𝑛
𝜆

)
=W𝑘−𝑛

−𝜆 , as

Hom
(
W𝑘−𝑛
−𝜆 , 𝐷

(
W𝑛
𝜆

) )
� Hom

(
W𝑘−𝑛
−𝜆 ⊗W𝑛

𝜆,V𝑘−1

)
� Hom(P𝑘−1,V𝑘−1) � C. (11.2.13)

The modules W𝑛
𝜆

are simple, so let 𝜃W𝑛
𝜆
=𝑄(𝑛,𝜆)idW𝑛

𝜆
. Then the conditions for 𝜃 to be a ribbon

Grothendieck-Verdier twist become

𝑄(𝑛,𝜆) =𝑄(𝑘 −𝑛,𝜆), 𝑄(𝑛+𝑚,𝜆+ 𝜇) = 𝑒2𝜋𝑖 (𝑛𝜇+𝑛𝜆)𝑄(𝑛,𝜆)𝑄(𝑚, 𝜇). (11.2.14)

𝑄(𝑛,𝜆) = 𝑒2𝜋𝑖 (𝑛−𝑘/2)𝜆 satisfies these equations, but this is only well defined when 𝜆 ∈ 2Z, so we
have compatibility with a twist only when our choice of dualising object is V2𝑘−1 for 𝑘 ∈ Z.

11.3 Minimal data

Lemma 11.3.1. Let 𝒞 be an abelian braided tensor category satisfying that there are enough
projectives, that the tensor products are biexact and that projectives form a tensor ideal. Let
𝒞
𝑝 be the full subcategory of projective objects of 𝒞. Then any choice of natural isomorphisms

𝜃 𝑝, 𝑐𝑝 and 𝛼𝑝 obeying the balancing, hexagon and pentagon conditions on 𝒞
𝑝, admit unique

extensions to 𝒞 which obey the same conditions.

Proof. We proceed in a similar way to Proposition 7.2.1. For M, N, P ∈ 𝒞, we define the
families of morphisms 𝜃, 𝑐 and 𝛼 from the definition of 𝜃 𝑝, 𝑐𝑝 and 𝛼𝑝 on projective objects.
Choose projective resolutions 0←M←M0 ←M1 ← ·· · , 0← N← N0 ← N1 ← ·· · and
0← P← P0 ← P1 ← ·· · . The biexactness of the tensor product and projectives forming
a tensor ideal implies that the M𝑖 ⊗𝒞 N 𝑗 are projective, and that the total complexes form
projective resolutions. Therefore by Lemma B.2.4 we can construct the following diagrams
which illustrate how the structure morphisms are extended to the whole category 𝒞.

0 M M0 M1 · · ·

0 M M0 M1 · · ·

𝜃 (M)

𝑑0

𝜃 𝑝 (M0)

𝑑1

𝜃 𝑝 (M1)

𝛿0 𝛿1

(11.3.1)

0 M⊗N M0 ⊗N0 (M1 ⊗N0) ⊕ (M0 ⊗N1) · · ·

0 N⊗M N0 ⊗M0 (N0 ⊗M1) ⊕ (N1 ⊗M0) · · ·

𝑐 (M,N)

𝑑0

𝑐𝑝 (M0,N0)

𝑑1

𝑐𝑝 (M1,N0) ⊕ 𝑐𝑝 (M0,N1)

𝛿0 𝛿1

(11.3.2)
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0 M⊗ (N⊗P) M0 ⊗ (N0 ⊗P0) Q · · ·

0 (M⊗N) ⊗P (M0 ⊗N0) ⊗P0 Q′ · · ·

𝑎 (M,N,P)

𝑑0

𝑎𝑝 (M0,N0,P0)

𝑑1

𝑎𝑝 (Q)

𝛿0 𝛿1

(11.3.3)

where

Q = (M1 ⊗ (N0 ⊗P0)) ⊕ (M0 ⊗ (N1 ⊗P0)) ⊕ (M0 ⊗ (N0 ⊗P1)),

Q′ = ((M1 ⊗N0) ⊗P0) ⊕ ((M0 ⊗N1) ⊗P0) ⊕ ((M0 ⊗N0) ⊗P1),

𝑎𝑝 (Q) = 𝑎𝑝 (M1,N0,P0) ⊕ 𝑎𝑝 (M0,N1,P0) ⊕ 𝑎𝑝 (M0,N0,P1). (11.3.4)

The proof follows the same idea as Proposition 7.2.1 where the constraints (balancing, hexagon
and pentagon axioms) which we know are satisfied for M0 make up the right face of a wire
prism and the constraint for M makes up the left face. Then we have arrows running right to
left which connect the two faces that come from the resolutions. The right faces commute as
they are evaluated on projective objects and the front and back commute by naturality of the
structure maps.

The following proposition introduces a set of structure morphisms which are sufficient to
determine the braided tensor structure on the full category. This greatly reduces the amount
of computation required to characterise the braided tensor structure. The proposition depends
only on the fusion rules of the category and not the vertex algebra or Hopf algebra specific
structure. In the Hopf algebra case, the braiding is given for all the modules by the 𝑅-matrix,
but this is not true for the vertex algebra case. Similarly, the twist is specified by 𝑒2𝜋𝑖𝐿0 in the
vertex algebra case, but not in the Hopf algebra case.

Proposition 11.3.2. Let 𝒞 denote any category which is equivalent to ℱ (and therefore also
𝑈
𝑋1
𝑞 (𝔤𝔩2)-Modwt) as an abelian category. Equip𝒞 with a tensor product bifunctor which acts on

the isomorphism classes of objects in the same way as that ofℱ. Then the ribbon Grothendieck-
Verdier structure on 𝒞 is determined by the following set of structure morphisms, a choice of
dualising object and the left and right unit isomorphisms (which for 𝑈𝑋1

𝑞 (𝔤𝔩2)-Modwt and ℱ

are determined for all modules by the scalar multiplication and the field map, respectively).
Note that we allow the case 𝜆+ 𝜇+ 𝜌 = Z.

{𝑐W𝑛
𝜆
,W𝑚

𝜇
, 𝑎W𝑛

𝜆
,W𝑚

𝜇 ,W
ℓ
𝜌
, 𝜃W𝑛

𝜆
, 𝜆+ 𝜇, 𝜆+ 𝜌, 𝜇+ 𝜌 ≠ Z.} (11.3.5)

Proof. We make use of the axioms of a braided monoidal category to prove that the rest of the
structure morphisms for projective modules are fully determined. Recall the pentagon, hexagon
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and balancing identities are given by

𝑎𝐴⊗𝐵,𝐶,𝐷 ◦ 𝑎𝐴,𝐵,𝐶⊗𝐷 =
(
𝑎𝐴,𝐵,𝐶 ⊗ id𝐷

)
◦ 𝑎𝐴,𝐵⊗𝐶,𝐷 ◦

(
id𝐴⊗ 𝑎𝐵,𝐶,𝐷

)
, (11.3.6)

𝑎𝐶,𝐴,𝐵 ◦ 𝑐𝐴,𝐵⊗𝐶 ◦ 𝑎𝐴,𝐵,𝐶 =
(
id𝐵 ⊗ 𝑐𝐴,𝐶

)
◦ 𝑎𝐵,𝐴,𝐶 ◦

(
𝑐𝐴,𝐵 ⊗ id𝐶

)
, (11.3.7)

𝑎−1
𝐶,𝐴,𝐵 ◦ 𝑐𝐴⊗𝐵,𝐶 ◦ 𝑎

−1
𝐴,𝐵,𝐶 =

(
𝑐𝐴,𝐶 ⊗ id𝐵

)
◦ 𝑎−1

𝐴,𝐶,𝐵 ◦
(
id𝐴⊗ 𝑐𝐵,𝐶

)
, (11.3.8)

𝜃𝐴⊗𝐵 = 𝑐𝐵,𝐴 ◦ 𝑐𝐴,𝐵 ◦ (𝜃𝐴⊗ 𝜃𝐵). (11.3.9)

Let 𝐴 = 𝜎𝑛1W𝜆1 , 𝐵 = 𝜎𝑛2W𝜆2 , 𝐶 = 𝜎𝑛3W𝜆3 , 𝐷 = 𝜎𝑛4W𝜆4 . Recall that the tensor products are
given by

W𝑛
𝜆 ⊗W𝑚

𝜇 �W𝑛+𝑚
𝜆+𝜇 ⊕W𝑚+𝑛−1

𝜆+𝜇 , W𝑛
𝜆 ⊗W𝑚

−𝜆 � P𝑛+𝑚−1,

W𝑛
𝜆 ⊗P𝑚 �W−1

𝜆 ⊕ 2W𝜆 ⊕W1
𝜆, P𝑛 ⊗P𝑚 � P𝑛+𝑚−1 ⊕ 2P𝑛+𝑚 ⊕P𝑛+𝑚+1. (11.3.10)

We will also repeatedly make use of the fact that 𝑎𝐴⊕𝐵,𝐶,𝐷 = 𝑎𝐴,𝐶,𝐷 ⊕ 𝑎𝐵,𝐶,𝐷 and the fact that
each step can use the newly determined data of the previous steps. Now if we take

• 𝜆1+𝜆3 =Z in (11.3.6) gives 𝑎𝐴,𝐵,𝐶 as the only unknown, hence we determine 𝑎W𝑛
𝜆
,W𝑚

𝜇 ,W
ℓ
𝜌

for 𝜆+ 𝜌 = Z,

𝑎W𝑛1
𝜆1
,W

𝑛2
𝜆2
,W

𝑛3
𝜆3
⊗ idW𝑛4

𝜆4
= 𝑎W𝑛1

𝜆1
⊗W𝑛2

𝜆2
,W

𝑛3
𝜆3
,W

𝑛4
𝜆4
◦ 𝑎W𝑛1

𝜆1
,W

𝑛2
𝜆2
,W

𝑛3
𝜆3
⊗W𝑛4

𝜆4

◦
(
idW𝑛1

𝜆1
⊗ 𝑎−1

W
𝑛2
𝜆2
,W

𝑛3
𝜆3
,W

𝑛4
𝜆4

)
◦ 𝑎−1

W
𝑛1
𝜆1
,W

𝑛2
𝜆2
⊗W𝑛3

𝜆3
,W

𝑛4
𝜆4

=

(
𝑎
W

𝑛1+𝑛2
𝜆1+𝜆2

,W
𝑛3
𝜆3
,W

𝑛4
𝜆4
⊕ 𝑎

W
𝑛1+𝑛2−1
𝜆1+𝜆2

,W
𝑛3
𝜆3
,W

𝑛4
𝜆4

)
◦
(
𝑎
W

𝑛1
𝜆1
,W

𝑛2
𝜆2
,W

𝑛3+𝑛4
𝜆3+𝜆4
⊕ 𝑎

W
𝑛1
𝜆1
,W

𝑛2
𝜆2
,W

𝑛3+𝑛4−1
𝜆3+𝜆4

)
◦
(
idW𝑛1

𝜆1
⊗ 𝑎−1

W
𝑛2
𝜆2
,W

𝑛3
𝜆3
,W

𝑛4
𝜆4

)
◦
(
𝑎−1
W

𝑛1
𝜆1
,W

𝑛2+𝑛3
𝜆2+𝜆3

,W
𝑛4
𝜆4

⊕ 𝑎−1
W

𝑛1
𝜆1
,W

𝑛2+𝑛3−1
𝜆2+𝜆3

,W
𝑛4
𝜆4

)
,

(11.3.11)

• 𝜆1 + 𝜆2 + 𝜆3, 𝜆1 + 𝜆4 = Z in (11.3.6) gives 𝑎𝐴⊗𝐵,𝐶,𝐷 as the only unknown, hence we
determine 𝑎𝜎𝑛W𝜆,𝜎

𝑚W𝜇 ,𝜎
ℓW𝜌

for 𝜆+ 𝜇 = Z,

• 𝜆2 + 𝜆3 + 𝜆4, 𝜆1 + 𝜆4 = Z in (11.3.6) gives 𝑎𝐴,𝐵,𝐶⊗𝐷 as the only unknown, hence we
determine 𝑎𝜎𝑛W𝜆,𝜎

𝑚W𝜇 ,𝜎
ℓW𝜌

for 𝜇+ 𝜌 = Z,

• either 𝜆1 +𝜆2 , 𝜆2 +𝜆3, or 𝜆3 +𝜆4 = Z in (11.3.6) determine the associators where one of
the modules is 𝜎ℓP. Taking combinations of these then determine the associators where
multiple modules are of the form 𝜎ℓP.
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• 𝜆1 + 𝜆2 + 𝜆3 = Z in (11.3.7) gives 𝑐𝐴,𝐵⊗𝐶 as the only unknown, hence we determine
𝑐𝜎𝑛W𝜆,𝜎

𝑚W𝜇
for 𝜆+ 𝜇 = Z,

• 𝜆2+𝜆3 =Z in (11.3.7) gives 𝑐𝐴,𝐵⊗𝐶 as the only unknown, hence we determine 𝑐𝜎𝑛W𝜆,𝜎
ℓP ,

• 𝜆1+𝜆2 =Z in (11.3.8) gives 𝑐𝐴⊗𝐵,𝐶 as the only unknown, hence we determine 𝑐𝜎ℓP,𝜎𝑛W𝜆
,

• 𝜆1+𝜆2 = Z, 𝐶 = 𝜎𝑠P in (11.3.8) gives 𝑐𝐴⊗𝐵,𝐶 as the only unknown, hence we determine
𝑐𝜎ℓP,𝜎𝑠P .

• 𝜆1 +𝜆2 = Z in (11.3.9) gives 𝜃𝐴⊗𝐵 as the only unknown, hence we determine 𝜃𝜎ℓP .

Now we have the braided monoidal structure on projective modules, and by Lemma 11.3.1 we
have the braided monoidal structure on the whole category.

11.4 Ribbon Grothendieck-Verdier equivalence

We would like to apply Lemma 7.1.1, and therefore we must make a choice of intertwining
operators 𝐺𝑇

𝑓
(which are determined by choice of 𝐺𝑇idM�N for each pair of modules) such that

the constraints (7.1.3) - (7.1.5) are satisfied. Thanks to Proposition 7.2.1 we only need to make
this choice for projective modules, and Proposition 11.3.2 lets us reduce the list further to
only certain simple projectives (11.3.5), for each of these constraints, and we shall see that the
obstacle to completing the proof of Theorem 11.0.1 is the associativity constraint (7.1.5), when
the sum of the three weights is integral.

Proposition 11.4.1. The choice of intertwining operators given by the free field realisation of
Proposition 9.4.1 and the proof of Proposition 9.7.9 satisfies the constraints (7.1.3) - (7.1.5)
for simple projective modules such that no sums of the weights are integral. That is, recall that
W𝑛
𝜆
⊗W𝑚

𝜇 �W𝑛+𝑚
𝜆+𝜇 ⊕W𝑚+𝑛−1

𝜆+𝜇 , for 𝜆+ 𝜇 ≠ Z. Let Y = 𝐺𝑇idW𝑛
𝜆
⊗W𝑚

𝜇

be our choice of intertwining
operator, defined as the sum of the following two maps

Y1 :W𝑛
𝜆 ⊗W𝑚

𝜇

�1→ F𝜆(𝜓+𝜃)−(𝑛+1)𝜓 ⊗ F𝜇 (𝜓+𝜃)−(𝑚+1)𝜓
𝐼→ F(𝜆+𝜇) (𝜓+𝜃)−(𝑛+𝑚+2)𝜓

�1→W𝑛+𝑚−1
𝜆+𝜇 ,

Y2 :W𝑛
𝜆 ⊗W𝑚

𝜇

�2→ F𝜆(𝜓+𝜃)−𝑛𝜓 ⊗ F𝜇 (𝜓+𝜃)−𝑚𝜓
𝐼→ F(𝜆+𝜇) (𝜓+𝜃)−(𝑛+𝑚)𝜓

�2→W𝑛+𝑚
𝜆+𝜇 , (11.4.1)

where 𝐼 represents the free field intertwining operators given in (8.3.11), �𝑛 denotes the
identification of modules using the 𝑛th free field realisation, for 𝑛 = 1,2.

Proof. The unit constraint (7.1.3) is automatically satisfied by the left unit isomorphism of the
Hopf algebra being given by scalar multiplication, and intertwining operators specialising to the
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field map when the vertex algebra is one of the arguments. We can take the choice of braiding
and associator given in (9.4.10) to see that (7.1.5) is automatically satisfied, as the intertwining
operators inherit the same associator as the lattice vertex algebra. Rewriting F𝜆(𝜓+𝜃)+𝑛𝜓 as
F(𝜆+𝑛/2) (𝜓+𝜃)+𝑛(𝜓−𝜃)/2, see that this module has the weights (𝑛,𝜆 + 𝑛/2) ∈ (Z,R/Z) and each
summand will obtain the following contribution due to the lattice vertex algebra braiding.

𝑐F𝜆(𝜓+𝜃 )+𝑛𝜓 ,F𝜇 (𝜓+𝜃 )+𝑚𝜓
= 𝑒𝑖 𝜋𝑛(𝑚+2𝜇) . (11.4.2)

These summands match the desired braiding 𝐺 (𝑐) from the Hopf algebra, so Equation (7.1.4)
is also satisfied.

Remark. The case where𝜆+𝜇 =Z is more complicated because the images of these intertwining
operators give the modules (W+0)

𝑛+𝑚 and (W−0 )
𝑛+𝑚−1 which are quotients of W𝑛

𝜆
⊗W𝑚

−𝜆 �

P𝑛+𝑚−1, but are not direct summands like in the case 𝜆+ 𝜇 ≠ Z.

V𝑛+𝑚−1

V𝑛+𝑚−2 V𝑛+𝑚

V𝑛+𝑚−1

P𝑛+𝑚−1

V𝑛+𝑚−1

V𝑛+𝑚−2 V𝑛+𝑚

V𝑛+𝑚−1

P𝑛+𝑚−1

Figure 11.2: Quotients of the full module P𝑛+𝑚−1 seen by first free and second field realisations
respectively.

By Proposition 11.3.2, the only constraint left to consider is the associativity, for triples
of modules Wℓ𝑖

𝜆𝑖
where 𝜆1 +𝜆2 +𝜆3 ∈ Z but 𝜆𝑖 +𝜆 𝑗 ∉ Z for any distinct pairs 𝑖, 𝑗 ∈ 1,2,3. The

full tensor product on both sides is isomorphic to W
ℓ1
𝜆1
⊗Wℓ2

𝜆2
⊗Wℓ3

𝜆3
� Pℓ1+ℓ2+ℓ3 ⊕Pℓ1+ℓ2+ℓ3−1.

Using the free field realisation, one can construct intertwining operators where the left and right
hand sides agree on the quotients of the modules seen by each realisation (see Figure 11.2).
This leaves a submodule of the full tensor product on which the conjecture is required. This
conjecture is hard to prove because one needs a relation involving the composition factors which
are not seen by the free field realisations. For some ideas about what form these relations might
take and the difficulty involved in explicit intertwining operator calculations, see Appendix F.

Conjecture 11.4.2. There exists a solution to (7.1.5) for the triple of modules W
ℓ𝑖
𝜆𝑖

, with
𝑖 = 1,2,3 and 𝜆𝑖 +𝜆 𝑗 ∉ Z, 𝜆1 +𝜆2 +𝜆3 ∈ Z. That is, intetwining operators Y can be chosen such
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that the following equation is satisfied.(
Y
W

ℓ1
𝜆1
,W

ℓ2+ℓ3
𝜆2+𝜆3

(𝑚1, 𝑥1) +Y
W

ℓ1
𝜆1
,W

ℓ2+ℓ3−1
𝜆2+𝜆3

(𝑚1, 𝑥1)
)
Y
W

ℓ2
𝜆2
,W

ℓ3
𝜆3

(𝑚2, 𝑥2)𝑚3

=

(
Y
W

ℓ2+ℓ3
𝜆2+𝜆3

,W
ℓ3
𝜆3
+Y

W
ℓ2+ℓ3−1
𝜆2+𝜆3

,W
ℓ3
𝜆3

) (
Y
W

ℓ1
𝜆1
,W

ℓ2
𝜆2

(𝑚1, 𝑥1− 𝑥2)𝑚2, 𝑥2

)
𝑚3, (11.4.3)

where equality here means the convergence of both sides as power series when 𝑥1, 𝑥2 ∈ R and
|𝑥1 | > |𝑥2 | > |𝑥1− 𝑥2 | > 0.

Proof of Theorem 11.0.1. By Theorem 11.1.2, we already know that the categories are equiv-
alent as abelian categories. We can use the set of minimal data for determining the structure
morphisms on the whole category (Proposition 11.3.2) to compare the structure morphisms on
the Hopf algebra side (Proposition 11.2.1) with the vertex algebra side, using our framework
for constructing functors from vertex algebra categories (Lemma 7.1.1 and its refinements).

We know that ℱ is equipped with ribbon Grothendieck-Verdier structure by Theorem 6.2.1,
with the twist 𝜃 = 𝑒2𝜋𝑖𝐿0 which on the simple projectives gives 𝜃W𝑛

𝜆
= 𝑒2𝜋𝑖𝑛𝜆. This matches the

data for the twist on the quantum group side, when the choice of dualising object is V′ = V−1.
The set of all possible dualising objects are precisely the invertible objects, which are the same
as for the quantum group, so the same twists are admitted (see the proof of Proposition 11.2.1).
We also know by Theorem 9.8.1.1 that ℱ is rigid, which corresponds to the dualising object
being the tensor unit. Therefore, this structure on the vertex algebra side agrees with the
quantum group data.

By Proposition 11.4.1 and Conjecture 11.4.2 we know that the desired conditions of
Lemma 7.1.1 are satisfied and therefore that the tensor functor 𝜑𝑝2 , which is determined by
the choice of intertwiners 𝐺𝑇 for projective modules, extends to a tensor functor on the whole
category, by Proposition 7.2.1.
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Appendix A

Category Theory

Category theory was introduced by Eilenberg and Maclane in the 1940s. Categories are
abstractions of other mathematical concepts and provide a framework which includes many
areas of mathematics. This appendix summarises the necessary definitions and results used
throughout this thesis.

A.1 Categories and functors

Definition A.1.1. A category 𝒞 consists of

• a collection of objects Ob(𝒞),

• a collection of morphisms Hom(𝐴, 𝐵), for every 𝐴, 𝐵 ∈ Ob(𝒞),

• a binary operation called the composition of morphisms, for every 𝐴, 𝐵,𝐶 ∈ Ob(𝒞),

Hom(𝐴, 𝐵) ×Hom(𝐵,𝐶) → Hom(𝐴,𝐶) (A.1.1)

𝑓 ×𝑔 ↦→ 𝑔 ◦ 𝑓 , (A.1.2)

which is associative and has an identity morphism.

Further, a functor is a morphism of categories. A natural transformation 𝜂 between two
functors 𝐹,𝐺 ∈ Hom(𝒞,𝒟) is a family of morphisms 𝜂𝐶 for every 𝐶 ∈ Ob(𝒞), satisfying the
following requirement, for every morphism 𝑓 ∈ Hom(𝐴, 𝐵), where 𝐺 (𝐴) = 𝑋 and 𝐹 (𝐵) = 𝑌 .

𝜂𝑌 ◦𝐹 ( 𝑓 ) = 𝐺 ( 𝑓 ) ◦𝜂𝑋 . (A.1.3)

Example. Set is the category whose objects are sets and morphisms are functions.
Ab is the category whose objects are abelian groups and morphisms are group homomorphisms.
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A.2 Covariance and contravariance

Definition A.2.1. Given a category 𝒞, the opposite category 𝒞
op is formed by reversing the

morphisms. A contravariant functor between two categories 𝒞 and 𝒟 is a functor from
𝒞→𝒟

op and therefore reverses the direction of morphisms. In contrast a covariant functor is
one which is not contravariant.

Definition A.2.2. An equivalence between two categories 𝒞 and 𝒟 is consists of the following
data .

• Two functors 𝐹 : 𝒞→𝒟 and 𝐺 : 𝒟→𝒞,

• Two natural isomorphisms 𝜀 : 𝐹𝐺→ id𝒟 and 𝜂 : id𝒞→ 𝐺𝐹,

An anti-equivalence between two categories 𝒞 and 𝒟 is an equivalence between 𝒞 and 𝒟
op.

A.3 Yoneda’s lemma

Yoneda’s lemma is considered by many to be the most important theorem in category theory. Let
𝐴, 𝑋,𝑌 ∈ Ob(𝒞). The Hom functor Hom(𝐴,−) sends 𝑋 to the set of morphisms Hom(𝐴, 𝑋),
and sends a morphism 𝑓 : 𝑋 → 𝑌 to the morphism 𝑓 ◦−, which sends 𝑔 ∈ Hom(𝐴, 𝑋) to the
morphism 𝑓 ◦ 𝑔 ∈ Hom(𝐴,𝑌 ). For any functor 𝐹 from 𝒞 to Set, Yoneda’s lemma provides a
surprisingly simple characterisation of the family of morphisms from Hom(𝐴, 𝑋) to 𝐹 (𝑋), for
any fixed 𝑋 ∈ 𝒞.

Theorem A.3.1. For every 𝐴,∈ Ob(𝒞) and functor 𝐹 : 𝒞→ Set, the natural transformations
between the functors Hom(𝐴,−) and 𝐹 are in bĳection with elements of 𝐹 (𝐴).

Hom(Hom(𝐴,−), 𝐹) � 𝐹 (𝐴). (A.3.1)

Explicitly, the natural transformation corresponding to the element 𝑢 ∈ 𝐹 (𝐴) is

Φ𝑋 : Hom(𝐴, 𝑋) → 𝐹 (𝑋)

𝑓 ↦→ (𝐹 𝑓 )𝑢. (A.3.2)
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Appendix B

Homological Algebra

Homological algebra is the study of sequences of algebraic objects, in particular with regard
to topological properties. This appendix summarises the necessary definitions and results used
throughout this thesis.

B.1 Exact sequences

Definition B.1.1. Some important definitions

• Proper submodule = not the full module

• Reducible = contains non-trivial proper submodule

• Irreducible/Simple = no non-trivial proper submodules

• Decomposable = direct sum of two non-trivial submodules

• Semisimple = direct sum of irreducible modules

• Socle = maximal semisimple submodule

• Head = maximal semisimple quotient

Exact sequences provide a graphical way to express and manipulate concepts such as
submodules, quotients and homomorphisms to prove statements about modules. There are
many rich concepts related to exact sequences and their properties, but here we only cover what
will be directly relevant to the thesis.

Definition B.1.2. An exact sequence is a sequence of modules, connected by module homo-
morphisms,

· · ·
𝑓−2−→M−1

𝑓−1−→M0
𝑓0−→M1

𝑓1−→M2
𝑓2−→ · · · (B.1.1)



162 Appendix B. Homological Algebra

which satisfies the exactness condition ker 𝑓𝑛 = im 𝑓𝑛−1. A short exact sequence is an exact
sequence of the form

0 −→M
𝜄−→N

𝜋−→ Q −→ 0. (B.1.2)

Note that 𝜄 is an injection and 𝜋 is a surjection. A short exact sequence is called split if
N �M⊕Q.

Definition B.1.3. A functor 𝐹 is called an exact functor if it preserves short exact sequences.
That is, given any short exact sequence

0 −→M
𝜄−→N

𝜋−→ Q −→ 0, (B.1.3)

for M,N,Q ∈𝒞, the functor 𝐹 : 𝒞→𝒟 is exact if the following is also a short exact sequence.

0 −→ 𝐹 (M)
𝐹 ( 𝜄)
−→ 𝐹 (N)

𝐹 (𝜋)
−→ 𝐹 (Q) −→ 0. (B.1.4)

B.2 Projectivity and injectivity

Projective and injective modules cannot occur as quotients or submodules, respectively, of
an indecomposable module. In other words, they can’t form a non-trivial extension with
another module and must yield a direct sum. We are interested in categories with enough
projectives/injectives, which means that they contain all the other modules as submodules and
quotients. Therefore classifying the projectives/injectives is an important first step towards a
full module classification.

Definition B.2.1. A module P is projective if and only if every short exact sequence of the
following form splits.

0 −→M −→N −→ P −→ 0. (B.2.1)

A module J is injective if and only if every short exact sequence of the following form splits.

0 −→ J −→N −→ Q −→ 0. (B.2.2)

Consequently, Ext(P,M) = 0 = Ext(M,J) for projective P, injective J and any module M.

Definition B.2.2. A projective resolution of M is an exact sequence

0←−M←−M0←−M1←− · · · (B.2.3)

where each of the M𝑖 are projective. Similarly, an injective resolution of M is an exact
sequence

0 −→M −→M0 −→M1 −→ · · · (B.2.4)

where each of the M𝑖 are injective.
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Lemma B.2.3. For any exact sequence

· · · −→M
𝜄−→N

𝜋−→ Q −→ 0, (B.2.5)

any morphism 𝜋′ : N→ Q′ satisfying 𝜋′ ◦ 𝜄 = 0 factorises uniquely over 𝜋. That is, there exists
a unique morphism 𝜅 : Q→ Q′ such that 𝜋′ = 𝜅 ◦ 𝜋.

Proof. 𝜋′ ◦ 𝜄 = 0 implies that ker𝜋′ ⊂ ker𝜋 and therefore we can use that Q � N/ker𝜋 to define

𝜅 : Q→ Q′

𝑥 +ker𝜋 ↦→ 𝜋′(𝑥). (B.2.6)

Lemma B.2.4. Let 𝒞 and 𝒟 be abelian categories with enough projectives, and take their full
subcategories of projectives, denoted 𝒞

𝑝 and 𝒟
𝑝, respectively. Let 𝐹,𝐺 : 𝒞→𝒟 be exact

functors satisfying that the images of any projective objects are projective. If there exists a
natural isomorphism 𝜂𝑝 : 𝐹 (−|𝑝) →𝐺 (−|𝑝), where −|𝑝 denotes the restriction to 𝒞

𝑝, then 𝜂𝑝

admits a unique extension 𝜂 to 𝒞.

Proof. ForM ∈𝒞, we define a family of morphisms 𝜂(M) : 𝐹 (M) →𝐺 (M) from the definition
of 𝜂𝑝 on projective objects. Choose a projective resolution 0←M←M0 ←M1 ← ·· · .
By assumption, 𝐹 and 𝐺 are exact and take projectives to projectives, so the images of
these projective resolutions under 𝐹 and 𝐺 are again projective resolutions for 𝐹 (M), 𝐺 (M)
respectively. We can therefore consider the following diagram, where the dashed arrow is the
morphism we are seeking.

0 𝐹 (M) 𝐹 (M0) 𝐹 (M1) · · ·

0 𝐺 (M) 𝐺 (M0) 𝐺 (M1) · · ·

𝜂 (M)

𝑑0

𝜂𝑝 (M0)

𝑑1

𝜂𝑝 (M1)

𝛿0 𝛿1

(B.2.7)

By the assumed naturality of 𝜂𝑝, the squares with solid edges of the diagram commute. Then
we have

𝛿0 ◦𝜂𝑝 (M0) ◦ 𝑑1 = 𝛿0 ◦ 𝛿1 ◦𝜂𝑝 (M1), (B.2.8)

so by Lemma B.2.3 𝜂(M) is the unique morphism factorising 𝛿0 ◦𝜂𝑝 (M0) over 𝑑0.
Next we show that this characterisation of 𝜂 is independent of the projective resolutions.

Suppose 0←M←M′0←M′1← ·· · is also a projective resolution ofM, then by [48][Theorem
4.1] there exist chain maps 𝑓• : M•→M′• and 𝑓 ′• : M′•→M• lifting the identity on M, and
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which are unique up to chain homotopy and inverse to each other up to chain homotopy. To
show that this resolution of M gives the same morphism 𝜂(M), we need to verify that

𝜂𝑝
(
M′0

)
◦𝐹 ( 𝑓0) = 𝐺 ( 𝑓0) ◦𝜂𝑝 (M0). (B.2.9)

This equality holds due to the assumed naturality of 𝜂𝑝 (M0) on projectives. The independence
of 𝜂(M) from choice of projective resolution of N follows in the same way.

Remark. When the category 𝒟 in Lemma B.2.4 is a concrete category where the objects
are at the very least abelian groups and the morphisms group homomorphisms, for example,
a module category for a vertex operator algebra, it may desirable to have an actual formula
for the natural transformation 𝜂 on non-projective modules. This can be done by considering
the diagram (B.2.7) and picking a set theoretic right inverse 𝑑−1

0 to the morphism 𝑑0, that is,
𝑑0 ◦ 𝑑−1

0 = id𝐹 (M) . Note that in general 𝑑−1
0 cannot be chosen to be a morphism of 𝒟. One can

then define 𝜂(M) = 𝛿0 ◦ 𝜂(M0) ◦ 𝑑−1
0 . To show that this formula gives a morphism in 𝒟 and

that it does not depend on the choice of right inverse 𝑑−1
0 , let 𝑑−1

0 (𝑥) = 𝑑1(𝑥1). Then

𝜂(M) (𝑥) = 𝛿0 ◦𝜂(M0) ◦ 𝑑−1
0 (𝑥) = 𝛿0 ◦𝜂(M0) ◦ 𝑑1(𝑥1)

= 𝛿0 ◦ 𝛿1 ◦𝜂(M1) (𝑥1) = 0. (B.2.10)

B.3 Hom-Ext exact sequences

Proposition B.3.1. If the short sequence

0 −→M −→N −→ Q −→ 0 (B.3.1)

is exact, then the following sequences are exact.

0→ Hom(A,M) → Hom(A,N) → Hom(A,Q) → Ext(A,M) → Ext(A,N) → Ext(A,Q) → · · ·

0→ Hom(Q,A) → Hom(N,A) → Hom(M,A) → Ext(Q,A) → Ext(N,A) → Ext(M,A) → · · ·
(B.3.2)

Proposition B.3.2. The Euler characteristic of an exact sequence vanishes. That is, any exact
sequence

· · ·
𝑓−2−→M−1

𝑓−1−→M0
𝑓0−→M1

𝑓1−→M2
𝑓2−→ · · · (B.3.3)

satisfies ∑︁
𝑛∈Z
(−1)𝑛 dimM𝑛 = 0. (B.3.4)

Remark. Note that if any of the modules involved are projective or injective, then the sequences
(B.3.2) terminate. If all but one terms in the sequence are known then the remaining term can
be determined by using the fact that the Euler characteristic of an exact sequence vanishes.
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B.4 Loewy diagrams

Definition B.4.1. The following is a filtration of a module M by submodules,

0 =M0 ⊂M1 ⊂ · · · ⊂Mℓ−1 ⊂Mℓ =M. (B.4.1)

The subquotients are given by C𝑖 =M𝑖/M𝑖−1.

• If we demand that the subquotients are irreducible, then they are called composition
factors and the filtration is called a composition series.

• If we demand that the subquotients are instead the socles of M/M𝑖−1 then the filtration
is called a socle series.

Definition B.4.2. A Loewy diagram is constructed by horizontal layers, where the 𝑖-th layer
corresponds to the subquotients of the socle series. We annotate Loewy diagrams with arrows
that go from composition factors (direct summands) of each socle in the 𝑖-th layer to composition
factors in the (𝑖−1)th. These arrows roughly represent the direction of the extensions.

For some examples of Loewy diagrams, see Section 9.6 and Section 11.1.

B.5 Complexes and total complexes

Definition B.5.1. A chain complex M• is a sequence of modules, connected by module
homomorphisms

· · · 𝑑−1←−M−1
𝑑0←−M0

𝑑1←−M1
𝑑2←−M2

𝑑3←− · · · (B.5.1)

such that 𝑑𝑛 ◦ 𝑑𝑛+1 = 0. Note that exact sequences are a special case of chain complexes.
One can construct the total complex of the tensor product of two chain complexes M• and

N• by
Tot⊕ (M• ⊗𝒞N•)𝑛 =

⊕
𝑘+ℓ=𝑛

M𝑘 ⊗Nℓ . (B.5.2)
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Appendix C

Formal calculus

Formal calculus is the manipulation of various kinds of formal distributions, which are series
in formal variables. Vertex algebras are formulated in this framework and we use much of this
notation.

C.1 Formal distributions

Definition C.1.1. Important spaces:

• formal Laurent series

𝑉 [[𝑧±]] =
{∑︁
𝑛∈Z

𝑎𝑛𝑧
𝑛 : 𝑎𝑛 ∈ 𝑉

}
(C.1.1)

• polynomials

𝑉 [𝑧] =
{ ∑︁
𝑛∈Z≥0

𝑎𝑛𝑧
𝑛 : 𝑎𝑛 ∈ 𝑉 with only finitely many non-zero

}
(C.1.2)

• formal Laurent polynomials

𝑉 [𝑧±] =
{∑︁
𝑛∈Z

𝑎𝑛𝑧
𝑛 : 𝑎𝑛 ∈ 𝑉 with only finitely many non-zero

}
(C.1.3)

• formal power series

𝑉 [[𝑧]] =
{ ∑︁
𝑛∈Z≥0

𝑎𝑛𝑧
𝑛 : 𝑎𝑛 ∈ 𝑉

}
(C.1.4)

• truncated formal Laurent series

𝑉 ((𝑧)) =
{ ∑︁
𝑛∈Z≥𝑘

𝑎𝑛𝑧
𝑛 : 𝑎𝑛 ∈ 𝑉, 𝑘 ∈ Z

}
(C.1.5)
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Now we introduce the notion of residue, which is taken in analogy with complex analysis,
the delta distribution and the binomial expansion which we expand in the second variables by
convention.

Definition C.1.2. Important definitions:

• residue

Res𝑧

(∑︁
𝑛∈Z

𝑎𝑛𝑧
𝑛

)
= 𝑎−1 (C.1.6)

• delta distribution
𝛿(𝑧−𝑤) =

∑︁
𝑛∈Z

𝑤𝑛𝑧−𝑛−1 (C.1.7)

• binomial expansion

(𝑧−𝑤)𝑘 =
∑︁
𝑛=0

(
𝑘

𝑗

)
(−𝑤) 𝑗 𝑧𝑘− 𝑗 (C.1.8)

Remark. The delta distribution satisfies the following equations, for 𝑎(𝑧) ∈ 𝑉 [[𝑧±1]].

𝑎(𝑧)𝛿(𝑧−𝑤) = 𝑎(𝑤)𝛿(𝑧−𝑤), Res𝑧𝑎(𝑧)𝛿(𝑧−𝑤) = 𝑎(𝑤). (C.1.9)
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Appendix D

Sufficient conditions for convergence and
extension – Proof of Theorem 6.3.2

In this section we give a proof of Theorem 6.3.2 by reviewing reasoning presented by Yang
in [30] and showing that certain assumptions on the category of strongly graded modules
(see [30, Assumption 7.1, Part 3]) are not required, if one only wishes to conclude that
convergence and extension properties hold. Instead all that is required is that the modules
considered satisfy suitable finiteness conditions. This appendix closely follows the logic
of [30, Sections 5 & 6] and also [67, Section 2].

Throughout this section let 𝐴 ≤ 𝐵 be abelian groups. Further, let V be an 𝐴-graded vertex
algebra with a vertex subalgebra V ⊂ V(0) . In this section only, all mode expansions of fields
from a vertex operator algebra V will be of the form 𝑌 (𝑣, 𝑧) = ∑

𝑛∈Z 𝑣𝑛𝑧
−𝑛−1 regardless of the

conformal weight of 𝑣 ∈ V, that is, 𝑣𝑛 refers to the coefficient of 𝑧−𝑛−1 rather than the one which
shifts conformal weight by −𝑛.

Definition D.0.1. Let W0,W1,W2,W3,W4 be 𝐵-graded V-modules.

1. We say that two 𝐵-graded logarithmic intertwining operators Y1, Y2 of respective types( W0
W1, W4

)
,
( W4
W2, W3

)
satisfy the convergence and extension property for products if for any

𝑎1, 𝑎2,∈ 𝐵 and any doubly homogeneous elements𝑤′0 ∈W
′
0,𝑤3 ∈W3,𝑤𝑖 ∈W(𝑎𝑖)𝑖

, 𝑖 = 1,2,
there exist 𝑀 ∈ Z≥0, 𝑟1, . . . , 𝑟𝑀 , 𝑠1, . . . 𝑠𝑀 ∈ R, 𝑢1, . . . 𝑢𝑀 , 𝑣1, . . . 𝑣𝑀 ∈ Z≥0 and analytic
functions 𝑓1(𝑧), . . . , 𝑓𝑀 (𝑧) on the disc |𝑧 | < 1 satisfying

wt𝑤1 +wt𝑤2 + 𝑠𝑘 > 𝑁, for each 𝑘 = 1, . . . , 𝑀, (D.0.1)

where 𝑁 ∈ Z depends only on the intertwining operators Y1, Y2 and 𝑎1 +𝑎2, such that as
a formal power series the matrix element

〈𝑤′0,Y1(𝑤1, 𝑧1)Y2(𝑤2, 𝑧2)𝑤3〉 (D.0.2)
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converges absolutely in the region |𝑧1 | > |𝑧2 | > 0 and may be analytically continued to
the multivalued analytic function

𝑀∑︁
𝑘=1

𝑧
𝑟𝑘
2 (𝑧1− 𝑧2)

𝑠𝑘 (log 𝑧2)𝑢𝑘 (log(𝑧1− 𝑧2))𝑣𝑘 𝑓𝑘
(
𝑧1− 𝑧2
𝑧2

)
(D.0.3)

in the region |𝑧2 | > |𝑧1− 𝑧2 | > 0.

2. We say that two 𝐵-graded logarithmic intertwining operators Y1, Y2 of respective types( W0
W4, W3

)
,
( W4
W1, W2

)
satisfy the convergence and extension property for iterates if for any

𝑎2, 𝑎3,∈ 𝐵 and any doubly homogeneous elements𝑤′0 ∈W
′
0,𝑤1 ∈W3,𝑤𝑖 ∈W(𝑎𝑖)𝑖

, 𝑖 = 2,3,
there exist 𝑀 ∈ Z≥0, 𝑟1, . . . , 𝑟𝑀 , 𝑠1, . . . 𝑠𝑀 ∈ R, 𝑢1, . . . 𝑢𝑀 , 𝑣1, . . . 𝑣𝑀 ∈ Z≥0 and analytic
functions 𝑓1(𝑧), . . . 𝑓𝑀 (𝑧) on the disc |𝑧 | < 1 satisfying

wt𝑤2 +wt𝑤3 + 𝑠𝑘 > 𝑁, for each 𝑘 = 1, . . . , 𝑀, (D.0.4)

where 𝑁 ∈ Z depends only on the intertwining operators Y1, Y2 and 𝑎2 +𝑎3, such that as
a formal power series the matrix element

〈𝑤′0,Y1(Y2(𝑤1, 𝑧1− 𝑧2)𝑤2, 𝑧2)𝑤3〉 (D.0.5)

converges absolutely in the region |𝑧2 | > |𝑧1− 𝑧2 | > 0 and may be analytically continued
to the multivalued analytic function

𝑀∑︁
𝑘=1

𝑧
𝑟𝑘
1 𝑧

𝑠𝑘
2 (log 𝑧1)𝑢𝑘 (log 𝑧2)𝑣𝑘 𝑓𝑘

(
𝑧2
𝑧1

)
(D.0.6)

in the region |𝑧1 | > |𝑧2 | > 0.

Consider the Noetherian ring 𝑅 = C[𝑧±1
1 , 𝑧

±1
2 , (𝑧1 − 𝑧2)

−1]. Then for any quadruple of 𝐵-
graded V-modules W0,W1,W2,W3, and any triple (𝑎1, 𝑎2, 𝑎3) ∈ 𝐵3, we define the 𝑅-module

𝑇 (𝑎1,𝑎2,𝑎3) = 𝑅 ⊗
(
W′0

) (𝑎1+𝑎2+𝑎3) ⊗W(𝑎1)
1 ⊗W(𝑎2)

2 ⊗W(𝑎3)
3 , (D.0.7)

where all the tensor product symbols denote complex tensor products. We will generally omit
the tensor product symbol separating 𝑅 from theV-modules. The motivation for considering this
module is that for any 𝐵-graded module W4 and any pair of grading compatible logarithmic
intertwining operators Y1,Y2 of respective types

( W0
W1, W4

)
and

( W4
W2, W3

)
it produces matrix

elements via the map 𝜙Y1,Y2 : 𝑇 (𝑎1,𝑎2,𝑎3) → 𝑧ℎ1C({𝑧2/𝑧1}) [𝑧
±1
1 , 𝑧

±1
2 ], where ℎ is the combined

conformal weight of 𝑤′0, 𝑤1, 𝑤2, 𝑤3 and C({𝑥}) is the space of all power series in 𝑥 with
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bounded below real exponents (the modules W𝑖 , 𝑖 = 0,1,2,3 will always have real conformal
weights below), defined by

𝜙Y1,Y2 ( 𝑓 (𝑧1, 𝑧2)𝑤′0 ⊗𝑤1 ⊗𝑤2 ⊗𝑤3) = 𝜄( 𝑓 (𝑧1, 𝑧2))〈𝑤′0,Y1(𝑤1, 𝑧1)Y2(𝑤2, 𝑧2)𝑤3〉, (D.0.8)

where 𝜄 : 𝑅→ CJ𝑧2/𝑧1K[𝑧±1
1 , 𝑧

±1
2 ] is the map expanding elements of 𝑅 such that the powers of

𝑧2 are bounded below. This in turn justifies considering the submodule

𝐽 (𝑎1,𝑎2,𝑎3) = span𝑅
{
A

(
𝑣,𝑤′0,𝑤1,𝑤2,𝑤3

)
,B

(
𝑣,𝑤′0,𝑤1,𝑤2,𝑤3

)
,

C
(
𝑣,𝑤′0,𝑤1,𝑤2,𝑤3

)
,D

(
𝑣,𝑤′0,𝑤1,𝑤2,𝑤3

)
∈ 𝑇 (𝑎1,𝑎2,𝑎3) :

𝑣 ∈ V, 𝑤′0 ∈ (W
′
0)
(𝑎1+𝑎2+𝑎3) , 𝑤𝑖 ∈𝑊 (𝑎𝑖) , 𝑖 = 1,2,3

}
, (D.0.9)

where the generators

A
(
𝑣,𝑤′0,𝑤1,𝑤2,𝑤3

)
= −𝑤′0 ⊗ 𝑣−1𝑤1 ⊗𝑤2 ⊗𝑤3 +

∑︁
𝑘≥0

(
−1
𝑘

)
(−𝑧1)𝑘𝑣∗−1−𝑘𝑤

′
0 ⊗𝑤1 ⊗𝑤2 ⊗𝑤3

−
∑︁
𝑘≥0

(
−1
𝑘

)
(−(𝑧1− 𝑧2))−1−𝑘𝑤′0 ⊗𝑤1 ⊗ 𝑣𝑘𝑤2 ⊗𝑤3

−
∑︁
𝑘≥0

(
−1
𝑘

)
(−𝑧1)−1−𝑘𝑤′0 ⊗𝑤1 ⊗𝑤2 ⊗ 𝑣𝑘𝑤3,

B
(
𝑣,𝑤′0,𝑤1,𝑤2,𝑤3

)
= −𝑤′0 ⊗𝑤1 ⊗ 𝑣−1𝑤2 ⊗𝑤3 +

∑︁
𝑘≥0

(
−1
𝑘

)
(−𝑧2)𝑘𝑣∗−1−𝑘𝑤

′
0 ⊗𝑤1 ⊗𝑤2 ⊗𝑤3

−
∑︁
𝑘≥0

(
−1
𝑘

)
(−(𝑧1− 𝑧2))−1−𝑘𝑤′0 ⊗ 𝑣𝑘𝑤1 ⊗𝑤2 ⊗𝑤3

−
∑︁
𝑘≥0

(
−1
𝑘

)
(−𝑧2)−1−𝑘𝑤′0 ⊗𝑤1 ⊗𝑤2 ⊗ 𝑣𝑘𝑤3,

C
(
𝑣,𝑤′0,𝑤1,𝑤2,𝑤3

)
= 𝑣∗−1𝑤

′
0 ⊗𝑤1 ⊗ 𝑣−1𝑤2 ⊗𝑤3−

∑︁
𝑘≥0

(
−1
𝑘

)
𝑧−1−𝑘

1 𝑤′0 ⊗ 𝑣𝑘𝑤1 ⊗𝑤2 ⊗𝑤3

−
∑︁
𝑘≥0

(
−1
𝑘

)
𝑧−1−𝑘

2 𝑤′0 ⊗𝑤1 ⊗ 𝑣𝑘𝑤2 ⊗𝑤3−𝑤′0 ⊗𝑤1 ⊗𝑤2 ⊗ 𝑣−1𝑤3,

D
(
𝑣,𝑤′0,𝑤1,𝑤2,𝑤3

)
= 𝑣−1𝑤

′
0 ⊗𝑤1 ⊗ 𝑣−1𝑤2 ⊗𝑤3

−
∑︁
𝑘≥0

(
−1
𝑘

)
𝑧𝑘+11 𝑤′0 ⊗ e

𝑧−1
1 𝐿1

(
−𝑧21

)𝐿0
𝑣𝑘

(
−𝑧−2

1

)𝐿0
e
−𝑧−1

1 𝐿1𝑤1 ⊗𝑤2 ⊗𝑤3

−
∑︁
𝑘≥0

(
−1
𝑘

)
𝑧−1−𝑘

2 𝑤′0 ⊗𝑤1 ⊗ e𝑧
−1
2 𝐿1

(
−𝑧22

)𝐿0
𝑣𝑘

(
−𝑧−2

2

)𝐿0
e
−𝑧−1

2 𝐿1𝑤2 ⊗𝑤3

−𝑤′0 ⊗𝑤1 ⊗𝑤2 ⊗ 𝑣∗−1𝑤3, (D.0.10)
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are preimages of the relations coming from residues of the Jacobi identity for intertwining
operators and where 𝑣∗

𝑘
: W′

𝑖
→W′

𝑖
denotes the adjoint of 𝑣𝑘 : W𝑖→W𝑖 . Hence 𝐽 (𝑎1,𝑎2,𝑎3) lies

in the kernel of 𝜙Y1,Y2 for any choice of intertwining operators Y1,Y2 of the correct types.
Next consider the doubly homogeneous space

𝑇
(𝑎1,𝑎2,𝑎3)
[𝑟 ] =

∏
𝑟0,𝑟1,𝑟2,𝑟3∈R
𝑟0+𝑟1+𝑟2+𝑟3=𝑟

𝑅 ⊗
(
W′0

) (𝑎1+𝑎2+𝑎3)
[𝑟0 ] ⊗ (W1) (𝑎1)

[𝑟1 ] ⊗ (W2) (𝑎2)
[𝑟2 ] ⊗ (W3) (𝑎3)

[𝑟3 ] (D.0.11)

to construct the subspaces

𝐹𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) =
∏
𝑠≤𝑟

𝑇
(𝑎1,𝑎2,𝑎3)
[𝑠] ,

𝐹𝑟 (𝐽 (𝑎1,𝑎2,𝑎3) ) = 𝐽 (𝑎1,𝑎2,𝑎3) ∩𝐹𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ). (D.0.12)

These define filtrations on 𝑇 (𝑎1,𝑎2,𝑎3) and 𝐽 (𝑎1,𝑎2,𝑎3) , respectively, since 𝐹𝑠 (𝑇 (𝑎1,𝑎2,𝑎3) ) ⊂
𝐹𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) and𝐹𝑠 (𝐽 (𝑎1,𝑎2,𝑎3) ) ⊂ 𝐹𝑟 (𝐽 (𝑎1,𝑎2,𝑎3) ), if 𝑠 ≤ 𝑟 , and

⋃
𝑟 ∈R 𝐹𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) =𝑇 (𝑎1,𝑎2,𝑎3)

and
⋃
𝑟 ∈R 𝐹𝑟 (𝐽 (𝑎1,𝑎2,𝑎3) ) = 𝐽 (𝑎1,𝑎2,𝑎3) . Note that if the W𝑖 , 𝑖 = 0,1,2,3 are discretely strongly

graded, then 𝑇 (𝑎1,𝑎2,𝑎3)
[𝑟 ] is a finite sum of finite dimensional doubly homogeneous spaces ten-

sored with 𝑅. Hence 𝑇 (𝑎1,𝑎2,𝑎3)
[𝑟 ] is a finitely generated free 𝑅-module. Further, 𝐹𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) )

is also a finite sum and hence also a finitely generated free 𝑅-module. Finally, the ring 𝑅 is
Noetherian and so the submodule 𝐹𝑟 (𝐽 (𝑎1,𝑎2,𝑎3) ) is also finitely generated.

Proposition D.0.2. Let the V-modules W𝑖 , 𝑖 = 0,1,2,3 be discretely strongly 𝐵-graded and
𝐵-graded 𝐶1-cofinite as V-modules, then for any 𝑎1, 𝑎2, 𝑎3 ∈ 𝐵 there exists 𝑀 ∈ Z such that for
any 𝑟 ∈ R

𝐹𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) ⊂ 𝐹𝑟 (𝐽 (𝑎1,𝑎2,𝑎3) )+𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ) and 𝑇 (𝑎1,𝑎2,𝑎3) ⊂ 𝐽 (𝑎1,𝑎2,𝑎3) +𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ).
(D.0.13)

Proof. By assumption the modules W𝑖 , 𝑖 = 0,1,2,3 are 𝐵-graded 𝐶1-cofinite as 𝑉-modules,
that is, the spaces

𝐶1(M) (𝑎) = spanC
{
𝑣−ℎ𝑤 ∈ 𝑀 (𝑎) : 𝑣 ∈ V [ℎ]ℎ > 0,𝑤 ∈M

}
(D.0.14)

have finite codimension in M(𝑎) for M =W𝑖 , 𝑖 = 0,1,2,3. Thus M
(𝑎)
[ℎ] ⊂ 𝐶1(M) (𝑎) for suffi-

ciently large conformal weight ℎ ∈ R and hence there exists 𝑀 ∈ Z such that⊕
𝑛>𝑀

𝑇
(𝑎1,𝑎2,𝑎3)
[𝑛] ⊂ 𝐶1

(
W′0

) (𝑎1+𝑎2+𝑎3) ⊗W(𝑎1)
1 ⊗W(𝑎2)

2 ⊗W(𝑎3)
3

+
(
W′0

) (𝑎1+𝑎2+𝑎3) ⊗𝐶1(W1) (𝑎1) ⊗W(𝑎2)
2 ⊗W(𝑎3)

3
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+
(
W′0

) (𝑎1+𝑎2+𝑎3) ⊗W(𝑎1)
1 ⊗𝐶1(W2) (𝑎2) ⊗W(𝑎3)

3 +
(
W′0

) (𝑎1+𝑎2+𝑎3) ⊗W(𝑎1)
1 ⊗W(𝑎2)

2 ⊗𝐶1(W3) (𝑎3) .

(D.0.15)

We prove the first inclusion of the proposition by induction on 𝑟 ∈ R. If 𝑟 ≤ 𝑀 , then the
inclusion is true by 𝐹𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) defining a filtration. Next assume that 𝐹𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) ⊂
𝐹𝑟 (𝐽 (𝑎1,𝑎2,𝑎3) ) +𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ) is true for all 𝑟 < 𝑠 ∈ R for some 𝑠 > 𝑀 . We will show that
any element of the homogeneous space 𝑇 (𝑎1,𝑎2,𝑎3)

[𝑠] can be written as a sum of elements in
𝐹𝑠 (𝐽 (𝑎1,𝑎2,𝑎3) ) and 𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ). Since 𝑠 > 𝑀 , this homogeneous element is an element
of the right-hand side of (D.0.15). We shall only consider the case of this element lying in
the second summand of the right-hand side, as the other cases follow analogously. Without
loss of generality we can assume the element has the form 𝑤′0 ⊗ 𝑣−1𝑤1 ⊗𝑤2 ⊗𝑤3 ∈ 𝑇 (𝑎1,𝑎2,𝑎3)

[𝑠] ,

where 𝑤′0 ∈
(
W′0

) (𝑎1+𝑎2+𝑎3) , 𝑤𝑖 ∈W(𝑎𝑖)𝑖
, 𝑖 = 1,2,3, 𝑣 ∈ 𝑉 [ℎ] , ℎ > 0. By computing the degrees

of the summands making up A(𝑣,𝑤′0,𝑤1,𝑤2,𝑤3) in (D.0.10) we see that the three sums over 𝑘
all lie in 𝐹𝑠−1(𝑇 (𝑎1,𝑎2,𝑎3) ) ⊂ 𝐹𝑠−1(𝐽 (𝑎1,𝑎2,𝑎3) ) +𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ) and that A(𝑣,𝑤′0,𝑤1,𝑤2,𝑤3) ∈
𝐹𝑠 (𝐽 (𝑎1,𝑎2,𝑎3) ). Further,

𝑤′0 ⊗ 𝑣−1𝑤1 ⊗𝑤2 ⊗𝑤3 = −A(𝑣,𝑤′0,𝑤1,𝑤2,𝑤3) +
∑︁
𝑘≥0

(
−1
𝑘

)
(−𝑧1)𝑘𝑣∗𝑘𝑤

′
0 ⊗𝑤1 ⊗𝑤2 ⊗𝑤3

−
∑︁
𝑘≥0

(
−1
𝑘

)
(−(𝑧1− 𝑧2))−1−𝑘𝑤′0 ⊗𝑤1 ⊗ 𝑣𝑘𝑤2 ⊗𝑤3−

∑︁
𝑘≥0

(
−1
𝑘

)
(−𝑧1)−1−𝑘𝑤′0 ⊗𝑤1 ⊗𝑤2 ⊗ 𝑣𝑘𝑤3.

(D.0.16)

Thus 𝑤′0 ⊗ 𝑣−1𝑤1 ⊗ 𝑤2 ⊗ 𝑤3 lies in the sum 𝐹𝑠 (𝐽 (𝑎1,𝑎2,𝑎3) ) + 𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ) and the first
inclusion of the proposition follows. The second inclusion follows from 𝐹𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) and
𝐹𝑟 (𝐽 (𝑎1,𝑎2,𝑎3) ) defining filtrations.

𝑇 (𝑎1,𝑎2,𝑎3) =
⋃
𝑟 ∈R

𝐹𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) ⊂
⋃
𝑟 ∈R

(
𝐹𝑟 (𝐽 (𝑎1,𝑎2,𝑎3) ) +𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) )

)
=

(⋃
𝑟 ∈R

𝐹𝑟 (𝐽 (𝑎1,𝑎2,𝑎3) )
)
+𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ) = 𝐽 (𝑎1,𝑎2,𝑎3) +𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ). (D.0.17)

Corollary D.0.3. Let the V-modules W𝑖 , 𝑖 = 0,1,2,3 be discretely strongly 𝐵-graded and
𝐵-graded 𝐶1-cofinite as V-modules.

1. The quotient 𝑅-module 𝑇 (𝑎1,𝑎2,𝑎3)/𝐽 (𝑎1,𝑎2,𝑎3) is finitely generated.

2. For any representative 𝑤 ∈ 𝑇 (𝑎1,𝑎2,𝑎3) , we denote its coset in 𝑇 (𝑎1,𝑎2,𝑎3)/𝐽 (𝑎1,𝑎2,𝑎3) by
[𝑤]. Let 𝑤′0 ∈

(
W′0

) (𝑎1+𝑎2+𝑎3) and 𝑤𝑖 ∈W(𝑎𝑖)𝑖
𝑖 = 1,2,3, and consider the submodules of
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𝑇 (𝑎1,𝑎2,𝑎3)/𝐽 (𝑎1,𝑎2,𝑎3) given by

𝑀1 = span𝑅
{[
𝑤0 ⊗ 𝐿 𝑗−1𝑤1 ⊗𝑤2 ⊗𝑤3

]
: 𝑗 ∈ Z≥0

}
,

𝑀2 = span𝑅
{[
𝑤0 ⊗𝑤1 ⊗ 𝐿 𝑗−1𝑤2 ⊗𝑤3

]
: 𝑗 ∈ Z≥0

}
. (D.0.18)

Then 𝑀1 and 𝑀2 are finitely generated, in particular, there exist 𝑚,𝑛 ∈ Z≥0 and
𝑎𝑘 (𝑧1, 𝑧2), 𝑏ℓ (𝑧1, 𝑧2) ∈ 𝑅, 1 ≤ 𝑘 ≤ 𝑚, 1 ≤ ℓ ≤ 𝑛 such that[

𝑤0 ⊗ 𝐿𝑚−1𝑤1 ⊗𝑤2 ⊗𝑤3
]
+ 𝑎1(𝑧1, 𝑧2)

[
𝑤0 ⊗ 𝐿𝑚−1

−1 𝑤1 ⊗𝑤2 ⊗𝑤3
]
+ · · ·

+ 𝑎𝑚(𝑧1, 𝑧2) [𝑤0 ⊗𝑤1 ⊗𝑤2 ⊗𝑤3] = 0,[
𝑤0 ⊗𝑤1 ⊗ 𝐿𝑛−1𝑤2 ⊗𝑤3

]
+ 𝑏1(𝑧1, 𝑧2)

[
𝑤0 ⊗𝑤1 ⊗ 𝐿𝑛−1

−1 𝑤2 ⊗𝑤3
]
+ · · ·

+ 𝑏𝑛 (𝑧1, 𝑧2) [𝑤0 ⊗𝑤1 ⊗𝑤2 ⊗𝑤3] = 0. (D.0.19)

Proof. Since 𝑅 is a Noetherian ring, Part 1 holds if 𝑇 (𝑎1,𝑎2,𝑎3)/𝐽 (𝑎1,𝑎2,𝑎3) is isomorphic to a
subquotient of a finitely generated module over 𝑅. By Proposition D.0.2 we have the inclusion
and identification

𝑇 (𝑎1,𝑎2,𝑎3)/𝐽 (𝑎1,𝑎2,𝑎3) ⊂
(
𝐽 (𝑎1,𝑎2,𝑎3) +𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) )

)
/𝐽 (𝑎1,𝑎2,𝑎3)

� 𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) )/
(
𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ) ∩ 𝐽 (𝑎1,𝑎2,𝑎3)

)
. (D.0.20)

Thus 𝑇 (𝑎1,𝑎2,𝑎3)/𝐽 (𝑎1,𝑎2,𝑎3) is isomorphic to a subquotient of the finitely generated module
𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ) and Part 1 follows. Part 2 is an immediate consequence of Part 1 and the
fact that a submodule of a finitely generated module over a Noetherian ring is again finitely
generated.

Theorem D.0.4. Let the V-modules W𝑖 , 𝑖 = 0,1,2,3 be discretely strongly 𝐵-graded and 𝐵-
graded𝐶1-cofinite as V-modules, let W4 be a 𝐵-graded V-module and let Y1, Y2 be logarithmic
grading compatible intertwining operators of types

( W0
W1, W4

)
,

( W4
W2, W3

)
, respectively. Then

for any homogeneous elements 𝑤′0 ∈ W
′
0, 𝑤𝑖 ∈ W𝑖 , 𝑖 = 1,2,3, there exist 𝑚,𝑛 ∈ Z≥0 and

𝑎𝑘 (𝑧1, 𝑧2), 𝑏ℓ (𝑧1, 𝑧2) ∈ 𝑅, 1 ≤ 𝑘 ≤ 𝑚, 1 ≤ ℓ ≤ 𝑛 such that the power series expansion of the
matrix element

〈𝑤′0,Y1(𝑤1, 𝑧1)Y2(𝑤2, 𝑧2)𝑤3〉 (D.0.21)

is a solution to the power series expansion of the system of differential equations

𝜕𝑚𝜙

𝜕𝑧𝑚1
+ 𝑎1(𝑧1, 𝑧2)

𝜕𝑚−1𝜙

𝜕𝑧𝑚−1
1
+ · · · + 𝑎𝑚(𝑧1, 𝑧2)𝜙 = 0,

𝜕𝑛𝜙

𝜕𝑧𝑛2
+ 𝑏1(𝑧1, 𝑧2)

𝜕𝑛−1𝜙

𝜕𝑧𝑛−1
1
+ · · · + 𝑏𝑛 (𝑧1, 𝑧2)𝜙 = 0,

(D.0.22)
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in the region |𝑧1 | > |𝑧2 | > 0.

Proof. Let 𝑎1, 𝑎2, 𝑎3 be the respective 𝐵-grades of 𝑤1,𝑤2,𝑤3, then we can assume that the
𝐵-grade of 𝑤′0 is 𝑎1 + 𝑎2 + 𝑎3, because otherwise the matrix element vanishes and the theorem
follows trivially. Recall the map 𝜙Y1,Y2 : 𝑇 (𝑎1,𝑎2,𝑎3) → 𝑧ℎ1C({𝑧2/𝑧1})

[
𝑧±1

1 , 𝑧
±2
2

]
, defined by the

formula (D.0.8). Since 𝐽 (𝑎1,𝑎2,𝑎3) lies in the kernel of 𝜙Y1,Y2 , we have an induced map

𝜙Y1,Y2 : 𝑇 (𝑎1,𝑎2,𝑎3)/𝐽 (𝑎1,𝑎2,𝑎3) → 𝑧ℎ1C({𝑧2/𝑧1})
[
𝑧±1

1 , 𝑧
±2
2

]
. (D.0.23)

The theorem then follows by applying 𝜙Y1,Y2 to the relations (D.0.19) of Corollary D.0.3.2,
using the 𝐿−1 derivative property of intertwining operators and expanding in the region |𝑧1 | >
|𝑧2 | > 0.

Systems of differential equations of the form (D.0.22) have solutions very close to the
expansion required if their singular points are regular, see for example [68, Appendix B]. A
sufficient condition, whose validity we shall verify shortly, for regularity at a given singular
point is that the coefficients 𝑎𝑖 , 𝑏 𝑗 in the system (D.0.22) have poles of degree at most 𝑚 − 𝑖
and 𝑛− 𝑗 respectively. Such singular points are called simple (see [68, Appendix B] for the
general definition). The singular points relevant for the convergence and extension property for
products are 𝑧1 = 𝑧2 and (𝑧1− 𝑧2)/𝑧2 = 0.

We need to consider new filtrations in addition to those considered previously. Let 𝑅 =

C[𝑧±1
1 , 𝑧

±2
2 ], then 𝑅𝑛 = (𝑧1− 𝑧2)−𝑛𝑅, 𝑛 ∈ Z equips 𝑅 with the structure of a filtered ring in the

sense that 𝑅𝑛 ⊂ 𝑅𝑚, if 𝑛 ≤ 𝑚, 𝑅 =
⋃
𝑛∈Z 𝑅𝑛 and 𝑅𝑛 ·𝑅𝑚 ⊂ 𝑅𝑚+𝑛. The 𝑅-module 𝑇 (𝑎1,𝑎2,𝑎3) can

then also be equipped with a compatible filtration

𝑅𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) =
∏

𝑛+ℎ0+ℎ1+ℎ2+ℎ3≤𝑟
ℎ𝑖 ∈R

𝑅𝑛⊗
(
W′0

) (𝑎1+𝑎2+𝑎3)
[ℎ0 ] ⊗ (W1) (𝑎1)

[ℎ1 ] ⊗ (W2) (𝑎2)
[ℎ2 ] ⊗ (W3) (𝑎3)

[ℎ3 ] , 𝑟 ∈R,

(D.0.24)
in the sense that 𝑅𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) ⊂ 𝑅𝑠 (𝑇 (𝑎1,𝑎2,𝑎3) ), if 𝑟 ≤ 𝑠, 𝑇 (𝑎1,𝑎2,𝑎3) =

⋃
𝑟 ∈R 𝑅𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) )

and 𝑅𝑛 · 𝑅𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) ⊂ 𝑅𝑛+𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ). Further, let 𝑅𝑟 (𝐽 (𝑎1,𝑎2,𝑎3) ) = 𝑅𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) ∩
𝐽 (𝑎1,𝑎2,𝑎3) .

Proposition D.0.5. Let the V-modules W𝑖 , 𝑖 = 0,1,2,3 be discretely strongly 𝐵-graded and
𝐵-graded 𝐶1-cofinite as V-modules. Then for any 𝑎1, 𝑎2, 𝑎3 ∈ 𝐵 there exists 𝑀 ∈ Z such that
for any 𝑟 ∈ R

𝑅𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) ⊂ 𝑅𝑟 (𝐽 (𝑎1,𝑎2,𝑎3) )+𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ), 𝑇 (𝑎1,𝑎2,𝑎3) = 𝐽 (𝑎1,𝑎2,𝑎3) +𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ).
(D.0.25)

Further, 𝑇 (𝑎1,𝑎2,𝑎3)/𝐽 (𝑎1,𝑎2,𝑎3) is finitely generated.
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Proof. The proof of this proposition mimics the proof of Proposition D.0.2 once one has
verified that the elements A(𝑢,𝑤′0,𝑤1,𝑤2,𝑤3), B(𝑢,𝑤′0,𝑤1,𝑤2,𝑤3), C(𝑢,𝑤′0,𝑤1,𝑤2,𝑤3) and
D(𝑢,𝑤′0,𝑤1,𝑤2,𝑤3) lie in 𝑅ℎ (𝐽), where ℎ is the sum of the conformal weights of𝑢,𝑤′0,𝑤1,𝑤2,𝑤3.

We also need to consider the 𝑅-module𝑈 (𝑎1,𝑎2,𝑎3) = 𝑅⊗
(
W′0

) (𝑎1+𝑎2+𝑎3) ⊗W(𝑎1)
1 ⊗W(𝑎2)

2 ⊗
W
(𝑎3)
3 and denote by 𝑈 (𝑎1,𝑎2,𝑎3)

[𝑟 ] the subspace of conformal weight 𝑟 ∈ R. Thus 𝑈 (𝑎1,𝑎2,𝑎3) =∏
𝑟 ∈R𝑈

(𝑎1,𝑎2,𝑎3)
[𝑟 ] .

Lemma D.0.6. Let the V-modules W𝑖 , 𝑖 = 0,1,2,3 be discretely strongly 𝐵-graded and 𝐵-
graded 𝐶1-cofinite as V-modules. For any 𝑎1, 𝑎2, 𝑎3 ∈ 𝐵 and any doubly homogeneous vectors
𝑤′0 ∈

(
W′0

) (𝑎1+𝑎2+𝑎3)
[ℎ0 ]

, 𝑤𝑖 ∈ (W𝑖) (𝑎𝑖)[ℎ𝑖 ] , let ℎ =
∑
𝑖 ℎ𝑖 , let ℎ be the smallest non-negative repre-

sentative of the coset ℎ +Z and let 𝑚𝐽 ∈ 𝑅ℎ (𝐽 (𝑎1,𝑎2,𝑎3) ), 𝑚𝑇 ∈ 𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ) be vectors
satisfying

𝑤′0 ⊗𝑤1 ⊗𝑤2 ⊗𝑤3 = 𝑚𝐽 +𝑚𝑇 . (D.0.26)

Then there exists 𝑆 ∈ R such that ℎ+ 𝑆 ∈ Z≥0 and (𝑧1− 𝑧2)ℎ+𝑆𝑚𝑇 ∈𝑈 (𝑎1,𝑎2,𝑎3) .

Proof. Note that the existence of the vectors 𝑚𝐽 , 𝑚𝑇 is guaranteed by Proposition D.0.5.
Choose 𝑆 ∈ R such that ℎ + 𝑆 ∈ Z≥0 and such that for any 𝑟 ≤ −𝑆, 𝑇 (𝑎1,𝑎2,𝑎3)

[𝑟 ] = 0. Such an 𝑆
must exist, since the conformal weights of 𝑇 (𝑎1,𝑎2,𝑎3) are bounded below by assumption. By
definition, 𝑅𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) is spanned by elements of the form (𝑧1 − 𝑧2)−𝑛 𝑓 (𝑧1, 𝑧2)𝑤0 ⊗ 𝑤1 ⊗
𝑤2 ⊗ 𝑤3, where 𝑓 ∈ 𝑅 and 𝑛 +∑

𝑖wt𝑤𝑖 ≤ 𝑟. The number 𝑆 was therefore chosen such that
(𝑧1− 𝑧2)𝑟+𝑆𝑅𝑟 (𝑇 (𝑎1,𝑎2,𝑎3) ) ⊂ 𝑈 (𝑎1,𝑎2,𝑎3) whenever 𝑟 + 𝑆 ∈ Z. Now, by assumption,

𝑚𝑇 = 𝑤′0 ⊗𝑤1 ⊗𝑤2 ⊗𝑤3−𝑚𝐽 . (D.0.27)

The right-hand side of this equality lies in 𝑅ℎ (𝑇 (𝑎1,𝑎2,𝑎3) ) by construction and therefore so does
the left-hand side. Hence (𝑧1− 𝑧2)ℎ+𝑆𝑚𝑇 ∈𝑈 (𝑎1,𝑎2,𝑎3) .

Theorem D.0.7. Let the V-modules W𝑖 , 𝑖 = 0,1,2,3 be discretely strongly 𝐵-graded and 𝐵-
graded𝐶1-cofinite as V-modules, let W4 be a 𝐵-graded V-module and let Y1, Y2 be logarithmic
grading compatible intertwining operators of types

( W0
W1, W4

)
,
( W4
W2, W3

)
, respectively and consider

the system of differential equations of Theorem D.0.4. For the singular points 𝑧1 = 𝑧2 and
(𝑧1− 𝑧2)/𝑧2 = 0 there exist coefficients 𝑎𝑘 (𝑧1, 𝑧2), 𝑏𝑙 (𝑧1, 𝑧2) ∈ 𝑅 such that these singular points
of the system of differential equations (D.0.22) satisfied by the matrix elements (D.0.21) are
regular.

Proof. We consider first the singular point 𝑧1 = 𝑧2. By Proposition D.0.5 and Lemma D.0.6, for
any 𝑘 ∈ Z≥0 together with a vector 𝑤′0 ⊗ 𝐿

𝑘
−1𝑤1 ⊗𝑤2 ⊗𝑤3 ∈ 𝑇 (𝑎1,𝑎2,𝑎3) , where the 𝑤𝑖 are doubly
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homogeneous vectors of total conformal weight ℎ ∈ R, there exist 𝑚 (𝑘)
𝐽
∈ 𝑅ℎ+𝑘 (𝐽 (𝑎1,𝑎2,𝑎3) ) and

𝑚
(𝑘)
𝑇
∈ 𝐹𝑀 (𝑇 (𝑎1,𝑎2,𝑎3) ) such that

𝑤′0 ⊗ 𝐿
𝑘
−1𝑤1 ⊗𝑤2 ⊗𝑤3 = 𝑚

(𝑘)
𝐽
+𝑚 (𝑘)

𝑇
. (D.0.28)

Let ℎ be the smallest non-negative representative of the coset ℎ +Z. Then, by Lemma D.0.6,
there exists 𝑆 ∈ R such that ℎ + 𝑆 ∈ Z≥0 and (𝑧1 − 𝑧2)ℎ+𝑘+𝑆𝑚 (𝑘)𝑇 ∈ 𝑈 (𝑎1,𝑎2,𝑎3) and thus (𝑧1 −
𝑧2)ℎ+𝑘+𝑆𝑚 (𝑘)𝑇 ∈ ⋃

𝑟 ≤𝑀𝑈
(𝑎1,𝑎2,𝑎3)
[𝑟 ] . Since the 𝑉-modules W𝑖 are discretely strongly 𝐵-graded

and 𝐵-graded 𝐶1-cofinite,
∏
𝑟 ≤𝑀𝑈

(𝑎1,𝑎2,𝑎3)
[𝑟 ] is a finite sum of finitely generated 𝑅-modules

and hence also finitely generated. Thus, since 𝑅 is Noetherian, the submodule generated by
the (𝑧1− 𝑧2)ℎ+𝑘+𝑆𝑚 (𝑘)𝑇 , 𝑘 ∈ Z≥0 is also finitely generated. Hence there exists an 𝑚 ∈ Z≥0 such
that {(𝑧1 − 𝑧2)ℎ+𝑘+𝑆𝑚 (𝑘)𝑇 : 0 ≤ 𝑘 ≤ 𝑚 − 1} is a finite generating set for this submodule and
subsequently there exist 𝑐𝑘 (𝑧1, 𝑧2) ∈ 𝑅 such that

(𝑧1− 𝑧2)ℎ+𝑚+𝑆𝑚 (𝑚)𝑇
+
𝑚−1∑︁
𝑘=0

𝑐𝑘 (𝑧1, 𝑧2) (𝑧1− 𝑧2)ℎ+𝑘+𝑆𝑚 (𝑘)𝑇 = 0. (D.0.29)

Therefore,

𝑤′0⊗𝐿
𝑚
−1𝑤1⊗𝑤2⊗𝑤3+

𝑚−1∑︁
𝑘=0

𝑐𝑘 (𝑧1, 𝑧2) (𝑧1−𝑧2)𝑘−𝑚𝑤′0⊗𝐿
𝑘
−1𝑤1⊗𝑤2⊗𝑤3 =𝑚

(𝑚)
𝐽
+
𝑚−1∑︁
𝑘=0

𝑐𝑘 (𝑧1, 𝑧2)𝑚 (𝑘)𝐽 .

(D.0.30)
Thus in the quotient module 𝑇 (𝑎1,𝑎2,𝑎3)/𝐽 (𝑎1,𝑎2,𝑎3) , we obtain (where we again use square
brackets to denote cosets)

[
𝑤′0 ⊗ 𝐿

𝑚
−1𝑤1 ⊗𝑤2 ⊗𝑤3

]
+
𝑚−1∑︁
𝑘=0

𝑐𝑘 (𝑧1, 𝑧2) (𝑧1− 𝑧2)𝑘−𝑚
[
𝑤′0 ⊗ 𝐿

𝑘
−1𝑤1 ⊗𝑤2 ⊗𝑤3

]
= 0, (D.0.31)

since𝑚 (𝑘)
𝐽
∈ 𝐽 (𝑎1,𝑎2,𝑎3) . By a similar line of reasoning there exists an 𝑛 ∈ Z≥0 and 𝑑ℓ (𝑧1, 𝑧2) ∈ 𝑅

such that[
𝑤′0 ⊗𝑤1 ⊗ 𝐿𝑛−1𝑤2 ⊗𝑤3

]
+
𝑚−1∑︁
ℓ=0

𝑑ℓ (𝑧1, 𝑧2) (𝑧1− 𝑧2)ℓ−𝑛
[
𝑤′0 ⊗𝑤1 ⊗ 𝐿𝑘−1𝑤2 ⊗𝑤3

]
= 0. (D.0.32)

Applying the map 𝜙Y1,Y2 defined by (D.0.8) and using the 𝐿−1 property for intertwining operators
will then result in a system of differential equations for which 𝑧1 = 𝑧2 is a simple, and hence
regular, singular point.

To show the regularity of the singular point (𝑧1− 𝑧2)/𝑧2 = 0, we introduce new gradings on
𝑅 and𝑇 (𝑎1,𝑎2,𝑎3) . We assign degree−1 to the variables 𝑧1, 𝑧2, thus giving 𝑅 aZ grading and then
grade 𝑇 (𝑎1,𝑎2,𝑎3) by adding 𝑅-degrees and conformal weights. This implies that the elements
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A(𝑣,𝑤′0,𝑤1,𝑤2,𝑤3), B(𝑣,𝑤′0,𝑤1,𝑤2,𝑤3), C(𝑣,𝑤′0,𝑤1,𝑤2,𝑤3) and D(𝑣,𝑤′0,𝑤1,𝑤2,𝑤3) are
homogeneous with respect to this new grading if their arguments are doubly homogeneous.
The new grading therefore descends to𝑇 (𝑎1,𝑎2,𝑎3)/𝐽 (𝑎1,𝑎2,𝑎3) . Further, for doubly homogeneous
elements 𝑤′0,𝑤1,𝑤2,𝑤3, the elements[

𝑤′0 ⊗ 𝐿
𝑘
−1𝑤1 ⊗𝑤2 ⊗𝑤3

]
,

[
𝑤′0 ⊗𝑤1 ⊗ 𝐿ℓ−1𝑤2 ⊗𝑤3

]
∈ 𝑇 (𝑎1,𝑎2,𝑎3)/𝐽 (𝑎1,𝑎2,𝑎3) , (D.0.33)

are also homogeneous. Thus the coefficients 𝑐𝑘 (𝑧1, 𝑧2), 𝑑ℓ (𝑧1, 𝑧2) of equations (D.0.31) and
(D.0.32) are elements of degree 0 in 𝑅 and can therefore be written as Laurent polynomials in
(𝑧1− 𝑧2)/𝑧2. It then follows that the singular point (𝑧1− 𝑧2)/𝑧2 = 0 is regular.

The fact that the matrix element (D.0.2) satisfies an expansion of the form (D.0.3) now
follows by the reasoning of [67, Theorem 3.5]. A little care is needed when following the
reasoning of [67], since there only modules with a diagonalisable action of 𝐿0 are considered.
However, as noted in [20, Part VII, Proof of Theorem 11.8 and Remark 11.9] the argument
extends easily to modules where 𝐿0 has Jordan blocks. The basic idea is that one can use the
𝐿0 conjugation property of intertwining operators (recall that 𝐿0 is the generator of dilations)
to rescale the variables in the matrix element (D.0.2) by 𝑧2 so that it becomes a function
in 𝑧3 = (𝑧1 − 𝑧2)/𝑧2 only and the system of differential equations (D.0.31) and (D.0.32) then
becomes an ordinary differential equation for 𝑧3 with a regular singularity at 𝑧3 = 0. Similar
reasoning for the matrix element (D.0.5) leads one to conclude that it satisfies the expansion
(D.0.6). Hence Theorem 6.3.2 follows.
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Appendix E

Construction of the quantum group

E.1 Construction Method

Let Ψ be a set of bosonic lattice data and let 𝐻Λ be the associated lattice Hopf algebra. Further,
let 𝐻 be the result of including all grouplike elements 𝐾𝜇 corresponding to exponentials of the
primitive elements 𝑋𝜇, and enforcing that 𝐾Λ = 1. In the language of Section 8.4, we have

𝐻Λ = C[𝑋Λ⊥ ,𝐾Λ∗/Λ⊥], 𝐻 = C[𝑋Λ⊥ ,𝐾Λ∗]/(𝐾Λ = 1). (E.1.1)

Note that the category of weight modules is the same for both Hopf algebras, as the condition
𝐾Λ = 1 implies that 𝑒2𝜋𝑖𝑋Λ = 1 which is true because 𝑋Λ⊥∩Λ acts trivially on modules in VectΨ.

Let 𝐻 modules be equipped with the self braiding 𝑄(𝑥) = 𝑒𝑖 𝜋 〈𝑥,𝑥 〉 and double braiding
𝐵(𝑥, 𝑦) = 𝑒2𝜋𝑖 〈𝑥,𝑦〉 (specialised to 〈(𝑥, 𝑦), (𝑥 ′, 𝑦′)〉 = 𝑥𝑦′ + 𝑦𝑥 ′ in Definition 10.2.1). Then
the braiding is given by 𝑅(𝛼𝑖 , 𝛼 𝑗) = 𝜖 (𝛼𝑖 , 𝛼 𝑗)𝑒𝑖 𝜋〈𝛼𝑖 ,𝛼𝑗〉 for a choice of cocycle 𝜖 , satisfying
𝜖 〈𝑥, 𝑦〉𝜖 〈𝑦, 𝑥〉 = 1.

We can equip the modules containing the screening operators, C𝛼	
𝑖
+Λ ∈ VectΛ∗/Λ, for

distinguished 𝛼	
𝑖

, with an action from the 𝐻-module structure, and a co-action constructed
from the action and the 𝑅-matrix, such that they are compatible with the Yetter-Drinfeld
condition. That is, C𝛼	

𝑖
+Λ ∈ 𝐻𝐻YD. The action and co-action respectively are given by

𝐻𝛼𝑗
·1𝛼	

𝑖
=

〈
𝛼 𝑗 , 𝛼

	
𝑖

〉
1𝛼	

𝑖
, 1𝛼	

𝑖
↦→ 𝐾𝜆𝑖 ⊗ 1𝛼	

𝑖
, (E.1.2)

where we find a condition on 𝜆𝑖 from enforcing that the Yetter-Drinfeld braiding coincides with
the expected braiding from the 𝑅-matrix, when applied to 𝑥 = 1𝛼	

𝑖
⊗ 1𝜇, where 𝑥𝜏 denotes the

tensor flip of 𝑥.

𝑐YD(𝑥) =
(
𝐾𝜆𝑖 ·1𝜇

)
⊗ 1𝛼	

𝑖
= 𝑒𝑖 𝜋 〈𝜆𝑖 ,𝜇〉𝑥𝜏 , 𝑐𝑅 (𝑥) = 𝜖

〈
𝛼	𝑖 , 𝜇

〉
𝑒𝑖 𝜋〈𝛼	𝑖 ,𝜇〉𝑥𝜏 . (E.1.3)

Therefore we find that

〈𝜆𝑖 , 𝜇〉 =
〈
𝛼	𝑖 , 𝜇

〉
+
〈
𝛼	𝑖 , 𝜇

〉
𝜀

mod 2Z, where 𝜀
〈
𝛼	𝑖 , 𝜇

〉
= 𝑒𝑖 𝜋〈𝛼	𝑖 ,𝜇〉𝜀 . (E.1.4)
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Now for the Nichols algebra 𝐵 generated by the screening operators 𝐸𝛼	
𝑖

with the braiding
above, we can construct the quantum group 𝐵o𝐻n𝐵∗ with module category 𝐵

𝐵
YD(𝐻−Mod) =

𝐵
𝐵
YD

(
𝐻
𝐻
YD

)
= 𝐵o𝐻
𝐵o𝐻YD.

The Radford biproduct relations for 𝐵o𝐻 and 𝐻 n𝐵∗ imply

[𝐻𝛼𝑗
, 𝐸𝛼	

𝑖
] = 𝐻𝛼𝑗

·𝐸𝛼	
𝑖
=

〈
𝛼 𝑗 , 𝛼

	
𝑖

〉
𝐸𝛼	

𝑖
, 𝐾𝜆𝑖𝐸𝛼	

𝑖
𝐾−1
𝜆𝑖

= 𝐾𝜆𝑖 ·𝐸𝛼	
𝑖
= 𝑒𝑖 𝜋〈𝜆𝑖 ,𝛼	𝑖 〉𝐸𝛼	

𝑖
,

(E.1.5)

[𝐻𝛼𝑗
, 𝐸∗

𝛼	
𝑖

] = 𝐻𝛼𝑗
·𝐸∗

𝛼	
𝑖

= −
〈
𝛼 𝑗 , 𝛼

	
𝑖

〉
𝐸∗
𝛼	
𝑖

, 𝐾𝜆𝑖𝐸
∗
𝛼	
𝑖

𝐾−1
𝜆𝑖

= 𝐾𝜆𝑖 ·𝐸∗𝛼	
𝑖

= 𝑒−𝑖 𝜋〈𝜆𝑖 ,𝛼	𝑖 〉𝐸∗
𝛼	
𝑖

.

(E.1.6)

We use the Yetter-Drinfeld condition (see Figure E.1) to find the commutator

𝐸∗
𝛼	
𝑖

𝐸𝛼	
𝑗
− 𝜖

〈
𝛼	𝑖 , 𝛼

	
𝑗

〉
𝑒
𝑖 𝜋

〈
𝛼	
𝑖
,𝛼	

𝑗

〉
𝐸𝛼	

𝑗
𝐸∗
𝛼	
𝑖

= 𝛿𝑖 𝑗

(
1−𝐾2

𝛼	
𝑖

)
. (E.1.7)

= + 𝛿𝑖 𝑗 = + 𝛿𝑖 𝑗

Figure E.1: A diagrammatic interpretation of the Yetter-Drinfeld condition. The grey lines
represent the generators 𝐸𝛼	

𝑗
inserted at the bottom and 𝐸∗

𝛼	
𝑖

at the top. The black lines represent
the vector space𝑉 as a Yetter-Drinfeld module. The diagram should be read vertically upwards
and encodes the product, coproduct, action and coaction. The equation on the right is expressed
in terms of individual channels, where the 𝛿𝑖 𝑗 indicates that the diagram is valid as long as
𝑖 = 𝑗 . For more explanation see [13].

We also have the coproducts

Δ𝐸𝛼	
𝑖
= 𝐾𝜇𝑖 ⊗ 𝐸𝛼	

𝑖
+𝐸𝛼	

𝑖
⊗ 1, Δ𝐸∗

𝛼	
𝑖

= 𝐾𝜈𝑖 ⊗ 𝐸∗𝛼	
𝑖

+𝐸∗
𝛼	
𝑖

⊗ 1, (E.1.8)

where 𝐸∗
𝛼	
𝑖

is the dual of 𝐸𝛼	
𝑖

and both 𝜇𝑖 and 𝜈𝑖 are determined by the choice of cocycle 𝜖 in the
following way. We fix a choice of 𝜇𝑖 and take the coproduct of the Yetter-Drinfeld condition,
which implies that the only compatible choice is 𝜈𝑖 = 2𝛼	

𝑖
− 𝜇𝑖 . We also find that both 𝜆𝑖 = 𝜇𝑖

and 𝜆𝑖 = 𝜈𝑖 must satisfy E.1.4. Now, let 𝐹𝛼	
𝑖
= 𝐾−1

𝜈𝑖
𝐸∗
𝛼	
𝑖

. Then 𝐹𝛼	
𝑖

satisfies the product and
coproduct relations below.

[𝐻𝛼𝑗
, 𝐹𝛼	

𝑖
] = 𝐻𝛼𝑗

·𝐹𝛼	
𝑖
= −

〈
𝛼 𝑗 , 𝛼

	
𝑖

〉
𝐹𝛼	

𝑖
, 𝐾𝜆𝐹𝛼	

𝑖
𝐾−1
𝜆 = 𝐾𝜆 ·𝐹𝛼	

𝑖
= 𝑒−𝑖 𝜋〈𝜆,𝛼	𝑖 〉𝐹𝛼	

𝑖
,

(E.1.9)
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Δ𝐹𝛼	
𝑖
= Δ

(
𝐾−1
𝜈𝑖
𝐸∗
𝛼	
𝑖

)
= Δ𝐾−1

𝜈𝑖
Δ𝐸∗

𝛼	
𝑖

= 1⊗ 𝐹𝛼	
𝑖
+𝐹𝛼	

𝑖
⊗𝐾−1

𝜈𝑖
.

(E.1.10)

Substituting 𝐹𝛼	
𝑖

into E.1.7 yields the last of the defining relations of our quantum group.

[𝐸𝛼	
𝑗
, 𝐹𝛼	

𝑖
] = 𝛿𝑖 𝑗

(
𝐾𝜇𝑖 −𝐾−1

𝜈𝑖

)
. (E.1.11)

E.2 Application to specific case

In our case, we have the following data.

𝔥 = R2, 〈𝑥, 𝑦〉 = 𝑥𝑇
( 1 0

0 −1
)
𝑦, Λ = (1,1)Z, (E.2.1)

𝛼	𝑖 = (1,0), 𝜖 (𝑥, 𝑦) = 𝑒𝑖 𝜋𝑥
𝑇

(
0 1
−1 0

)
𝑦
. (E.2.2)

From these, we can deduce

Λ∗ = {(𝑎, 𝑏) : 𝑎− 𝑏 ∈ Z} = (1,0)Z+ (1,1)R, Λ∗/Λ = (R/Z)�Z. (E.2.3)

Therefore, using the construction method above, we find the following Hopf algebra.

𝐻 =
〈
𝑋(1,1) , 𝐾 (1,1) , 𝐾 (1,−1) , 𝐸 (1,0) , 𝐹(1,0)

〉
/(★), (E.2.4)

where ★ are the relations below.

𝐸2
(1,0) = 𝐹

2
(1,0) = 𝐾

2
(1,1) −1 = 0, (E.2.5)

[𝑋(1,1) , 𝐸 (1,0) ] = 𝐸 (1,0) , [𝑋(1,1) , 𝐹(1,0) ] = −𝐹(1,0) , (E.2.6)

𝐾 (1,−1)𝐸 (1,0)𝐾
−1
(1,−1) = −𝐸 (1,0) , 𝐾 (1,−1)𝐹(1,0)𝐾

−1
(1,−1) = −𝐹(1,0) , (E.2.7)

𝐾 (1,1)𝐸 (1,0)𝐾
−1
(1,1) = −𝐸 (1,0) , 𝐾 (1,1)𝐹(1,0)𝐾

−1
(1,1) = −𝐹(1,0) , (E.2.8)

[𝐸 (1,0) , 𝐹(1,0) ] = 𝐾 (1,−1) −𝐾−1
(1,1) , (E.2.9)

Δ
(
𝑋(1,1)

)
= 𝑋(1,1) ⊗ 1+1⊗ 𝑋(1,1) , (E.2.10)

Δ
(
𝐾 (1,1)

)
= 𝐾 (1,1) ⊗𝐾 (1,1) , Δ

(
𝐾 (1,−1)

)
= 𝐾 (1,−1) ⊗𝐾 (1,−1) , (E.2.11)

Δ
(
𝐸 (1,0)

)
= 𝐾 (1,−1) ⊗ 𝐸 (1,0) +𝐸 (1,0) ⊗ 1, Δ

(
𝐹(1,0)

)
= 𝐹(1,0) ⊗𝐾−1

(1,1) +1⊗ 𝐹(1,0) , (E.2.12)

𝑆(𝑋(1,1) ) = −𝑋(1,1) , 𝑆(𝐾 (1,1) ) = 𝐾−1
(1,1) , 𝑆(𝐾 (1,−1) ) = 𝐾−1

(1,−1) , (E.2.13)

𝑆(𝐸 (1,0) ) = −𝐾−1
(1,−1)𝐸 (1,0) , 𝑆(𝐹(1,0) ) = −𝐹(1,0)𝐾 (1,1) , (E.2.14)

𝜀(𝐾 (1,1) ) = 𝜀(𝐾 (1,−1) ) = 0, 𝜀(𝑋(1,1) ) = 𝜀(𝐸 (1,0) ) = 𝜀(𝐹(1,0) ) = 0. (E.2.15)

This can be identified with𝑈𝑋1
𝑞 (𝔤𝔩2) with 𝑞 = 𝑒𝑖 𝜋/2 and appropriate rescaling of the generators.
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Appendix F

Ideas for proving Conjecture 11.4.2

F.1 Logarithmic intertwining operator construction

Proposition F.1.1. Let Y be a logarithmic intertwining operator of type
( 𝜎𝑛+𝑚−1P
𝜎𝑛W𝜆,𝜎

𝑚W−𝜆

)
. Let

𝑗 = 1−𝑛−𝑚, ℎ = − 1
2 (𝑛+𝑚−1) (𝑛+𝑚). Then

Y(𝑚1, 𝑧)𝑚2 = (𝑢 + 𝑑 log(𝑧))𝑧𝑘 +𝑅(𝑧), 𝑘 = ℎ− ℎ1− ℎ2, (F.1.1)

where 𝑚1 ∈W𝑛
𝜆

and 𝑚2 ∈W𝑚
−𝜆 are homogeneous vectors with conformal weights ℎ1 and ℎ2

respectively, and ghost weights 𝑗1 and 𝑗2 such that 𝑗1 + 𝑗2 = 𝑗 . 𝑢, 𝑑 ∈ 𝜎𝑛+𝑚−1P are a choice of
generating vector 𝑢 and its Jordan partner 𝑑 satisfying 𝐿0𝑢 = ℎ𝑢 + 𝑑. 𝑅(𝑧) denotes the terms
which are proportional to descendent vectors of 𝑢 and 𝑑.

Proof. The respective ghost and conformal weights of 𝑢, 𝑑 ∈ P𝑛+𝑚−1 are given by [ 𝑗 , ℎ] =[
1−𝑛−𝑚, − 1

2 (𝑛+𝑚−1) (𝑛+𝑚)
]
. Therefore, by grading compatibility,

Y(𝑚1, 𝑧)𝑚2 ⊂
(
𝜎𝑛+𝑚−1P

) ( 𝑗)
{𝑧}[log 𝑧], (F.1.2)

which is the space containing the vectors 𝑣, 𝑤 and their descendants. In order to determine
the coefficients of the vectors 𝑣 and 𝑤 in the intertwining operator expansion, we start with the
Jacobi identity for 𝜔 ∈ 𝑉 the conformal vector, and take residues with respect to 𝑧0 and 𝑧1. This
yields

𝐿0Y(𝑚1, 𝑧)𝑚2 = Y(𝑚1, 𝑧)𝐿0𝑚2 +
1∑︁
𝑠=0

(
𝑠−2
𝑠

)
(−1)𝑠𝑧1−𝑠Y(𝐿𝑠−1𝑚1, 𝑧)𝑚2

= Y(𝑚1, 𝑧)𝐿0𝑚2 +Y(𝐿0𝑚1, 𝑧)𝑚2 + 𝑧Y(𝐿−1𝑚1, 𝑧)𝑚2

=

(
ℎ1 + ℎ2 + 𝑧

d
d𝑧

)
Y(𝑚1, 𝑧)𝑚2. (F.1.3)

We let
Y(𝑚1, 𝑧)𝑚2 = 𝑎(𝑧)𝑢 + 𝑏(𝑧)𝑑 +𝑅(𝑧), (F.1.4)
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where 𝑅(𝑧) contains the terms proportional to descendent vectors.

𝐿0Y(𝑚1, 𝑧)𝑚2 = ℎ𝑎(𝑧)𝑢 + (𝑎(𝑧) + ℎ𝑏(𝑧))𝑑 + 𝐿0𝑅(𝑧). (F.1.5)

Therefore, we have the following differential equations

𝑧
d
d𝑧
𝑎(𝑧) = 𝑘𝑎(𝑧), 𝑧

d
d𝑧
𝑏(𝑧) = 𝑎(𝑧) + 𝑘𝑏(𝑧), 𝑘 = ℎ− ℎ1− ℎ2. (F.1.6)

Which admit the following unique solution

𝑎(𝑧) = 𝑎𝑧𝑘 , 𝑏(𝑧) = (𝑏 + 𝑎 log 𝑧)𝑧𝑘 . (F.1.7)

Therefore we have the following solution for the logarithmic intertwining operator.

Y(𝑚1, 𝑧)𝑚2 = (𝑎𝑢 + 𝑏𝑑 + 𝑎𝑑 log 𝑧)𝑧𝑘 +𝑅(𝑧). (F.1.8)

We obtain the desired expression by renormalising our intertwining operator so that 𝑎 = 1, and
by redefining our generating vector in order to set 𝑏 = 0. This is possible because any vector of
the form 𝑣+𝑐𝑤 is a generating vector for𝜎𝑛+𝑚−1P, and our choice corresponds to 𝑐 =−𝑏/𝑎.

Remark. Note that one can only fix the normalisation above for one pair 𝑚1, 𝑚2 of vectors,
and then the logarithmic intertwining operator on the other vectors are all determined by this.

F.2 Comparison with free field intertwining operators

Free field intertwining operators give the following coefficients

F𝜆(𝜓+𝜃)+𝑛𝜓 ⊗ F𝜇 (𝜓+𝜃)+𝑚𝜓→ F(𝜆+𝜇) (𝜓+𝜃)+(𝑛+𝑚)𝜓{𝑧}

|𝑖(𝜓 + 𝜃) +𝑛𝜓〉 ⊗ | 𝑗 (𝜓 + 𝜃) +𝑚𝜓〉 ↦→ 𝑧𝑛𝑚+𝑛 𝑗+𝑚𝑖 | (𝑖 + 𝑗) (𝜓 + 𝜃) + (𝑛+𝑚)𝜓〉 + . . . (F.2.1)

Let | 𝑗〉 ∈W𝑛
𝜆

be shorthand for | 𝑗 (𝜃 +𝜓) + 𝑛𝜓〉 or | 𝑗 (𝜃 +𝜓) + (𝑛−1)𝜓〉, in the first and second
free field realisations, respectively. Then the two free field intertwining operators give the
following coefficients in front of 𝑢.

𝑧𝑛 𝑗2+𝑚𝑗1+𝑛𝑚, 𝑧 (𝑛−1) 𝑗2+(𝑚−1) 𝑗1+(𝑛−1) (𝑚−1) = 𝑧𝑛 𝑗2+𝑚𝑗1+𝑛𝑚𝑧1−𝑛−𝑚− 𝑗1− 𝑗2 = 𝑧𝑛 𝑗2+𝑚𝑗1+𝑛𝑚. (F.2.2)

This differs from our logarithmic intertwining operator construction coefficient by a factor of

𝑧𝑘−𝑛 𝑗2−𝑚𝑗1−𝑛𝑚 = 𝑧−
1
2 (𝑛+𝑚−1) (𝑛+𝑚)−𝑛 𝑗1− 1

2𝑛(𝑛−1)−𝑚𝑗2− 1
2𝑚(𝑚−1) = 𝑧−𝑛

2−𝑚2+𝑛+𝑚−2𝑛𝑚−(𝑛+𝑚) ( 𝑗1+ 𝑗2)

= 𝑧−𝑛
2−𝑚2+𝑛+𝑚−2𝑛𝑚−(𝑛+𝑚) (1−𝑛−𝑚) = 1. (F.2.3)

Therefore the free field intertwining operators are already appropriately normalised.
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F.3 Twisted action and the Jacobi identity

Let Y(𝑚1, 𝑧)𝑚2 = Y(0) (𝑚1, 𝑧)𝑚2 +Y(1) (𝑚1, 𝑧)𝑚2 where Y(1) : W𝜆 ⊗W−𝜆 →W−0 {𝑧}[log 𝑧] is
a linear map and Y(0) ∈

( 𝜎−1W−0
W𝜆,W−𝜆

)
is an intertwining operator determined by the free field

intertwining operator of type
( F−2𝜓
F𝜆(𝜓+𝜃 )−𝜓 ,F−𝜆(𝜓+𝜃 )−𝜓

)
. Further, let 𝑣̃(𝑧) = 𝑣(𝑧) + 𝑓 (𝑧), where

𝑓 (𝑧1)Y(1) (𝑚1, 𝑧2)𝑚2 = 0. Then the Jacobi identity for Y yields

0 = 𝑧−1
0 𝛿

(
𝑧1− 𝑧2
𝑧0

)
𝑣̃(𝑧1)Y(𝑚1, 𝑧2)𝑚2− 𝑧−1

0 𝛿

(
−𝑧2 + 𝑧1
𝑧0

)
Y(𝑚1, 𝑧2)𝑣(𝑧1)𝑚2

− 𝑧−1
2 𝛿

(
𝑧1− 𝑧0
𝑧2

)
Y(𝑣(𝑧0)𝑚1, 𝑧2)𝑚2

= 𝑧−1
0 𝛿

(
𝑧1− 𝑧2
𝑧0

)
(𝑣(𝑧1) + 𝑓 (𝑧1))

(
Y(0) (𝑚1, 𝑧2) +Y(1) (𝑚1, 𝑧2)

)
𝑚2

− 𝑧−1
0 𝛿

(
−𝑧2 + 𝑧1
𝑧0

) (
Y(0) (𝑚1, 𝑧2) +Y(1) (𝑚1, 𝑧2)

)
𝑣(𝑧1)𝑚2

− 𝑧−1
2 𝛿

(
𝑧1− 𝑧0
𝑧2

) (
Y(0) (𝑣(𝑧0)𝑚1, 𝑧2) +Y(1) (𝑣(𝑧0)𝑚1, 𝑧2)

)
𝑚2

= 𝑧−1
0 𝛿

(
𝑧1− 𝑧2
𝑧0

)
𝑣(𝑧1)Y(0) (𝑚1, 𝑧2)𝑚2− 𝑧−1

0 𝛿

(
−𝑧2 + 𝑧1
𝑧0

)
Y(0) (𝑚1, 𝑧2)𝑣(𝑧1)𝑚2

− 𝑧−1
2 𝛿

(
𝑧1− 𝑧0
𝑧2

)
Y(0) (𝑣(𝑧0)𝑚1, 𝑧2)𝑚2

+ 𝑧−1
0 𝛿

(
𝑧1− 𝑧2
𝑧0

)
𝑣(𝑧1)Y(1) (𝑚1, 𝑧2)𝑚2− 𝑧−1

0 𝛿

(
−𝑧2 + 𝑧1
𝑧0

)
Y(1) (𝑚1, 𝑧2)𝑣(𝑧1)𝑚2

− 𝑧−1
2 𝛿

(
𝑧1− 𝑧0
𝑧2

)
Y(1) (𝑣(𝑧0)𝑚1, 𝑧2)𝑚2

+ 𝑧−1
0 𝛿

(
𝑧1− 𝑧2
𝑧0

)
𝑓 (𝑧1)Y(0) (𝑚1, 𝑧2)𝑚2. (F.3.1)

The first three terms of the last equation is the Jacobi identity for Y(0) so it vanishes, leaving us
with the following equation.

𝑧−1
0 𝛿

(
𝑧1− 𝑧2
𝑧0

) (
𝑣(𝑧1)Y(1) (𝑚1, 𝑧2) + 𝑓 (𝑧1)Y(0) (𝑚1, 𝑧2)

)
𝑚2

= 𝑧−1
0 𝛿

(
−𝑧2 + 𝑧1
𝑧0

)
Y(1) (𝑚1, 𝑧2)𝑣(𝑧1)𝑚2 + 𝑧−1

2 𝛿

(
𝑧1− 𝑧0
𝑧2

)
Y(1) (𝑣(𝑧0)𝑚1, 𝑧2)𝑚2. (F.3.2)

By expanding the delta functions as formal power series, we can write this equation as∑︁
𝑟 ,𝑡 ∈Z
𝑠≥0

(
𝑟

𝑠

)
(−1)𝑠𝑧𝑠2𝑧

𝑟−𝑠−𝑡−ℎ
1 𝑧−𝑟−1

0

(
𝑣𝑡Y
(1) (𝑚1, 𝑧2) + 𝑓𝑡+ℎ−ℎ′Y(0) (𝑚1, 𝑧2)

)
𝑚2
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=
∑︁
𝑟 ,𝑡 ∈Z
𝑠≥0

(
𝑟

𝑠

)
(−1)𝑟−𝑠𝑧𝑠−𝑡−ℎ1 𝑧𝑟−𝑠2 𝑧−𝑟−1

0 Y(1) (𝑚1, 𝑧2)𝑣𝑡𝑚2

+
∑︁
𝑟 ,𝑡 ∈Z
𝑠≥0

(
𝑟

𝑠

)
(−1)𝑠𝑧𝑠−𝑡−ℎ0 𝑧𝑟−𝑠1 𝑧−𝑟−1

2 Y(1) (𝑣𝑡𝑚1, 𝑧2)𝑚2, (F.3.3)

where ℎ and ℎ′ denote the conformal weights of 𝑣 and 𝑓 , respectively. Then multiplying both
sides by 𝑧𝑘0 𝑧

𝑛+ℎ−1
1 , 𝑛, 𝑘 ∈ Z , taking residues with respect to 𝑧0 and 𝑧1, and relabelling 𝑧2 as 𝑧

yields∑︁
𝑠≥0

(
𝑘

𝑠

)
(−1)𝑠𝑧𝑠

(
𝑣𝑛−𝑠Y

(1) (𝑚1, 𝑧) + 𝑓𝑛−𝑠+ℎ−ℎ′Y(0) (𝑚1, 𝑧)
)
𝑚2

=
∑︁
𝑠≥0

(
𝑘

𝑠

)
(−1)𝑘−𝑠𝑧𝑘−𝑠Y(1) (𝑚1, 𝑧)𝑣𝑛+𝑠−𝑘𝑚2 +

∑︁
𝑠≥0

(
𝑠−𝑛+ 𝑘 − ℎ

𝑠

)
(−1)𝑠𝑧𝑛−𝑘+ℎ−𝑠−1Y(1) (𝑣𝑠−ℎ+𝑘+1𝑚1, 𝑧)𝑚2.

(F.3.4)

We also use of the free field realisation for the vectors {𝑢 = |−𝜓+𝜃〉, 𝑙 = |2𝜃〉} ∈ F−2𝜓 � ImY(0) ,
{𝑟 = |−𝜓〉, 𝑑 = |𝜃〉} ∈ F−𝜓 � ImY(1) . Their ghost and conformal weights respectively are
[𝑢] = [𝑑] = [1,0], [𝑙] = [2,−1], [𝑟] = [0,0]. If we only keep track of the terms involving 𝑑, we
can let Y(1) (𝑢𝑖 , 𝑧)𝑢 𝑗 = 𝑎(𝑧)𝑑 + . . . for 𝑖 + 𝑗 = 1, and take 𝑣 = 𝑇 , 𝑘 = 𝑛 = 0 to find

𝑧
d
d𝑧
𝑎(𝑧)𝑑 = 1

𝑤
𝑌 (𝜓,𝑤)Y(0) (𝑢𝑖 , 𝑧)𝑢 𝑗 |𝑤−2coeff = 1

𝑤
𝑌 (𝜓,𝑤)𝑌 (𝑖(𝜓 + 𝜃) −𝜓, 𝑧) | 𝑗 (𝜓 + 𝜃) −𝜓〉|𝑤−2coeff

= 𝑤 𝑗−2𝑧1−𝑖− 𝑗 (𝑤− 𝑧)𝑖−1 | (𝑖 + 𝑗) (𝜓 + 𝜃) −𝜓〉|𝑤−2coeff = 𝑤−2(1− 𝑧
𝑤
)𝑖−1 |𝜃〉|𝑤−2coeff

=
∑︁
𝑛∈Z

(
𝑖−1
𝑛

)
𝑧𝑛𝑤−2−𝑛𝑑 |𝑤−2coeff = 𝑑 (F.3.5)

So 𝑎′(𝑧) = 1/𝑧 and hence 𝑎(𝑧) = 𝑎 + log(𝑧) for some 𝑎. We know that Y(0) (𝑢𝑖 , 𝑧)𝑢 𝑗 = 𝑢 + . . . so
we reproduce that Y(𝑢𝑖 , 𝑧)𝑢 𝑗 = 𝑢 + 𝑎𝑑 + 𝑑 log 𝑧 + . . ., which we can choose so that Y(𝑢𝑖 , 𝑧)𝑢 𝑗 =
𝑢 + 𝑑 log 𝑧+ . . ., as before.
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