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Abstract

Over the past several decades, many studies have investigated turbulent flows over natural, hydraulically rough-beds to identify behaviour similar to flows over smooth beds. Such studies have made a substantial contribution to our understanding of flows above impermeable and permeable rough-beds, but the effect of permeable beds on specific turbulent flow characteristics, such as bursting and sweep events, remains elusive. Therefore, this study investigates the flow over permeable natural gravel-bed and artificial beds in terms of the velocity profile, turbulence intensity, turbulent kinetic energy, and Reynolds stresses, which are investigated in part utilising quadrant analysis.

Various beds are explored in this study and are comprised of natural gravel with median diameters of 20 mm and 35 mm, as well as an artificial bed with particles nominally 28 mm in diameter. Measurements of instantaneous velocities in the three-component directions for six experiments were collected under uniform flow conditions in intermediate and high relative submergence scenarios using an Acoustic Doppler Velocimeter positioned above the beds within a narrow flume. Endoscopes were also used to track dye flow paths within the various beds themselves. The first- and second-order velocity statistics were investigated by applying a time-space averaging methodology to the Navier-Stokes equations.

The experimental results were compared against the logarithmic equation and show that a logarithmic velocity profile is valid for rough-bed flows where von Karman’s constant is within the range of 0.38 to 0.41. Additionally, the Nikuradse equivalent sand roughness was found to range from 5 mm to 61 mm for the different beds. The results showed that $\kappa$ increases with increasing porosity, and decreases with increasing $Re_k$ for flow above natural gravel-beds. Turbulence intensity in the vertical direction was found to notably differ in this study compared to the literature, likely due to the high porosity of the beds used here. Additionally, it was found that relative submergence affects the streamwise turbulence intensity more than in the vertical direction. The distribution of double averaged Reynolds shear stress, Reynolds normal stress, and turbulent kinetic energy were found to decrease linearly from the bed towards the water surface. While the influence of $K'$ on second-order statistics was found to be insignificant, relative submergence and porosity were found to have a significant effect. Quadrant analysis show ejection and sweep events dominate more than inward and outward interaction events. Interstitial flow results show that numerous turbulent upwelling and downwelling events were observed within all the experiments that were conducted.
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u'v'  Reynolds shear stress in (x-y) plane
u'w'  Reynolds shear stress in (x-z) plane
URMS  Time average Root Means Square of streamwise velocity fluctuation

U_sub  Velocity through gravel

v  Instantaneous velocity in the y-direction
v'  Velocity fluctuations in the cross-streamwise direction
VRMS  Time average Root Means Square of cross-streamwise velocity fluctuation

Vs  Solid volume
V_t  Total volume

V_v  Void volume

w  Instantaneous velocity in the z-direction
w'  Velocity fluctuations toward flow depth
WRMS  Time average Root Means Square of vertical velocity fluctuation

W_s  Weight of the gravel

x  Streamwise coordinate

y  Cross-sectional coordinate

z  Vertical coordinate

Z  Vertical measurement with the flow depth direction

Z'  Zu'/ν

z_0  Zero-displacement distance

z_b  Fluctuations in surface elevation

z_i  Bed surface elevation

Z_{max}  Distance from the bed when maximum velocity occurs

Δ  Roughness scale
\[ \kappa \quad \text{Von Karman constant} \]

\[ \lambda_1 \quad \text{Experimental constant} \]

\[ \lambda_2 \quad \text{Experimental constant} \]

\[ \lambda_3 \quad \text{Experimental constant} \]

\[ \nu \quad \text{Water viscosity} \]

\[ -\rho \langle U_{RMS} W_{RMS} \rangle \quad \text{Double average Reynolds shear stress, as Root Mean Square of both streamwise and vertical velocity fluctuation} \]

\[ \rho \langle U_{RMS}^2 \rangle \quad \text{Double average streamwise Reynolds normal stress, as Root Mean Square of streamwise velocity fluctuation} \]

\[ \rho \langle V_{RMS}^2 \rangle \quad \text{Double average cross-streamwise Reynolds normal stress, as Root Mean Square of transverse velocity fluctuation} \]

\[ \rho \langle W_{RMS}^2 \rangle \quad \text{Double average vertical Reynolds normal stress, as Root Mean Square of vertical velocity fluctuation} \]

\[ -\rho v'^2 \quad \text{Time average cross-streamwise Reynolds normal stress} \]

\[ -\rho \langle v'w' \rangle \quad \text{Double average Reynolds shear stress in (y-z) plane} \]

\[ -\rho w'^2 \quad \text{Time average vertical Reynolds normal stress} \]

\[ -\rho u'v' \quad \text{Time average Reynolds shear stress in (x-y) plane} \]

\[ -\rho u'w' \quad \text{Time average Reynolds shear stress in (x-z) plane} \]

\[ -\rho v'w' \quad \text{Time average Reynolds shear stress in (y-z) plane} \]

\[ \sigma_b \quad \text{Standard deviation of bed elevations} \]
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1.1 Background

Rivers are essential for habitats, which deliver water, solutes, and fine materials from the natural landscape, together with contaminants from urban and rural regions to rivers and eventually the ocean. They supply valuable and distinctive environmental habitats, whose enhancement and protection are now enshrined in the United Kingdom and European Union legislation through the Water Framework Directive (Cooper 2006).

Good water quality for the river is fundamental for human life, as well as the survival of animal and organism’s species in both the aquatic and terrestrial environment. Water quality is impacted by both anthropologic activities from societal development and ‘natural’ events, which are driven by climatic, hydrological and geological systems which influence the abundance of water and its quality both on the earth’s surface as well as in its surrounding atmospheric layers (Bartram et al. 1996). Natural meteorological events such as storms and high rainfall and flow events bring large volumes of runoff and surface water to the river basin. Anthropological activities such as urbanisation increase runoff entering watercourses by reducing ground infiltration. Furthermore, human activities such as timber harvesting, land clearance and agricultural practices lead to an increase in the sediment yield in the upper landscape, while dam construction reduces sediment supply and leads to a sediment discontinuity in the lower landscape (Nilsson et al. 2005; Hupp et al. 2009; Kondolf and Schmitt 2018). Both anthropological activities and ‘natural’ events change riverbed material size and elevation of the bed leading to changes in the riverbed pattern with time (Williams and Wolman 1984). Further deposition of fine materials on the surface of the riverbed over a long period creates hydrologic alterations in these regions (Hupp et al. 2008). In addition, the water quality of a river basin is also linked to anthropological activity and the magnitude of water input and as well as the sediment input (Raven et al. 1998; Soulsby et al. 2001). It is important that these activities are managed using a catchment-wide approach (Raven et al. 1998; Soulsby et al. 2001).
1.2 Alluvial River Characteristics

The physical formation and structure of a river system are dependent on the grain size diameter of the bed sediment; it is this property that governs whether a river is defined as having a sand- or gravel-bed (Barila et al. 1981; Dade and Friend 1998; Gilvear 1999). A river is characterised as a sand-bed river when the characteristic size of the surface sediment is in the range of 0.0625–2 mm, and as a gravel-bed river is classified as very fine, fine, medium, coarse and very coarse gravel-bed, when the characteristic size of the surface bed sediment is 2-4 mm, 4-8 mm, 8-16 mm, 16-32 mm, and 32-64 mm, respectively (Buffington and Montgomery 1999a). The work presented in the thesis is focused on rough-bed rivers which are typically gravel-bed rivers.

The bed of a gravel river is typically poorly sorted with vertical segregation of grain size. Typically there is an upper surface layer containing coarser material overlying a finer subsurface layer (Parker et al. 1982; Carling 1989; Powell 1998; Buffington and Montgomery 1999b). In a gravel-bed river, the geomorphological changes are controlled typically by bedload transport, with bedload being the main mode of sediment transport (Gomez 1991; Dade and Friend 1998; Powell 1998; Noack et al. 2016). The upper layer is typically transported by bedload during peak flows (Gomez 1983; Powell et al. 2001; Robert 2003).

In general, the grain size distribution in a sand-bed river is assumed to be well-sorted (Haschenburger 2016), however, this is not always the case (Haschenburger 2016). For example, the Beberibe river, located in the state of Pernambuco in the Northeast of Brazil, is a sand-bed river (0.0625 mm<\(d_{50}\)<2 mm), and bed sample analysis has revealed a heterogeneous grain size distribution, with vertical segregation present (Veras et al. 2016). Similar to a gravel-bed river, coarse particles were found in the upper layer and the subsurface layer was poorly sorted and contained a higher proportion of fine particles (Veras et al. 2016). Fine particles move faster than coarse particles in sand-bed rivers, similar to gravel-bed rivers (Frings 2008), where a similar alteration in bed roughness occurs when subject to flow fluctuations (Gaeuman et al. 2005). However, a material derived from a gravel-bed river transports at a slower rate than sand-bed rivers under the same flow conditions. Therefore, adjustments and variations in gravel-bed rivers will take longer to be reflected in river morphology and exhibit lower shear stress compared to sand-bed rivers (Parker and Klingeman 1982; Grant 2012). Gravel-bed rivers are comparatively common and provide a great environment for aquatic ecosystems (Neave
Sand-bed rivers predominate in lowland regions due to the narrow size distribution of the bed particles and various geographical settings, whilst gravel-bed rivers predominate in upland regions (Frings 2008). Thus, steep gradient sand-bed rivers are rarely observed in nature (Crowley 1983).

A gravel-bed river, has a different physical structure compared to a sand-bed river with the macro bedforms including riffles and pools, as shown in Figure 1.1a, as well as bars. However, the bedforms of the sand-bed river comprise ripple, dune, and bar bedforms (Hey and Thorne 1986; Whiting et al. 1988; Kirchner et al. 1990; Thorne et al. 1996; Montgomery and Buffington 1997; Singh et al. 2011).

Bedforms develop due to erosion, deposition, and sediment transport, and frequently supply the bulk of the particles to be transported within the river, and though they are relatively simple structures, the resulting hydrodynamics arising due to their existence are highly complex in nature (Dinehart 1992; Radecki-pawlik et al. 2006; Robert 2003). Often such bedforms, which vary greatly in both length and height, greatly influence the overall hydraulic conditions of the rivers in which they exist (Carling and Orr 2000; Radecki-pawlik et al. 2006). Bedform was widely defined in different types of rivers that it is multi-layered in the sand-bed river, laterally oscillatory in the gravel-bed river, vertically oscillatory in a cobble-boulder-bed river, featureless in a gravel-cobble-bed river, random in a boulder-bed river, irregular in a rock-bed river and variable in a variable-bed river (Montgomery and Buffington 1997). The gravel bedform is larger than the sand bedform and analysis of both bedforms gives insight concerning their individual statistical characteristics (Singh et al. 2011).

In gravel-bed rivers, the pool-riffle bedform results in an undulating bed where a reach is composed of a sequence of pools, riffles and bars (Montgomery and Buffington 1997; Thompson 2018). Pool-riffle bedforms are heterogeneous features that display a range of sorting and packing involving coarse particles in the surface region and finer particles in the subsurface (Leopold et al. 1964; Milhous 1973). A riverbed will become relatively stable, with a certain periodicity, when numerous bars are formed along a reach. (Lanzoni 2000a; Lanzoni 2000b). Riffles and bars are considered topographic with a high elevation within gravel-bed rivers, and riffles are the downstream term for bars begun by pool scour. However, pools are considered topographic with low elevations within gravel-bed rivers (Clifford 1993; Robert 2003; Wilkinson et al. 2004; Thompson 2018). Pool-riffle bedforms generate changes in depth and width along the river reach (Gregory et al. 1994; Thompson and Hoffman 2001; Wilkinson et al. 2004; Sear and Newson 2004).
Such bedforms are likely altered with changes in the distribution of surface bed particles as the result of changes in the discharge of the river (Keller 1971). Thus, pool-riffle bedforms are associated with local flow and particle transport conditions such that when the near riffle bed average velocity equals that in the near pool bed with increasing discharge, particles can be moved across both the riffle and pool features (Keller 1971; Thompson et al. 1998; Robert 2003). However, when the near riffle bed average velocity is faster than that in the near pool, coarse particles are transported across the riffle and then trapped in the pool (Keller 1971).

In sand-bed rivers, dunes are classified by their form in terms of two or three-dimensionality, as well as their length in terms of being a small dune 0.6-5 m, medium dune 5-10 m, large dune 10-100 m or very large dune more than 100 m. Dunes are also related to flow depth (Baas 1978; Ashley 1990; Robert 2003). Ripples in sand-bed rivers, on the other hand, are small-scale bedforms, which have a height less than 0.1 m and a length less than 0.5 m. Ripples are ridges of sand or silt that run transversely to the flow direction and are generated by fluid shear at the interface between an erodible sediment bed and the overlying water (Baas 1978; Ashley 1990; Robert 2003). As the flow depth is larger than the ripple wavelength, ripples are not related to flow depth so their influence is only exerted near the bed, but they play a role in the flow far away from the bed surface when bed roughness increases (Maddux et al. 2003). In general, dunes are large-scale bedforms sharing similar characteristics to their small-scale equivalents, i.e.: ripples. Dunes are commonly created under steady flow and low flow conditions such as in subcritical flow (Kennedy 1969; Singh et al. 2011).

Ripples and dunes in sand-bed rivers have a gentle upstream face, or stoss side, slope and a steep slope downstream face, or lee side, which causes flow separation. Just downstream of the crest, the flow separates into two regions, namely an upper region of free flow, and a lower region of backflow with a separation vortex in the lee of the ripple (Baas 1978). The two regions are separated by a shear layer and mixing region (Baas 1978). The main flow re-attaches to the bed downstream of the bedform due to the shear layer slowly tending towards a downward direction, as shown in Figure 1.1b (Baas 1978; Nelson et al. 1993). Though dunes are observed in both sand- and gravel-bed-rivers, they are the most commonly associated with sand-bed rivers, where small-scale dunes tend to develop maximum steepness achieving equilibrium geometry (Carling et al. 2000; Singh et al. 2011).
Bars are observed in both sand- and gravel-bed-rivers (Lanzoni 2000b; Singh et al. 2011). Bars for both bed types can be characterised by radial flow distributions, downstream decreases in velocity, physical dimensions, and particle size (Smith 1971; Smith 1974).

**Figure 1.1.** A schematic of the river bed a) the gravel-bed river, b) processes which occur in riffle and pool adapted from Thompson (2018, P. 2) and c) the sand-bed river based on Baas (1978, P. 2).

A narrow region close to the river centreline is where the maximum bedload can be transported for any bed type (Wilson 1973; Gomez 1991). Form drag can cause total boundary shear stress to be higher than bed shear stress in either sand- or gravel-bed-rivers (Parker and Peterson 1980; Prestegaard 1983; Dietrich et al. 1984; Hey 1988).

The supply of fine particles (e.g., clays, silts, and sand) into the river is affected by two types of events: the first event is a relatively low-velocity event which results in fine sediment depositing and infiltrating into the gravel-bed matrix; and the second event is a high flow event (e.g. flood), where elevated bed shear stresses cause bank and bed erosion, and the re-mobilisation of particles as well as soil erosion from overland flow (Dietrich et al. 1984; Powell 1998; Buffington and Montgomery 1999b; Maddock and Hill 2007; Verheijen et al. 2009; Simpson and Meixner 2012; Wilkes et al. 2019). Such processes lead to changes in riverbed elevation and grain size composition which in turn, can alter the form drag resistance the bed exerts on the overlying flow.
1.3 Riverine Hydrodynamics

Fluid hydraulics traditionally considers flow in rivers as one-dimensional, while many emerging cases require an understanding of two- or even three-dimensional flow, particularly those flow phenomena associated with turbulence (Cooper 2006). This is because within a turbulent flow, fluid elements act randomly and always in three dimensions with instabilities and uneven fluctuations, i.e. the velocity of fluid elements alters in magnitude and direction with time at a particular point in space (Nezu and Nakagawa 1993; Versteeg and Malalasekra 1995; Nguyen 2012). From this study's point of view, the turbulent flow occurs at a high Reynold number and fast flow in the rivers. it is a result of extreme kinetic energy in the fluid element that overcomes the damping consequence of the fluid’s viscosity. Therefore, turbulent flow leads to reduce fluid viscosity. Turbulent flow has long been identified as coherent structures at a wide range of space and time scales (Matthes 1947; Jackson 1976). Large-scale coherent flow structures seem to exist everywhere in gravel-bed rivers (Kirkbride and Ferguson 1995; Roy et al. 1996; Roy et al. 2004). The large-scale coherent flow structures play a role in the near-bed region of a river, such as driving particle transport and the formation of bed roughness features that affect river ecology (Jackson 1976; Wharton et al. 2017). These coherent flow structures occur due to the movement of low momentum fluid away from the bed, which is associated with low streamwise velocity, and the movement of high momentum fluid towards the bed surface, which is associated with high streamwise velocity (Grass 1971).

In addition, the near-bed area is significant for the generation and maintenance of turbulent flow (Corino and Brodkey 1969). For example, due to sudden variations in the bed geometry and existing obstacle elements (coarse sediments or vegetation) in natural rivers, flow separation occurs near the bed. Flow separation leads to the generation of local areas of high bed shear stress (see Figure 1.2a) (Best and Brayshaw 1985; Robert 2003). Therefore, vortices occur above the surface of roughness particles, individual large particles, or bedforms and cause laminar sublayer disruption and enhance the dominant coherent flow structures above these types of bed surfaces (Kirkbride 1993; Kirkbride and McLelland 1994; Bennett and Bridge 1995; Roy et al. 1999; Robert 2003).
These vortices above rough-beds have the same shape as above smooth beds, yet are formed differently from that within the turbulent boundary region above smooth beds (Robert 2003). Structures of coherent flow occur as eddies shed off from the lee side of large protruding particles or downstream of the highest level of the bed surface (Robert 2003). Such turbulent flow processes drive the exchange of oxygen, nutrients, and pollutants between the bed and overlying flow and are often characterised as upwelling or downwelling flow. These upwelling and downwelling flows are directly related to the
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turbulent kinetic energy of the flow within the near-bed and the wider water column, see Figure 1.2b (Lorke et al. 2003; Packman et al. 2004).

A secondary current consists of time-averaged cross-streamwise and vertical velocity directions (Nezu 2005). Secondary currents occur in straight channels of non-circular cross-section due to the result of turbulence anisotropy (Naot and Rodi 1982; Nezu and Nakagawa 1984). However, a secondary flow of helical nature is generated in meandering rivers due to the centrifugal force (Nezu 2005). Secondary flows are generated near the bed by variations in the sediment size and fluctuations in bed topography which cause some degree of amplification of spanwise flow features (Barros and Christensen 2014). Secondary flows share several similarities with very large-scale coherent flow structures or superstructures (Kim and Adrian 1999; Hutchins and Marusic 2007; Monty et al. 2009). Both secondary and very large-scale coherent flow structures appear as large, counter-rotating eddies characterised by elongated streaks of varying low- and high-momentum flow. Both flow structures contribute to momentum exchange and mixing irrespective of their origin, and they adjust hydraulic resistance, turbulence formation, and sediment transfer (Nikora and Roy 2012; Zampiron et al. 2020). However, very large-scale coherent flow structures meander laterally in time and are related to the Reynolds number (Adrian and Marusic 2012). The direction of secondary flow structures is principally governed by the turbulent conveyance of turbulent kinetic energy, which itself might considerably rely on bed roughness characteristics in addition to the flow conditions (Hwang and Lee 2018).

1.4 Hyporheic Region and Aquatic Organisms

There are many factors that affect the quality of water in a river, such as biological, physical, and chemical properties. When these properties exceed the ranges suggested by the WHO (World Health Organization), the water can be considered polluted and could be harmful to humans, aquatic organisms, and cattle. The physical parameters that affect water quality include light penetration, water temperature, pH, the particle size of suspended and deposited sediments, conductivity, dimensions of the water body, hydrological balance, and flow velocity (Bartram et al. 1996). The region between the overlying surface flows of a permeable river bed and the groundwater flow is called the hyporheic zone see Figure 1.3. There are several flow processes that occur within this zone that directly influence water quality for the whole water column.
The hyporheic zone is a dynamic boundary region distinguished by steep gradients of pressure and velocity (Boulton et al. 1998; Harvey and Fuller 1998; Salehin et al. 2004; Cooper et al. 2018). There are significant nutrient and chemical exchanges in this region (Brunke and Gonser 1997; Boulton et al. 1998) which include two key physical processes. Firstly, the upwelling of subsurface water into the benthic and surface flow layers provides river organisms with nutrients. Secondly, the downwelling of river water into the subsurface zone supplies dissolved oxygen and organic matter to microbes and invertebrates (Boulton et al. 1998).

Figure 1.3. A schematic of the hydrogeology of the hyporheic zone and mixing zone and transition between surface water and groundwater, based on Kim and Lee (2018, p. 3).

In a gravel-bed river’s hyporheic zone, fluctuations in water flows occur due to the hydraulic gradient and affect the ecology and biogeochemistry of the bed. These fluctuations increase interactions between the water surface and pore water flow and so increase the dissolved oxygen rate (Triska et al. 1989; Boulton et al. 1998). Without such interactions, the hyporheic zone would become anoxic (Boulton et al. 1998). This can occur during the colmation process, which typically reduces the exchange of river water between the surface, bed and sub-surface layers, and can negatively affect aquatic organisms as it reduces dissolved oxygen levels in gravel-bed rivers (Heywood and Walling 2007). Colmation is the deposition of fine sediments onto the surface of a gravel-bed river as well as deeper into the bed itself which results in a reduction in the porosity of the bed. This is especially true under low flow conditions (Schalchli 1992; Brunke and
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Gonser 1997; Blaschke et al. 2003). Colmated particles can be beneficial to biota as they bring with them many nutrients, however, excessive quantities of fines can have a significant adverse environmental impact, particularly on anadromous fish species (Mohajeri 2014). Therefore, understanding the mechanics of fine particle infiltration into gravel-bed rivers is vital for evaluating the economic and biological effects on river ecosystems (Wooster et al. 2008). Also, there are potentially critical socio-economic ramifications related to the increased deposition of fine particles within gravel-bed rivers. This is because the majority of people in the world depend on aquatic animals for food and many fish, such as salmonids, breed exclusively in the upper-reaches of rivers. Therefore, an appreciation of the hydrodynamics of rough gravel-bed rivers, where for example female salmonids spawn (Kondolf and Wolman 1993), is key for hydraulic engineers, environmental and ecological scientists when evaluating river restoration projects (Harper et al. 1992; Thomson et al. 2001; Navaratnam and Aberle 2017; Tenzin et al. 2019). Colmation also affects groundwater recharge. The deposition of fines, particularly cohesive sediment such as clays, can decrease the circulation of interstitial flow and consolidate the bed, reducing the flushing effects of the fine particles during high flow events. Under such conditions the exchange between groundwater and the river is reduced and can severely limit groundwater recharge and supply (Schälchli 1995; Peloutier 1998).

Due to the deposition and infiltration of fine sediments into the pores of gravel-bed rivers, the overall roughness of the bed can gradually reduce (Iseya and Ikeda 1987). The degree of deposition can be directly influenced by anthropogenic activities. For example, flushing, or hydro-peaking, from dams in response to a request for peak power or due to a storm event can lead to the flushing of fines from the bed through so-called decolimation or declogging (Schälchli 1995; Flodmark et al. 2002; Thompson 2011). The hydraulic fluctuations resulting from hydro-peaking are typically frequent and rapid (Harby and Halleraker 2001; Harby and Noack 2013). Hydro-peaking can cause serious disruption to the ecology of a river, the hydrological system in general, and river morphology (Harby and Halleraker 2001; Thompson 2011; Tuhtan et al. 2012; Harby and Noack 2013).

Dewatering events, largely due to agricultural processes such as abstraction for irrigation, can also cause fish stranding and migration leading to high mortality rates of juvenile fish which are critical to sustaining the population overall (Saltveit et al. 2001; Harby and Halleraker 2001; Thompson 2011; Tuhtan et al. 2012).
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Colmation, decolmation, and dewatering processes can all lead to alterations in the roughness of the river bed (Madej 2001). The roughness of gravel-bed rivers is significant for fish populations as they prefer a certain velocity, depth, quantity of woody debris, and roughness to spawn (Lamouroux et al. 1999; Riffiart et al. 2009; Capra et al. 2017; Judges et al. 2020). It should be noted that this preferential region in water depth and the streamwise plane is also named the boundary layer (Nikora et al. 2001; Franca et al. 2008). Fish performance, in terms of swimming, is affected by local velocity and turbulence stresses such as turbulent intensity (Richmond et al. 2007), Reynolds shear stress (Silva et al. 2011), and turbulent kinetic energy (Smith et al. 2006). For example, juvenile graylings prefer slow water velocities and low flow depths (Tuhtan et al. 2012; Harby and Noack 2013).

In summary, gravel-bed rivers are essential for salmonids and other aquatic organisms, and therefore, it is of critical importance to understand and quantify the physical mechanisms by which the transport of nutrients, pollutants, sediment, and other influences on their habitat are driven.

1.5 Thesis Objectives

This thesis focuses on the velocity and turbulent flow structures above a gravel-bed to understand the impact of gravel characteristics, porosity, and relative submergence on velocity profiles and turbulent stresses. Specifically, it investigates turbulent flow over permeable, hydraulically rough-beds to understand the complexities of open channel flows over rough surfaces. The following key objectives addressed in this study are:

1. To compare the mean and turbulent flow fields for the flow over a highly porous natural gravel-bed and an idealised rough-bed under intermediate and high relative submergence conditions.
2. To characterise the porosity and distribution of bed surface elevations for both the naturalistic and idealised rough-beds within the experimental sampling area.
3. To validate the theoretical logarithmic velocity law equation for a hydrodynamically rough boundary for a natural gravel-bed and an idealised rough-bed.
4. To validate and compare the distribution of turbulent intensity with pertinent equations for rough-beds for both natural gravel and idealised beds.
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5. To investigate average velocity distributions within the voids of the gravel-bed layer of different rough-beds.

To achieve these objectives, an acoustic Doppler velocimeter (ADV, Nortek Vectrino; Nortek 2004) was used to measure the three-dimensional velocity field above a hydrodynamically rough-bed in an open channel flume. In addition, ten endoscopes were used to measure the velocity distributions within the voids of the gravel medium of the channel bed. The investigation was conducted for two ‘natural’ unworked gravel-beds composed of different particle sizes and one idealised artificial bed. A range of flow conditions was examined in the fully turbulent flow regime \((13,448 < \text{Re}_H < 30,208)\), with a focus on the pore-particle layer and the intermediate and high region of the velocity profile.

A double-averaging methodology was used to analyse the turbulent flow above various gravel-beds and to quantify the turbulent ejection and sweep events. The image analysis code developed by Forughi (2014) was also used to study velocity distribution through the voids in different gravel-beds themselves.

1.6 Outline of the Thesis

Chapter two presents a literature review on turbulent flow above and within the gravel-bed river. This chapter examines pertinent literature involving the logarithmic velocity profile, exponential decay equations for turbulent intensities, Reynolds shear stress distribution, Reynolds normal stress, turbulent kinetic energy, and quadrant analysis. The chapter also explores literature focused on interstitial flows within gravel-beds themselves as well as possible instrumentations to measure velocity profiles both above and within the pores of a gravel-bed.

Chapter three presents the methods and materials used in this study and includes details about how the flume bed was covered with natural gravel-bed and artificial beds. The determination of the standard deviation of the surface elevations as well as the porosity of the different beds is also presented. The method for gathering velocity measurements using an Acoustic Doppler Velocimeter (ADV) and endoscopes above and below the bed surface is also presented.

Chapter four reports on the experimental results gathered using an ADV in the near-bed region and beyond and determines the applicability of the logarithmic velocity profile. This chapter also presents turbulence stresses such as turbulent intensity, Reynolds shear stress, Reynolds normal stress, and turbulent kinetic energy.
Chapter five presents a quadrant analysis conducted for flows above a gravel-bed, which is key to understanding the upwelling and downwelling flow in the subsurface region. In addition, this chapter reports on the experimental results obtained using endoscopes within the sediment bed layer including the average velocity distribution in this region.

Finally, chapter six presents the conclusions and key findings of this research and outlines the contribution made by this study to the bigger picture of science on this topic. Suggestions for further research work are proposed at the end of this chapter.
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2.1 Introduction

This chapter will review relevant previous and current theories on the hydrodynamics of gravel-bed flows, with specific reference to the determination of the logarithmic law following measurements in the field and the laboratory under intermediate and high relative submergence types of flow above different rough-beds. As such, the impact of relative submergence will be explored. The concept and determination of the zero-displacement distance are also presented. The characteristics of turbulent flows are highlighted with particular reference to the second-order velocity statistics. Velocity measurement methods are also reviewed as well as subsurface flow phenomena. Finally, areas for further research are highlighted.

2.2 Velocity Profile

Although much research has recently focused on flows above gravel-bed rivers, such as velocity flow profiles and turbulent flow characteristics, there is a need for further investigation to fully understand the behaviour within the hydraulically rough flow regime. The vertical profile of the streamwise velocity in the inner layer of open channel flow is described by Prandtl’s logarithmic law (Prandtl 1925). The logarithmic region of the flow depth above both smooth and rough-bed surfaces can be described by the following equation (Nezu and Nakagawa 1993; Nikora et al. 2001):

\[
\frac{\bar{u}}{u_*} = \frac{1}{\kappa} \ln \left( \frac{Z}{k_s} \right) + C
\]

where, \(\bar{u}\) is mean velocity, \(u_*\) is shear velocity, \(\kappa\) is von Karman constant, \(Z\) is the distance from the bed, \(k_s\) is the equivalent sand roughness of Nikuradse, and \(C\) is a constant integration (5.5 for a smooth bed and 8.5 for a rough-bed). These parameters will be discussed in more detail later in this section.

The constant of integration was found to be 7.1 and the Nikuradse equivalent sand grain roughness was found to be 1.5d_{50}, which is approximately 4\(\sigma_b\), where \(d_{50}\) is the 50th percentile grain size distribution of the surface material and \(\sigma_b\) is the standard deviation.
of bed elevations, above a bed covered with 1.2 mm thick styrene sheets with a thin 0.3–0.4 mm flocked coating with spherical segments of 21 mm in height (Nikora et al. 2001). The velocities were 0.483 m/s and 0.674 m/s, where experiments were carried out under uniform flow conditions fitted to the logarithmic law Eq. (2.1). The von Karman constant was assumed to be a constant of 0.4 (Nikora et al. 2001).

Nezu and Nakagawa (1993) examined a range of datasets above the smooth bed from Steffler et al. (1985), Nezu and Rodi (1986) under numerous flow conditions corresponding to Reynolds number (Re) in the range 23,000 to 440,000; Froude number (Fr) in the range 0.077 to 1.240; and velocities in the range 0.076 m/s to 1.185 m/s. They found by using \( \kappa \) and C values of 0.41 and 5.29, respectively, velocity profile measurements could be fitted to the theoretical logarithmic equation irrespective of the Fr and Re numbers (Nezu and Nakagawa 1993). However, the von Karman constant is now understood to not always be constant with different Re number values (Huffman and Bradshaw 1972; Zagarola and Smits 1998; Marusic et al. 2010). This is particularly the case for permeable beds when boundary resistance increases with Re and can lead to a decrease in \( \kappa \) down to 0.28. This was observed during experiments above a permeable bed with median uniform gravel of diameter 9.8 mm and an overall bed thickness of approximately 5.50 cm (Gupta and Paudyal 1985).

The constant of integration has been found to be 8.5 for a rough-bed (Nezu and Nakagawa 1993). However, Kironoto and Graf (1994) found that it varies somewhat (8.47±0.90) depending on the degree of roughness. In this thesis, a constant of integration of 8.5 will be applied for all cases in a similar fashion to that found by Nezu and Nakagawa (1993). However, it should be noted that others (Mendoza and Zhou 1992; Prinos et al. 2003) suggest that the constant of integration is actually a function of the interfacial velocity and thus, cannot be identified a priori. Clearly, the application of the logarithmic law to rough-bed conditions is highly challenging.

When the hydraulic roughness number \( K^+ > 70 \), the flow can be considered hydraulically rough and, thus, within the fully rough, turbulent flow regime (Nikuradse 1933; Nezu and Nakagawa 1993; Bomminayuni and Stoesser 2011). \( K^+ \) is defined as the roughness Reynolds number by \( K^+ = u^* k_s / \nu \) in which, \( k_s \) is the Nikuradse equivalent sand roughness, and \( \nu \) is kinematic viscosity. \( k_s \) is expressed in terms of uniform sand particle diameters and will be applied in this thesis in a similar fashion to Nikuradse (1933), Grass (1971), and Bomminayuni and Stoesser (2011).
In general, the logarithmic equation is applicable to approximately 20% of the water depth in the so-called logarithmic layer (Nezu and Nakagawa 1993). It is assumed that with increasing distance from the bed surface, the mixing length increases whilst the shear stress remains constant resulting in the logarithmic law only being applicable within this region (Koll 2006).

Averaging of the governing Navier-Stokes equations in time and space within a plane parallel to the bed, so named Double Average equations (DA), are used in the study of atmospheric sciences and river dynamics to explore heterogeneous flows over roughness elements (Finnigan 2000; Nikora et al. 2001; Nikora et al. 2007). The main disadvantage of the DA method is that it leads to a loss of information about the local variation of flow variables (Nikora and Rowiński 2008). However, the advantages of the DA method have been highlighted to outweigh any such disadvantages (Nikora et al. 2001). Firstly, double averaged flow variables are associated with spatially averaged roughness factors (Nikora et al. 2001), thus, associating the water column with the pore bed interstitial flow (Hsu et al. 2002; Nikora et al. 2004). Secondly, due to the derivation and integration of the DA equations, form-induced stresses and form drag terms appear in the momentum equation directly. Finally, double averaged variables are likely to cover the whole flow layer as well as the interfacial sublayer (Nikora et al. 2001).

However, as Nikora et al. (2001) highlight, the spatial resolution of velocity measurements must be high for the DA method to be applicable, this is especially true above irregular rough-beds. The investigation in this thesis will use the double average method to analyse turbulent characteristics above rough-beds under uniform conditions.

Eq. (2.2) was determined to characterise the double averaged velocity within the logarithmic layer (Nikora et al. 2001).

$$\frac{\langle \bar{u} \rangle}{u_*} = \frac{1}{\kappa} \ln \left( \frac{Z}{k_s} \right) + C$$

(2.2)

in which $\langle \bar{u} \rangle$ is the double averaged streamwise velocity, where $\bar{\cdot}$ signifies the time-average and $\langle \cdot \rangle$ signifies the spatial area average.

In the last two decades, researchers (e.g. Nikora et al. 2001; Nikora et al. 2007) have identified different types of flow above permeable and impermeable beds in open channels. These flow types are classified based upon the relative submergence of the flow depth to the bed roughness length ($H_{max}/\Delta$) where, $H_{max}$ is the maximum flow depth from
the water surface to roughness troughs, and Δ is the roughness scale (Nikora et al. 2001; Nikora; et al. 2007).

Flow type I is the high relative submergence flow condition and includes the outer layer, the logarithmic layer, and roughness layer (e.g. the form-induced sublayer and the interfacial sublayer) above the impermeable rough-bed, as shown in Figure 2.1a, and when in reference to permeable beds, also includes the subsurface layer (Nikora et al. 2001; Nikora 2007), as shown in Figure 2.1b.

**Figure 2.1.** Schematic shows different layers and types of flow above porous rough-bed defined by Nikora et al. (2001).
Flow type II is the intermediate relative submergence flow condition and includes the subsurface layer, a roughness layer, and an upper flow zone in which it has been reported (Nikora et al. 2007) that there is not a universal logarithmic velocity distribution as this ratio is not large enough. Flow type III is the low relative submergence flow condition, and the maximum flow depth extends to an upper elevation of the roughness layer including the subsurface layer and the roughness layer. The ratio range for this type of flow is \((2-5)\Delta > H \geq \Delta\), where \(H\) is flow depth. Finally, flow type IV is the flow condition whereby the bed is only partially inundated and maximum flow depth extends to the upper interfacial sublayer including the subsurface layer and interfacial sublayer. The ratio range for this type of flow is \((H<\Delta)\) (Nikora et al. 2001; Nikora et al. 2007).

Flow type II has been extensively experimentally investigated (e.g. Nikora 2007; Afzalimehr 2010; Mohajeri 2014; Cameron et al. 2017; Yanda et al. 2018). Mohajeri et al. (2015), investigated flow structures above an immobile gravel-bed in an open channel with relative submergence between 7.5 and 10.8 and found that the governing parameters of the logarithmic law depend upon the submergence (Mohajeri et al. 2015). Interestingly, it was suggested that the logarithmic law may still apply under intermediate relative submergence flow conditions but requires further investigation (Mohajeri et al. 2015) and remains debatable (Nikora et al. 2001; Pokrajac et al. 2006; Mohajeri 2014). Although much research has been conducted under flow type II conditions, few relate to the spatial organisation of near-bed velocity profiles and those that do, have contradictory conclusions (e.g. Nikora 2007; Afzalimehr 2010; Mohajeri et al. 2015; Cameron et al. 2017; Yanda et al. 2018). In addition, the shape of the velocity profiles above the interfacial sublayer for flows with high relative submergence (type I), as well as within the form-induced sublayer for flows with intermediate relative submergence (type II), is not yet determined (Nikora; et al. 2007).

Von Karman’s constant \((\kappa)\) is a dimensionless constant in the logarithmic law, which describes the distribution of the average streamwise velocity near the bed of a channel (Frenzen and Vogel 1995). It was defined originally by von Karman (1930 cited in Frenzen and Vogel 1995), who proposed a similarity hypothesis whereby turbulent velocity variations can be considered statistically similar from point to point. This allowed von Karman to express mean characteristics in terms of length and time scales. In general, von Karman’s constant can be defined as the relationship between mixing length (Gaudio et al. 2010; Zeng et al. 2015) and distance from the bed (Lo et al. 2005; Gaudio et al. 2010; Zeng et al. 2015), and links the time-averaged streamwise velocity distribution
within the bed bounded shear flow to the shear stress at the bed in the flow depth direction. The mixing length is a function of the velocity gradient and the Reynolds shear stress.

Numerous different ways of calculating $\kappa$, as well as varying values, have been expressed in the literature. For example, it was found to be within the range of 0.17 to 0.38 under uniform conditions (Franca et al. 2008) using the relationship between mixing length and distance from the bed. Equally, $\kappa$ was found for a mobile bed to equal 0.29 (Nikora and Goring 2000), 0.37 by applying regression analysis to the logarithmic law fitting until the maximize regression coefficient was found for a given value of zero-displacement distance ($z_0$) (Dey et al. 2012) and 0.27 by shifting the logarithmic law profile downwards from a known smooth wall distribution until a fit with the measured data was obtained (Hanmaiahgari et al. 2017). Von Karman’s constant is likely less than the traditional value (0.41) for a mobile bed due to variations in the roughness length (Heathershaw 1981; Hanmaiahgari et al. 2017) resulting in reduced effects of drag (Nikora and Goring 2000).

Different scenarios were used to determine other logarithmic parameters using an assumed $\kappa$ value of 0.40, which causes non-physical values of $k_s$ and would mean the expansion of the inner region up approximately 50% of the water depth that is physically hard to interpret (Antico et al. 2019).

Von Karman’s constant was also found to range between 0.305 and 0.355 due to differences in experimental conditions, while it was found to not vary due to differences in bedload (Antico et al. 2019), and decrease due to unknown hydrodynamic causes (Ferreira et al. 2012). In addition, some researchers found a $\kappa$ value of 0.4 and 0.41 (Nikora and Goring 2000) and 0.41 (Dey et al. 2012; Hanmaiahgari et al. 2017) for an immobile bed. However, other researchers found $\kappa$ lesser or higher than the traditional value. For example, the double averaged velocity distributions fit well with the logarithmic equation when $\kappa$ values range between 0.2 and 0.51 above two different types of gravel-beds by applying the best fit measurements velocity profiles with logarithmic law above the immobile bed (e.g. Zeng et al. 2015) and above the water worked for bed (e.g. Cooper 2006), as shown in Table 2.1. Increasing concentrations of suspended sediment lead to decrease values of $\kappa$ (Best et al. 1997) and $\kappa$ equalled 0.27 due to the porosity used by Nakagawa and Nezu 1980 cited in Gupta and Paudyal 1985.
Table 2.1. Previous studies investigating von Karman’s constant.

<table>
<thead>
<tr>
<th>Reference</th>
<th>( \kappa )</th>
<th>( \text{Fr} )</th>
<th>( \text{Re} )</th>
<th>Type of bed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nezu and Nakagawa (1993)</td>
<td>0.41</td>
<td>0.08-1.24</td>
<td>23,000-440,000</td>
<td>Smooth beds</td>
</tr>
<tr>
<td>Gupta and Paudyal (1985)</td>
<td>0.28</td>
<td>0.15-0.81</td>
<td>4,870-58,340</td>
<td>Permeable beds</td>
</tr>
<tr>
<td>(Vanoni 1946 cited in Gupta and Paudyal 1985)</td>
<td>0.4</td>
<td>0.48-1.01</td>
<td>10,780-53,180</td>
<td>an impermeable bed</td>
</tr>
<tr>
<td>(Nakagawa and Nezu 1980 cited in Gupta and Paudyal 1985)</td>
<td>0.31</td>
<td></td>
<td></td>
<td>Unclear water condition</td>
</tr>
<tr>
<td>Bailey et al. (2014)</td>
<td>0.40</td>
<td></td>
<td>80,000-10,000,000</td>
<td>Hydraulically smooth pipe</td>
</tr>
<tr>
<td>Franca et al. (2008)</td>
<td>0.17</td>
<td>0.42</td>
<td>126,000</td>
<td>Venoge river</td>
</tr>
<tr>
<td></td>
<td>0.38</td>
<td>0.19</td>
<td>95,000</td>
<td>Chamberonne river</td>
</tr>
<tr>
<td>Nikora and Goring (2000)</td>
<td>0.29</td>
<td>0.38</td>
<td>780,000</td>
<td>Immobile bed</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.29</td>
<td>430,000</td>
<td>Immobile bed</td>
</tr>
<tr>
<td></td>
<td>0.41</td>
<td>0.16</td>
<td>200,000</td>
<td></td>
</tr>
<tr>
<td>Dey et al. (2012)</td>
<td>In average</td>
<td>0.55-0.77</td>
<td>238,000-551,000</td>
<td>Mobile bed</td>
</tr>
<tr>
<td></td>
<td>0.37</td>
<td></td>
<td></td>
<td>Immobile bed</td>
</tr>
<tr>
<td>Hanmaiahgari et al. (2017)</td>
<td>0.26-0.27</td>
<td>0.37-0.38</td>
<td>26,713-27,687</td>
<td>Mobile bed</td>
</tr>
<tr>
<td></td>
<td>0.40-0.42</td>
<td>0.24-0.28</td>
<td>16,696-19,200</td>
<td>Immobile bed</td>
</tr>
<tr>
<td></td>
<td>0.35</td>
<td>0.30</td>
<td>21,565</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td>0.34</td>
<td>24,000</td>
<td>Incipient motion</td>
</tr>
<tr>
<td>Antico et al. (2019)</td>
<td>0.305-0.355</td>
<td>0.62-0.92</td>
<td>41,405-58,999</td>
<td>Immobile and mobile bed, where flume bed was divided to bed large boulders, smooth bottom, one layer of glued spherical glass beads and mobile reach</td>
</tr>
<tr>
<td>Zeng et al. (2015)</td>
<td>0.2-0.5</td>
<td>0.37-0.68</td>
<td>111,000-256,000</td>
<td>Immobile bed</td>
</tr>
<tr>
<td>Cooper (2006)</td>
<td>0.21-0.51</td>
<td>0.40-0.83</td>
<td>2,171-42,618</td>
<td>Water worked bed</td>
</tr>
<tr>
<td>Koll (2006)</td>
<td>0.40</td>
<td>0.41-0.60</td>
<td>41,333-242,000</td>
<td>Glass beads, PVC cubes and gravel</td>
</tr>
</tbody>
</table>

There are also other, inconclusive factors that have been noted in the literature to cause variations in \( \kappa \). For example, the submergence ratio has been shown to affect both \( \kappa \) and the zero-displacement distance by influencing the scale of coherent turbulent structures whereby, \( \kappa \) increases with increasing relative flow submergence as well as the
velocity distribution gradient (Kirkbride 1993; Sirovlch and Karlsson 1997; Koll 2006). Additionally, as $z_0$ reduces with increasing relative submergence (Koll 2006), the existence and upper bounds of the logarithmic region are inconclusive (Gaudio et al. 2010; Rouzes et al. 2019).

There is also contradictory evidence that von Karman’s constant is affected by the Nikuradse equivalent sand roughness and the friction factors alike, as well as by the nature of the roughness and the roughness Reynolds number ($K^+$) (Vanoni 1953; Mortensen et al. 1987; Frenzen and Vogel 1995).

Velocity profiles have also been noted to decrease with increasing $\kappa$ values (Jain and Ghoshal 2020), and a small value of $\kappa$ perhaps due to a relationship between the size of turbulent eddies (McLean et al. 2008).

The value of von Karman’s constant found in the literature varies by up to 60% compared to the traditional value of 0.41. However, the physical mechanisms for such variation are unclear with numerous reasons given from bed mobility, unclear water, experimental conditions, porosity, etc raising many contradictory conclusions which cast doubt over any perceived cause. Clearly then, von Karman’s constant and the displacement height need more investigation to cover the ambiguity in the applicability of the logarithmic velocity profile (Ferreira 2015).

The Nikuradse equivalent sand grain roughness ($k_s$) was originally introduced by Nikuradse (1933), who created a rough-bed using pipes covered with uniform sand grains, 0.8 mm in diameter. Pipe diameter varied from 25 mm to 100 mm and total length ranged from 1800 mm to 7050 mm. At the time, this was the easiest way to create geometrically similar roughness elements (Nikuradse 1933).

Nikuradse (1933) hypothesised that any deviation in the observed velocity profile from the logarithmic law was simply a function of the Nikuradse equivalent sand grain roughness. This equivalent roughness is representative of one dimension (a theoretical roughness length) of complicated three-dimensional bed topography and particle composition (Nikuradse 1933; Weill et al. 2010). As such, the Nikuradse equivalent sand grain roughness varies with the size and shape of bed particles, as well as the space between the particles themselves and their arrangement (Schlichting 1936; Morris 1955; Sayre and Albertson 1963; Gomez 1993; Dey and Ali 2019). Additionally, $k_s$ has been determined as not only a geometric factor, but also a hydraulic factor dependent on the flow conditions (Jimenez 2004; Camenen et al. 2006; Liu et al. 2016; Dey and Ali 2019), as well as particle transport near the bed (Liu et al. 2016) and bed mobility.
However, Aberle and Smart (2003) used the standard deviation of the bed elevations as $k_s$. They assert that simply using the bed particle diameter is not representative of the surface geometry composition and thus, is inadequate for use as $k_s$ in this way. Experiments were undertaken by Aberle and Smart (2003), in conjunction with data sets from Rosport (1997) and Koll (2002) to demonstrate this. Above the roughness crests, the standard deviation of the bed surface was applied and found that $k_s$ is 8.053 mm when double averaged velocity profile measurements follow the logarithmic law under uniform conditions (Adak 2018), as shown in Table 2.2.

In contrast, a double average of the velocity profile below the crests obeys a polynomial relationship (Adak 2018). The bed of gravel-bed is three-dimensional, so it is the best for more bed characteristics including to describe its effect on overlying turbulence flow.

**Table 2.2.** Previous studies exploring Nikuradse equivalent sand roughness.

<table>
<thead>
<tr>
<th>Reference</th>
<th>$k_s$</th>
<th>Type of bed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adak (2018)</td>
<td>0.20$d_{s0}$</td>
<td>Water-worked-bed</td>
</tr>
<tr>
<td>Ferguson (2007)</td>
<td>4$d_{85}$</td>
<td>Rough-bed</td>
</tr>
<tr>
<td>Weill et al. (2010)</td>
<td>2.56$d_{s0}$</td>
<td>Rough-bed</td>
</tr>
<tr>
<td>Van Rijn (1993)</td>
<td>2 $d_{90-3d_{90}}$</td>
<td>Immobile-bed</td>
</tr>
</tbody>
</table>

Nikuradse’s (1933) experiment was carried out with uniformly sized, well-sorted sand and regular particle arrangement. However, gravel-beds found in open-channel flows, such as rivers, are made up of particles of irregular size and packing, often with a single large particle, or clusters of particles, protruding into the flow creating microtopography and bedforms which resist the flow (Ferguson 2007; Jay Lacey and Roy 2007; Jay Lacey and Roy 2008). Thus, the determination of $k_s$ has been adjusted to better fit velocity measurements to the logarithmic law profile by using values such as 4$d_{84}$ instead, where $d_{84}$ is the 84th percentage of the particles size distribution uniform flow conditions (Ferguson 2007). For instance, the Nikuradse equivalent sand roughness was found to be approximately 2.56$d_{s0}$ under steady flow conditions, close to the finding of other experiments, even with different shaped bed materials (Weill et al. 2010).
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From the literature, it is clear that the value of $k_s$ varies, even by as much as 50%, but the causal relationship between any number of physical characteristics, such as bed topography, bed mobility, Froude number, Reynolds number etc, is highly debatable.

The zero-displacement distance ($z_0$), which is another parameter in the equation for the logarithmic law velocity profile, was introduced as the height where the logarithmic velocity distribution computed using Eq. (2.1) and Eq. (2.2) theoretically becomes zero above a rough-bed, as shown in Figure 2.2. In the case of a smooth bed, such a parameter is not required (Clauser 1956; Smart 1999). The coordinate of the zero-displacement distance may be anywhere between the highest crest and the deepest valley of the surface of a rough-bed depending on the penetration of large eddies into the rough wall, as shown in Figure 2.2 (Clauser 1956; Nikora et al. 2001; Nikora et al. 2002). A physical basis for the zero-displacement distance is highly controversial and often misrepresented in the literature by providing quantification without a full explanation.

![Figure 2.2](image.png)

**Figure 2.2.** The schematic shows the zero-displacement distance ($z_0$) and eddies that occur near the bed.

The zero-displacement distance varies from one experiment to another depending on the experimental conditions, specifically, the bed topography. For example, it was found to be $0.2d_{50}$, where $d_{50}$ equalled 25.4 mm, below the gravel crest when Re was in the range of 230,000 to 490,000 (Afzalimehr and Anctil 2000). Similarly, it was found to range between 0.15 and $0.3d_{50}$ by Nezu and Nakagawa (1993) who compared the data set of Grass (1971), where Re was 6,620 and gravel diameter was 9 mm, against Nakagawa et al. (1975), where Re ranged from 8,600 to 9,800 above uniform glass spheres. Mohajeri et al. (2016) equated the standard deviation of the bed elevations to the zero-displacement distance giving $z_0$ equal to 6.1 mm ($0.28d_{50}$) above an immobile gravel-bed with a median
diameter of \( d_{50} = 22 \text{ mm} \) and \( d_{90} = 29 \text{ mm} \) and a flow where \( \text{Re} \) ranged from 12,750 to 23,320. The zero-displacement distance found for these, and similar studies are summarised in Table 2.3.

However, the zero-displacement distance equals 0.7 times the height of roughness, where drag force acts on the elements, and it depends on the density of elements in the case of k-type roughness (Jackson 1981), who used rod as roughness elements. It was theoretically verified the rod roughness that \( z_0 \), where drag force acts. Therefore, the correct estimation of zero-displacement distance above complex beds such as gravel-bed rivers is considerably challenging.

Table 2.3. Previous studies on zero-displacement distance.

<table>
<thead>
<tr>
<th>Reference</th>
<th>( z_0 )</th>
<th>Fr</th>
<th>Re</th>
<th>Type of bed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afzalimehr and Anctil (2000)</td>
<td>0.2d_{50}</td>
<td>0.14-0.36</td>
<td>230,000-490,000</td>
<td>Gravel-bed</td>
</tr>
<tr>
<td>Nezu and Nakagawa (1993)</td>
<td>0.15d_{50}-0.3d_{50}</td>
<td>0.15-0.18</td>
<td>6,620-9,800</td>
<td>Rough-bed</td>
</tr>
<tr>
<td>Mohajeri et al. (2016)</td>
<td>0.28d_{50}</td>
<td>0.47-0.51</td>
<td>12,750-23,320</td>
<td>Gravel-bed</td>
</tr>
<tr>
<td>Jackson (1981)</td>
<td>0.7k</td>
<td></td>
<td></td>
<td>Theoretically above k-type bed</td>
</tr>
<tr>
<td>Singh et al. (2007)</td>
<td>0.19d_{50}</td>
<td></td>
<td>3112</td>
<td>Rough-bed</td>
</tr>
<tr>
<td>Bomminayuni and Stoesser (2011)</td>
<td>0.1d_{50}</td>
<td>0.17</td>
<td>13,680</td>
<td>Rough-bed</td>
</tr>
<tr>
<td>Hanmaiahgari et al. (2017)</td>
<td>0.35d_{50}</td>
<td>0.24-0.38</td>
<td>16,696-27,687</td>
<td>Mobile and immobile bed</td>
</tr>
<tr>
<td>Kim et al. (2019)</td>
<td>0.11d_{50}-0.13d_{50}</td>
<td>0.58-0.90</td>
<td>18,621-40,921</td>
<td>Rough-bed</td>
</tr>
</tbody>
</table>

More recently, the so-called modified Clauser method has been used to find a value for \( z_0 \) that allows for the best fit between measured velocity data and the logarithmic law (Perry and Li 1990; Kim et al. 2019). This method has a higher resolution (Chan et al. 2015) compared to the method based on the centroid of the drag forces (Jackson 1981).

The zero-displacement distance was found to be 0.19 times the diameter of the hexagonally packed spheres (0.19d_{50}) used by Singh et al. (2007) to create a bed; 0.2 times the roughness height for a bed of hemispheres (0.1d_{50}) (Bomminayuni and Stoesser 2011); 0.35d_{50} for a rough sand bed (Hanmaiahgari et al. 2017); as well as 0.21 and 0.25 times the roughness height for beds of cubically and hexagonally packed large.
hemispheres, respectively (0.11d_{50}-0.13d_{50}) (Kim et al. 2019). The modified Clauser method will also be used in this study to find the best fit between the measured velocity data with the logarithmic law and parameters of logarithmic law.

A great deal of debate surrounding the zero-displacement distance for gravel-beds remains. This is because of the challenge in measuring velocities near complex bed topography which hampers efforts to fit measured data with the logarithmic law in this region (Ferguson 1993; Singh et al. 2007; Afzalimehr and Rennie 2009). Many more experiments with complex bed geometries and under various flow conditions and relative submergences are required to add clarification to velocity profiles and the applicability of the logarithmic law above rough-beds (Nikora et al. 2004). Thus, the present study will explore the applicability of the logarithmic law and its parameters for turbulent velocities above highly porous gravel-beds.

### 2.3 Turbulent Flows in a Gravel-Bed River Channel

Riverbeds are crucial for sustaining aquatic organisms which need a high quantity of dissolved oxygen. Turbulent flows lead to sediment suspension and increased voids within a gravel-bed river leading to increased dissolved oxygen exchange. Therefore, turbulent flows are the focus of this section of the literature review.

Bursts of turbulent flow from the bed occur with a high Reynolds number, which leads to an increase in the frequency and duration of turbulent bursts (Kline et al. 1967; Nguyen 2012). In the laminar sublayer, spatially and temporally motions occur and are well organized. These motions cause the generation of low-speed streaks near the bed. These streaks interact with the outer region of flow during a process of slow ‘lift-up’ and then bursting, sudden oscillation and ejection occur. These processes are significant in the generation of new turbulence and the transfer of turbulence into the boundary layer on smooth beds (Kline et al. 1967). The concept of a turbulent burst is that it is a sequence of ejections that occur due to the passage of a packet of hairpin vortices, the lowest hairpin producing the most vigorous ejection velocity (Adrian et al. 2000).

Turbulence was found to be a considerable contributor to the exchange of momentum and mass between the water column and subsurface flow when turbulence structures were investigated in the subsurface under different permeability Reynolds numbers Re_k (Voermans et al. 2016). The behaviour of flow above a permeable bed with low permeability Reynolds number is likely to be similar to an impermeable bed due to lesser exchange between the water column and interstitial flow. This is observed when
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Suspended particles do not penetrate the subsurface layer and instead recirculate between individual roughness particles, moving continually back and forth, likely due to the turbulent pressure fluctuations above the roughness particles (Voermans et al. 2016). Otherwise, suspended particles penetrate the subsurface layer at high Re_k (Voermans et al. 2016).

In this study, Reynolds permeability was calculated in a similar fashion to Breugem et al. (2006), where \( Re_k = \sqrt{\frac{k_u}{v}} \), \( k \) is the permeability of the bed defined as \( k = \frac{d_{50}^2 n_p^3}{180(1-n_p)^2} \). If \( Re_k \) is greater than one the bed can be considered permeable, where viscous impacts are insignificant on the bed surface, and if less than one the bed can be considered impermeable (Breugem et al. 2006).

An understanding of both near-wall and interstitial turbulent flows is required to further explore the exchange of flows between the water column and a porous gravel-bed river. Recently, many researchers have conducted experimental studies focusing on the flow in the outer, or logarithmic region, using measuring techniques such as Laser Doppler Velocimeter (LDV) (Balachandar and Bhuiyan 2007) or Particle Image Velocimetry (PIV) (Spiller et al. 2015). Additionally, Ultra-sound Velocity Profiler (UVP) and an Acoustic Doppler Velocimeter (ADV) have also been used to study the flow in the logarithmic region (Zeng et al. 2015). In contrast, relatively few experimental investigations have concentrated on turbulent flow within the near-bed area. This is probably due to the complexities of measuring such flow fields (Adrian and Marusic 2012). Consequently, available experimental data for flow in the near-bed area above a rough-bed river is relatively limited (Knopp et al. 2009).

Turbulent flow and turbulent characteristics will be studied, as part of the research presented here, through statistical analysis of the flow above rough-beds to find the effect of bed roughness particles on the flow inside and near voids within a gravel-bed river. To understand turbulence flow behaviour above rough-beds, this study will focus on the analysis of second-order statistics of turbulent flow near the bed and its interface with the water column. A review of the literature focused on turbulent stresses will be presented in the following sections as turbulence intensity (see Section 2.3.1), Reynolds shear stress (see Section 2.3.2), Reynolds normal stress (see Section 2.3.3), turbulent kinetic energy (see Section 2.3.4) and quadrant analysis (see Section 2.3.5).
2.3.1 Turbulence Intensity

This section outlines the behaviour of turbulence intensity above rough-beds. The horizontal turbulence intensity distribution is larger than the vertical turbulence intensity distribution, while cross-streamwise turbulence intensity is somewhere in-between, as defined by the following exponential decay equations (Nezu and Nakagawa 1993):

$$\frac{\sqrt{u'^2}}{u_*} = D_1 e^{-\lambda_1 (Z/H)}$$  \hspace{1cm} (2.3)

$$\frac{\sqrt{v'^2}}{u_*} = D_2 e^{-\lambda_2 (Z/H)}$$  \hspace{1cm} (2.4)

$$\frac{\sqrt{w'^2}}{u_*} = D_3 e^{-\lambda_3 (Z/H)}$$  \hspace{1cm} (2.5)

where, \(u', v',\) and \(w'\) are the velocity fluctuations in streamwise, cross-streamwise and vertical directions, respectively, \(H\) is water depth, and \(\lambda_1, \lambda_2, \lambda_3, D_1, D_2\) and \(D_3\) are experimental constants. All \(\lambda\) are equal to 1 and \(D_1, D_2\) and \(D_3\) are 2.3, 1.63 and 1.27, respectively. These equations will be used to compare with measurements of the Root Mean Square (RMS), of the velocity fluctuations above natural gravel-beds and artificial bed in this study.

Determining the standard deviation, or (RMS), of the velocity fluctuations, gives the turbulent strength as:

$$U_{RMS} = \sqrt{\frac{\sum_{i=1}^{N} u'^2}{N}}$$  \hspace{1cm} (2.6)

where, \(U_{RMS}\) is the RMS of velocity fluctuation, and \(N\) is the total record length in time steps.

Progress in understanding the distribution of turbulent intensity inflows with hydraulically rough-beds was made by Kironoto and Graf (1994), who studied the turbulent characteristics above a gravel-bed with large relative roughness, where the Nikuradse equivalent sand roughness to flow depth ratio was approximately 0.1, subject to uniform flow. The turbulence intensity distribution was compared with previous studies and two data sets from their own experiments; no distinct difference between flow over smooth and rough-beds was found (Kironoto and Graf 1994). The experimental constants were found to be \(D_1 = 2.04, D_2 = 1.14\) for and \(\lambda_1 = 0.97\) and \(\lambda_2 = 0.76\) by Kironoto and Graf.
Their study was focused on two-dimensional flow above a gravel-bed that was glued to a plate (an impermeable bed) as well as a bed covered in loosely arranged gravel (a permeable bed).

The parameters of the turbulence intensity exponential equation, ie: $D_1$, $D_2$, $D_3$, $\lambda_1$, $\lambda_2$ and $\lambda_3$, were found to be 2.50, 1.60, 1.50, 1.50, 1.30 and 1.10, respectively for uniform flow conditions above a smooth bed (Pu et al. 2018). Such values are higher compared to Kironoto and Graf's (1994) results due to the difference in shear velocity between the experiments arising from the differing bed roughness applied.

On the other hand, only a small difference was found in both $D_1$ and $\lambda_1$ in the streamwise direction between flow above a rough and a smooth bed, equal to 2.14 and 0.8, respectively for a rough-bed (Wang et al. 1993) and 2.26 and 0.88, respectively for a smooth bed (Nezu and Rodi 1986). The empirical constants of the exponential decay equation such as $D_1$ and $\lambda_1$ appear to vary with $H/k_s$ (Wang et al. 1993).

More recently, in the logarithmic layer, turbulent intensity and turbulent statistics have been shown to be dependent on roughness and decrease linearly from the bed above highly porous beds. This means that such stress is a function of frictional stress and the distance from the bed, as well as the velocity in the subsurface layer when non-zero (Pan et al. 2018). Thus, highlighting that the effects of subsurface flow on overlying flow must be considered and remain unclear.

Turbulent intensities in both the cross-streamwise and vertical component directions are weakly affected by roughness particles, whilst the turbulent intensity in the streamwise component direction is strongly affected by roughness particles (Nakagawa et al. 1975), ie: $U_{RMS} > V_{RMS} > W_{RMS}$. The effects of bed permeability and topography on turbulent intensities remain somewhat questionable, requiring additional research to be fully understood and quantified (Nakagawa et al. 1975; Hosseini and Hajibabaei 2020; Cao et al. 2020).

Recently, Cooper et al. (2018) found that there is a considerable difference in turbulence intensities above permeable beds compared with that above impermeable beds. This is due to the effectiveness of the momentum transfer since vortices are more coherent (Cooper et al. 2018). Similarly, Stoesser et al. (2007), who carried out Large-Eddy Simulations (LES) of turbulent flows above and within three layers of spheres in an open channel, showed that due to the high permeability of the wall significant momentum is transferred between the water column and subsurface which creates extra shear stresses (Stoesser et al. 2007; Albayrak and Lemmin 2011). Such shear stresses result in velocity
and turbulence intensity profiles differing significantly from those above impermeable beds (Stoesser et al. 2007).

Turbulent energy re-distribution has been found to tend towards being isotropic as macro-scale eddies decay due to the porosity (Nezu 1977). Consequently, some universality in turbulent features may occur, and the turbulent intensity may be independent of Reynolds and Froude numbers (Nezu 1977). The anisotropy of turbulence intensity also becomes stronger close to the free surface (Albayrak and Lemmin 2011) and flow velocities, pressure variations, and turbulent intensities are dampened exponentially below the roughness interface.

Streamwise turbulence intensity shifts down from the exponential decay equation in the near-bed region under supercritical flow conditions above rough (sandpaper) and smooth beds. This decrease in turbulent intensity occurs near the bed due to the increase in shear velocity and reduction in energy generation within the buffer layer (Tominaga and Nezu 1992). The reason for measurements of turbulence intensity to be shifted down from equations (2.3), (2.4) and (2.5) remains unclear for supercritical flows.

Thus far, this section has shown that the effect a highly porous gravel-bed has on the overlying flow, specifically the distribution of turbulence intensity, remains unclear and requires further investigation. Therefore, this study will present turbulence intensity profiles as the double average of the root mean square of the velocity fluctuations in the three component directions above highly permeable beds and will compare this with the exponential decay equations reported by Nezu and Nakagawa (1993).

### 2.3.2 Reynolds Shear Stress

The governing continuity and Navier-Stokes equations assume that flow is incompressible with constant viscosity. These equations can be utilised to explain the influence turbulent fluctuations have on the average flow of the channel. The result of derivatives and integrals leads to the derivation of terms such as the Reynolds shear stresses, which are related by the correlation between the different velocity components $-\rho u'v'$, $-\rho u'w'$ and $-\rho v'w'$, further details in Versteeg and Malalasekra (1995). If, for example, $u'$ and $v'$ were statistically independent, fluctuations in time would result in the average of their product $u'v'$ being zero. However, turbulent shear stresses are non-zero and very large, compared to the viscous stresses in turbulent flow (Versteeg and Malalasekra, 1995).
One approach to the evaluation of the mean shear stress distribution arising from velocity fluctuations is to use the spatially averaged open channel flow method as suggested by Nikora et al. (2001) and Nikora et al. (2004). The double average method was derived from the double averaged Navier-Stokes equations by Nikora et al. (2001) and Nikora et al. (2007). The double averaged stresses $-\rho \langle u'v' \rangle$ and $-\rho \langle v'w' \rangle$ should be equivalent to zero if the double averaged flow is uniform and 2D, though the local shear stresses $-\rho u'v'$ and $-\rho v'w'$ might deviate from zero considerably because of local flow heterogeneity close to the bed area (Nikora et al. 2001). This thesis aims to report the results of an experimental study for turbulent flow above a rough-bed and bases its approach on the double average method whereby the root mean square velocity fluctuation in both the streamwise and vertical component directions can be used to calculate the double averaged Reynolds shear stress $\langle \text{RSS} \rangle$ as $\rho \langle U_{RMS} W_{RMS} \rangle$ scaled with shear velocity.

The turbulent flow properties above gravel-beds have been examined experimentally using PIV to find the effects of turbulent flow on sediment transport (Mohajeri et al. 2016). The profiles of spatially averaged Reynolds shear stress were shown to be scaled with shear velocity and increase linearly toward the bed and reach a peak value at approximately the gravel crest (i.e.: above the zero-displacement distance) (McLean et al. 2008; Mignot et al. 2009b; Bomminayuni and Stoesser 2011; Mohajeri et al. 2016; Cameron et al. 2017). It should be pointed out that the Reynolds shear stress is approximately zero at the water surface and maximum near the bed surface. The shear stress is generally assumed constant in the logarithmic layer, which causes a linearly increasing eddy viscosity in this regain. Therefore, the trend for eddy viscosity is similar to the Reynolds shear stress, where both of them vary linearly above bed particles resulting in the linear velocity profile (McLean et al. 2008). However, below the gravel particle (i.e.: below the zero-displacement distance), Reynolds shear stress decreases rapidly within the bed (Mohajeri et al. 2016). This was also found in an experimental study above a gravel-bed (Mignot et al. 2009b), however, there was some uncertainty in measurements gathered in the near-bed region. Although various experiments have been performed, the effect of relative submergence on Reynolds shear stress remains unclear in open channel flow and further experimentation is required to expand our understanding (Cameron et al. 2017).

In general, turbulent stresses scaled with shear velocity have been shown to not be affected by the roughening of the bed surface outside the roughness sublayer (Raupach
et al. 1991; Jimenez 2004). In contrast, the contribution to the RSS depends significantly on the wall roughness in the near-bed zone (Keirsbulck et al. 2002).

Recently, the dynamics of large-scale coherent structures were examined above permeable, immobile gravel-beds in an open channel (Bagherimiyab and Lemmin 2018). A peak value in the Reynolds stress profile was detected near the bed. The profile of Reynolds shear stress was found to obey, as close as possible, a linear fit. It was confirmed that flow is two-dimensional when the shear boundary layers are fully developed. Reynolds shear stress is related to the roughness of the bed and coherent structures above a permeable bed (Bagherimiyab and Lemmin 2018), however, further experiments are required to fully understand the effects of permeability.

This section has attempted to provide a summary of the literature relating to Reynolds shear stress behaviour above gravel-beds. Furthering our understanding of the Reynolds shear stress characteristics above highly porous beds is an aim of this study.

### 2.3.3 Reynolds Normal Stresses

Moving on now to consider Reynolds normal stresses in the streamwise, cross-streamwise, and vertical component directions that occur in turbulent flows in an open channel. To explain the effect of turbulent fluctuations on the mean velocity, the governing Navier-Stokes and continuity equations were considered. From the derivation and integration of these equations, the additional stress terms can be obtained and are called the Reynolds stresses. For turbulent flows, the normal stresses $- \rho u'^2, - \rho v'^2, - \rho w'^2$ are always non-zero since these stresses include squared velocity fluctuations (Versteeg and Malalasekra 1995). In this study, the streamwise, cross-streamwise and vertical Reynolds normal stresses ($\overline{\text{RNS}}$), scaled with shear stress, are expressed as $\rho \overline{U_{\text{RMS}}}^2 / u_*^2, \rho \overline{V_{\text{RMS}}}^2 / u_*^2$ and $\rho \overline{W_{\text{RMS}}}^2 / u_*^2$.

Researchers have found that the double averaged Reynolds normal stresses in each of the three component directions increase quickly within the interfacial sublayer as $Z/H$ increases, reaching a maximum at the crest of the bed particles. However, beyond the crests of the bed particles, the profiles of Reynolds normal stress decrease with increasing $Z/H$ with an order of magnitude of $\rho \overline{U_{\text{RMS}}}^2 / u_*^2 > \rho \overline{V_{\text{RMS}}}^2 / u_*^2 > \rho \overline{W_{\text{RMS}}}^2 / u_*^2$. This appears to confirm that when particles protrude to flow, both Reynolds normal stresses and magnitude in turbulence increase as the result of increased mixing of flows in proximity to bed particles (Dey and Das 2012). However, it should be noted that there are some unexplained dissimilarities in the double average of Reynolds
normal stresses between the results of the experiments performed by Dey and Das (2012) and Nikora et al. (2001) and Mignot et al. (2009a). For example, $\rho \langle U_{RMS}^2 \rangle / u_*^2$ is less than $\rho \langle V_{RMS}^2 \rangle / u_*^2$ found in Nikora et al. (2001) and Mignot et al. (2009a) near the bed, and then it tends to be higher than in both studies. However, $\rho \langle V_{RMS}^2 \rangle / u_*^2$ is higher than $\rho \langle W_{RMS}^2 \rangle / u_*^2$ found in both studies. In addition, $\rho \langle W_{RMS}^2 \rangle / u_*^2$ is higher than $\rho \langle W_{RMS}^2 \rangle / u_*^2$ found in Nikora et al. (2001), but it is less than Mignot et al. (2009a) in interfacial sublayer and then it tends to be approximately similar to Mignot et al. (2009a) results and it remains less than Nikora et al. (2001) results until the water surface. It was explained that it is due to the difference in characteristics of roughness particles such as shape, size and space in each study.

Nevertheless, there is a substantial decline in the double average of Reynolds normal stresses within the interfacial sublayer toward the bed (Nezu and Nakagawa 1993; Dey and Das 2012). The anisotropic nature of turbulence is likely the reason for the order of magnitude of $\rho \langle U_{RMS}^2 \rangle / u_*^2 > \rho \langle V_{RMS}^2 \rangle / u_*^2 > \rho \langle W_{RMS}^2 \rangle / u_*^2$ present for flows in open channels (Nezu and Nakagawa 1993; Dey and Das 2012). It was interpreted that Reynolds normal stresses are impossible to be constant in three components because instantaneous velocity fluctuations are a directional preferred in the anisotropic turbulence. However, under idealized conditions, flow is considered isotropic and thus, the velocity fluctuations do not alter irrespective of the component direction (Sarkar et al. 2019).

At present, there is something of a gap in the literature surrounding Reynolds normal stresses above rough gravel-beds, in particular, beds with porosity, regarding quantification in all three component directions. Therefore, this study will focus on the quantification of the Reynolds normal stresses in all three component directions above highly porous gravel-beds which at present, remain ambiguous at best.

### 2.3.4 Turbulent Kinetic Energy

This section presents a review of the characteristics of Turbulence Kinetic Energy (TKE). TKE is the average kinetic energy per unit mass of fluid related to the vortices in a turbulent flow and can be calculated using Eq. (2.7) as reported by Versteeg and Malalasekra (1995):

$$TKE = \frac{1}{2} (u'^2 + v'^2 + w'^2)$$ (2.7)
The Root Mean Square (RMS) of the three velocity components can easily be measured with existing velocity instruments and is of particular importance in determining turbulent fluctuations (Versteeg and Malalasekra 1995). Here, to calculate the normalised \( \langle \text{TKE} \rangle \) or the scaled double averaged TKE, Eq. (2.7) was modified similar fashion to (Buffin-Bélanger et al. 2006) to be:

\[
\langle \text{TKE} \rangle = \frac{1}{2u^2} (\langle U_{\text{RMS}} \rangle^2 + \langle V_{\text{RMS}} \rangle^2 + \langle W_{\text{RMS}} \rangle^2)
\]

(2.8)

Many studies that consider the TKE of flows above rough-beds have been conducted. For example, the double averaged turbulent flow properties above a permeable gravel-bed with obstacles on top of the top bed were explored by Sarkar et al. (2016). Analysis of the experimental results showed that the double averaged TKE profiles increase from the bed towards the bed particle crests and then decrease linearly towards the water surface (Sarkar et al. 2016). The bedforms applied by Sarkar et al. (2016) were made-up of large, regularly spaced spheres placed on top of a gravel-bed. Such bedforms led to a decrease in the roughness geometry function in the upper part of the interfacial sublayer and an increase below (Dey and Das 2012; Sarkar et al. 2016). Protruding roughness particles generate considerable TKE (Campbell et al. 2005). The TKE profiles reported by Sarkar et al. (2016) are therefore quite different to that reported more widely in the literature.

Experiments were also conducted to study the influence of roughness elements and relative submergence on TKE in near-bed flows (Monsalve et al. 2017). It was found that reach-averaged TKE reduced with increasing relative submergence and was dominated by the plunging flow degree. The hydrodynamics of near-bed flows above immobile gravel-beds requires further investigation with different beds under different relative submergence conditions (Monsalve et al. 2017). Experimental studies have shown that turbulent flow above permeable beds is less intense and that less energy is extracted from the average turbulent flow due to increased coherency of vortices above such beds. These processes result in less turbulent kinetic energy in the water column overall, lower bulk flow resistance and higher velocity (Cooper et al. 2018).

The effect of subsurface flow on overlaying flow needs more investigation to create a fuller picture of river hydrodynamics (Buffin-Bélanger et al. 2006; Cooper et al. 2018).
Recent experiments for flows above water-worked gravel-beds and an unworked gravel-bed using PIV systems to study the impact of $K^+$ on the double averaged TKE (Padhi et al. 2018b). The double averaged TKE in the water-worked gravel-beds is greater than that in the unworked gravel-bed due to near-bed mixing flow occurs resulting from higher roughness of the water-worked gravel-bed, and leads to higher instantaneous velocity fluctuations near the bed (Nezu and Nakagawa 1993; Dey and Das 2012; Ferraro et al. 2016; Sarkar et al. 2016; Padhi et al. 2018a; Padhi et al. 2018b). Thus, the value of double averaged TKE near the bed is greater than the water surface (Padhi et al. 2018b). The double averaged TKE is also related to the roughness Reynolds number (Padhi et al. 2018b). However, increased TKE is related to large-scale eddies produced in the wake area downstream of a boulder (Buffin-Bélanger et al. 2006; Xu et al. 2020). This is because the boulder results in flow separation and increases recirculated flow, resulting in increased TKE when the flow re-attaches downstream of the boulder (Tan and Curran 2012).

In summary, the effects of rough gravel-beds on TKE that are presented in the literature are, at present, somewhat limited by the contradiction between different studies as well as a lack of directly comparable studies.

2.3.5 Quadrant Analysis

The concept of quadrant analysis and its use goes back approximately 50 years ago when it was applied in investigations for the visualisation of turbulent flows (Wallace 2016). This field has been started by introducing two types of investigations for turbulent flow visualisation. These investigations are interesting to look at the turbulence topic by supplying insight into this physics (Wallace 2016). Quadrant analysis is important to distinguish bursting events, which are the low-momentum streaks, (i.e. the bubbles coalesce and intermittently blow up away from the bed in a chaotic process (Wallace 2016). These events can be seen in the quadrant analysis as ejection and sweep events, so it should be highlighted to understand the hydrodynamic mechanisms that take place near the riverbed.

Quadrant analysis has been used as the standard method for the analysis of turbulence and the study of bursting phenomena in the near-bed area (Wallace 2016). The contribution of Reynolds shear stress ($u'w'$) is classified into four eddies events by quadrants. Quadrant 1 (Q1) represents outward interactions ($u'$ and $w'> 0$), Quadrant 2 (Q2) represents ejections ($u'<0$ and $w'>0$), Quadrant 3 (Q3) represents inward interactions
((u’ and w’<0) and Quadrant 4 (Q4) represents sweep events (u’>0 and w’<0) (Sulaiman et al. 2013; Wallace 2016; Padhi et al. 2020).

Sweep events carry high-momentum fluid with relatively fast fluid motions downward towards the bed often causing the dislodging of fine sediments from the bed. However, ejection events carry low-momentum fluid with relatively slow fluid motions upward away from the bed leading to traction and re-suspension of fine bed sediment (Sutherland 1967; Drake et al. 1988; Thorne et al. 1989; Robinson 1991; Lapointe 1992; Cellino and Lemmin 2004; Mohajeri et al. 2016; Fang et al. 2018). Consequently, these events also contribute to the generation of TKE in the boundary layer (Kline et al. 1967; Wallace 2016).

Sweep events contribute positively to the average bed shear stress events and interact with sediment motions. Outward interactions contribute negatively to bed shear stress. When the magnitude of the outward interactions grows relative to other events, the sediment flux rises, and the bed shear stress reduces (Nelson et al. 1995). Quadrant analysis is a method for quantifying the part of a structure that primarily causes the entrainment and deposition of sediments, which are associated with coherent structures in the boundary layer as a bursting cycle (Grass 1971; Cecchetto et al. 2017). Quadrant analysis can therefore be used in the present study as an indicator for furthering our understanding of the interaction between the water column and pore water, as well as the hydrodynamic drivers behind them.

Quadrant analysis may be applied to the mean stress values above a specified threshold or the whole Reynolds shear stress signal. Such a threshold gives an indication of the hyperbolic hole size (H) and can be found by comparing the product of the horizontal and vertical velocity fluctuations $|u’w’|$ against the time-averaged shear stress $|\overline{u’w’}|$ (Yue et al. 2007) as such:

$$H = \frac{|u’w’|}{|\overline{u’w’}|}$$  \hspace{1cm} (2.9)

Reynolds shear stress ($S_{i,H}$) can also be expressed as a function of H giving (Yue et al. 2007):

$$S_{i,H} = \frac{1}{T} \int_{0}^{T} u’(x, z, t) w’(x, z, t) I_{i,H}(u’w’)dt$$  \hspace{1cm} (2.10)
where, $i$ is the $i$th quadrant, $t$ is time, $T$ is the sampling time, $x$ and $z$ are the streamwise and vertical coordinate directions, respectively, and $I_{i,H,t}$ is a conditional sampling function for which (Yue et al. 2007):

\[
I_{i,H,t} = \begin{cases} 
1 & \text{if } (u', w') \text{ is in quadrant } i \text{ and } |u'w'| \geq |\overline{u'w'}| \\
0, & \text{otherwise}
\end{cases}
\] (2.11)

Reynolds shear stress ($S_{i,H}$) in double averaged form is symbolised as $|\overline{S_{i,H}}|$. As bed particles begin to move, the occurrence rate of ejection events decreases, and the resulting eddies break up into small coherent structures.

The type of rough-beds leads to a change in the role of ejection and sweep events in the near-bed region. For example, the ejection occurrence above an immobile bed decreases rapidly less than above the mobile bed. However, the sweep occurrence above immobile increases slower than above the mobile bed. It was explained that the sweep bursts initiate from the outer flow zone, and as a result, the bed load plays a less significant role in adjusting their occurrence. In contrast, the ejection bursts originate from the bed, and therefore, the bed load has a considerably larger effect on their occurrence (Liu et al. 2016). The effects of rough-beds and such events warrant further investigation to better understand turbulent interactions between sediment and flow (Jay Lacey and Roy 2008; Liu et al. 2016; Cooper et al. 2018).

This section has shown that quadrant analysis is a key analysis tool that aids our understanding of the role coherent turbulent structures play in open-channel flows.

### 2.4 Interstitial Flows Through a Gravel-Bed

This section considers the interstitial flow characteristics within the gravel-beds themselves. Many researchers have focused on interstitial flows experimentally and numerically (Breugem et al. 2006; Pokrajac et al. 2007; Blois et al. 2012; Kim et al. 2018; Leonardi et al. 2018). Interstitial flows are related to pressure fluctuations arising from coherent turbulent movements (Vollmer et al. 2002; Detert et al. 2010; Higashino and Stefan 2011). One way to measure the flow field in complex porous beds experimentally is to use Refractive Index Matching (RIM) techniques. RIM provides optical access to the interstices of porous beds by matching, as closely as possible, the refractive index of
bed particles to the surrounding fluid (Huang et al. 2008; Blois et al. 2012; Dijksman et al. 2012). However, there are some disadvantages in terms of measurement accuracy as maintaining a perfect matching between solid and fluid is very difficult, and many velocity measurement techniques rely on the interaction between light and a seeding material to obtain readings. Naturally, if the degree of refraction changes at the fluid-bed particle interface, any such velocity measurements could be somewhat misleading. In addition, the cost of using RIM techniques is often high due to the volume of specialist bed materials and viscosity-changing chemicals that are required to fill a flume of appropriate size to perform any experiments. Moreover, the best work of the RIM technique occurs when fluids have high viscosity. In this case work of (RIM) techniques to measure velocity with high Reynolds number flows is very challenging (Blois et al. 2012). Some issues remain unfixed such as bounded experiment duration and flow seeding density with RIM techniques (Huang et al. 2008).

Interstitial velocity can be calculated based on the methods applied by Stephenson (1979) and Pagliara et al. (2008):

\[ U_{\text{sub}} = n_p \left( \frac{igd_{50}}{K'} \right)^{0.5} \]  

(2.12)

where, \( U_{\text{sub}} \) is the average velocity within the gravel-bed, \( i \) is the hydraulic gradient equal to the bed slope under uniform flow conditions, \( d_{50} \) is median particle diameter, \( K' \) is the friction parameter which may vary from 1 for a smooth spherical particle, to 2 for gravel particles, and 4 for sharp-crested particles, and \( g \) is the gravitational acceleration.

The flow in an open-channel above a permeable rough-bed is considered turbulent whilst flow within the bed itself is considered laminar (Kim et al. 2018). Flow in the subsurface region is governed by Darcy's law and the balance of viscous and pressure forces. It was also observed that flow within three dimensions of the pore bed that turbulent flow in porous bed is microscopic turbulence. The ‘microscopic’ indicates the dimension of the single pore space. In another word, non-Darcian macro-scale events, such as provided by the pressure decline law. It cannot recognise the move from one regime to another (Hlushkou and Tallarek 2006).

Kim et al. (2018) carried out experiments in a 2.5 m long flume filled with an aqueous solution of sodium iodide (as opposed to water) measurement interstitial velocity collected in either two or five layers of acrylic spheres bed. Velocity measurements were
obtained using PIV techniques. The results showed that increasing the bed thickness led to increasing momentum losses in the bed pore spaces compared to the shallow thickness and is associated with low momentum for overlying flow due to the thin boundary sublayer (Kim et al. 2018). The shallow thickness bed restricts the interaction of overlying and pore flow near the bed due to the thick boundary sublayer. However, these types of experiments do not represent natural gravel-bed rivers because the viscosity of the fluid, the shape and the roughness of the bed particles differ from natural riverbeds. The length of the flume is also inadequate for open-channel flow investigations, which could affect achieving uniform and fully developed flow in the overlying flow.

The upwelling and downwelling of interstitial flows were measured indirectly by measuring solute concentrations by using recirculating flume, which was covered with either sand, sand with a top layer of gravel, or sand/gravel with a top layer of cobbles (Reidenbach et al. 2010). Increasing the roughness height resulted in an increase in solute concentrations found in the subsurface flow. This is the result of increased mass flux within the pore bed due to increased turbulent mixing (Reidenbach et al. 2010). Increasing the overlying flow velocity led to a decrease in the solute concentrations found in the interstitial flow. This is because more downstream transport of the solute above the bed occurs, as well as increased dispersion of the solute within the bed pores themselves (Reidenbach et al. 2010). Contrarily to Reidenbach et al. (2010), Packman et al. (2004) found that the overlying flow velocity and bed particle diameter influenced the exchange between the water column and subsurface flow irrespective of the roughness height (Packman et al. 2004).

Interstitial velocity measurements were obtained by Pokrajac et al. (2007) within the pores of a bed made of glass spheres using UVP in combination with PIV techniques. They found that momentum exchange occurs due to the balance between drag forces and gravity, and not due to the transport of momentum from the overlying flow. Thus, resulting in the lowest velocity near the overlying flow and high velocity toward the bed (Pokrajac et al. 2007).

A numerical study by Breugem et al. (2006) showed that for a highly permeable bed, flow velocity reduces exponentially within a gravel-bed with the decay controlled by the balance between turbulent diffusion of momentum into the bed and the removal of momentum due to Forchheimer drag. Turbulent motion into the bed is inactive, or in another word, they result from pressure fluctuation. The non-zero velocity (inside pore) effect on the overlying velocity profile and turbulent characteristics was not clarified that
these types of beds need more researches to highlight the interaction between subsurface flow and surface flow (Breugem et al. 2006).

As discussed in this literature review, the interstitial flow features within gravel-beds themselves are difficult to measure with high accuracy due to the limitations of the measurement techniques. However, as this region is essential to aquatic ecosystems and dissolved oxygen levels, it is of the utmost importance that further research is conducted on this topic to expand our understanding and quantify turbulence in this region.

2.5 Velocity Measurement Instrumentation

Over the past 4 or 5 decades, many experiments have been conducted to study the mean velocity and turbulence characteristics of open-channel flow above rough-beds with different instruments and with varying degrees of accuracy and success.

Hot-wire anemometry is a technique that can be used to capture flow velocity. The hot wire sensor is a thin metallic wire which is electrically heated and event flow cooled, which works by effects of its temperature as well its mass flux during different influences, while forced convection is commonly dominant (Comte-Bellot 1976). Hot-film anemometry is a modification of hot-wire anemometry where convective cooling of a passing fluid alters the temperature of a heating film and, thus, its electrical resistance. The changing of this resistance can be exploited to acquire information about the flow velocity (Kuo et al. 2012; Saremi et al. 2014). The main advantages of hot-wire anemometry are that it is very cheap and has a small measurement volume, low signal-noise ratio, and good temporal and spatial resolution. However, the main disadvantages are that it is an intrusive method that can alter the regional flow field and pollution from the deposition of impurities on the sensor can significantly alter the reading. Equally, the probe can easily break and requires near-constant re-calibration (Osaro 2018). For many situations, hot-film anemometry is not appropriate, especially in the field or where sediments are suspended in the flow (Planchon et al. 2005).

Nowadays, many researchers use Large-Scale Particle Image Velocimetry (LSPIV) or PIV to measure 2D or 3D instantaneous velocity. For instance, PIV was applied to measure the 2D flow velocity of shear-driven flow bounded by a porous medium (Tachie et al. 2003). Similarly, researchers have also applied PIV to investigate 3D flow velocity above and through different arrangements of porous media to determine the slip velocity (Agelinchaab et al. 2006). Equally, PIV has been used to measure 2D velocity profiles in a pressure-driven flow over and through models of a porous medium.
where the main objective of the study was the investigation of the influence of three boundary conditions on a flow through a porous medium (Arthur et al. 2009).

Both LSPIV and PIV have the same measurement principle whereby 2D or 3D instantaneous velocity is extracted from images that capture the movement of some particle through a measurement domain acquired in a fast sequence using high-speed cameras (Jin and Liao 2019).

In the laboratory, PIV uses lasers to illuminate seed particles suspended within the flow to provide velocity data. However, in the field, LSPIV uses natural lighting conditions and tracks water surface shapes such as foams, floating debris, and surface deformation-produced glares to provide velocity measurements (Jin and Liao 2019). If LSPIV is used in the field, it cannot obtain water surface images from an orthogonal direction all the time. Consequently, images are taken from an oblique angle necessary to be orthorectified to a global coordinate before subsequent PIV interrogation (Jin and Liao 2019). The main advantages of PIV are that it is non-intrusive and can take velocity measurements at multiple points in the flow at high spatial resolution. However, the equipment is very high cost, and the size of the region under investigation, or the measurement domain, needs to be small for greater accuracy (Osaro 2018). LSPIV is also a non-intrusive technique. It can be used under extreme flow conditions or in places where traditional methods may not be appropriate because of safety and cost concerns (Ran et al. 2016). However, LSPIV also has several disadvantages; in particular, there are significant pitfalls in the system where ground reference positions and floating tracers are required, both of which are highly costly and hinder constant measurements in the field (Tauro et al. 2014).

From the perspective of this study, PIV techniques require a number of safety protocols due to the use of lasers and inherent radiation, and thus such instrumentation requires specialist laboratory setups obtained at great expense. Due to these reasons, the use of PIV or LSPIV techniques is beyond the scope of this study.

Endoscopic PIV (EPIV) techniques have also been used to measure flow fields, which measure the 2D of the flow field, which involves a digital video camera, a pulsed laser illumination and two borescopes that supplied optical entrance to the pore media. The laser endoscope directs laser light into the void, permitting an effective illumination of the pore media in the test section. Moreover, the camera endoscope transmitted the light dispersed through the seeding grains from the pore to the camera (Blois et al. 2012). Like LSPIV and PIV techniques, EPIV is a high-resolution technique that allows the
measurement of instantaneous velocities under high Reynolds numbers. The main advantage of the EPIV technique is that it is less complex to set-up during experiments and is lower cost than other approaches such as RIM and magnetic resonance velocimetry techniques. This technique provides optical access to the normally inaccessible pore spaces within gravel-beds themselves, thus offering large advantages compared to external PIV techniques. However, the EPIV technique also has a significant drawback where disturbance of the pore-space flows is caused by the endoscopes and bubbles within the bed pores can greatly influence measurements due to the reflection of the light captured (Blois et al. 2012).

ADV has been used by many researchers to measure 3D velocity fluctuations in both the laboratory and the field, a full description of ADV techniques is provided in Chapter 3 Section 3.5.1. For instance, laboratory experiments were performed for a comparative study on the near-bed surface using ADV (Precht et al. 2006). The ADV results were compared with those obtained using Laser Doppler Anemometer (LDA) techniques, and it was found that great care and caution about the ADV settings and position had to be observed (Precht et al. 2006). The position of an ADV relative to a boundary is critical as echoes can bias velocity measurements. Such echoes can, however, be identified by sudden rises in the Signal Noise Ratio (SNR) dependant on the flow conditions and boundary material. In the main, velocity measurements should not be taken closer than 1.7-5 mm from a boundary due to the bed interference adversely affecting measurements with ADV within this region (Rusello 2012; Koca et al. 2017). This is because the reflected acoustic pulses echoing from solid boundaries suggest that velocity measurements for ADV could be high accuracy at positions approximately 0.75 cm above the bed (Voulgaris and Trowbridge 1998). Due to the presence of air bubbles, doppler noise aliasing, and higher turbulence intensities than the nominal scales to which the ADV is configured for measurement, ambiguous velocities can be created in ADV data (Voulgaris and Trowbridge 1998).

For ADV settings, users should define the sampling volume size for their specific device if they plan to take measurements near a wall. Accurate information about the ADV’s spatial resolution will also result in stronger conclusions about the nature of turbulent flows since the sample volume size also determines the scales of turbulence that can be resolved (Nikora and Goring 1998). ADV’s are easy relocated and deployed for 3D water velocity measurements in laboratories (Kraus et al. 1994). In addition, many streams, rocky shores, and estuaries have rough-beds that may pose greater challenges for
positioning the sample volume compared to that above a smooth bed of a flume (Finelli et al. 1999). In addition, due to the presence probe of ADV in the flow, a small variation in local turbulence and streamlining occurs (Voulgaris and Trowbridge 1998; Hurther and Lemmin 2001; Oveici et al. 2020).

In this section, different instruments for the measurement of instantaneous velocity have been explored. The following Chapter 3 on Methods and Materials discusses ADV settings in greater detail.

2.6 Summary

This chapter has reviewed a body of literature exploring the statistical analysis of turbulent open-channel flow in the near-bed region through exploration of the logarithmic law parameters, velocity profiles, second-order statistical analysis, types of flow related to relative submergence, interstitial flow through gravel-bed, and velocity measurement instrumentation.

Several questions regarding these statistical analyses remain unclear. For example, there is uncertainty, due to inconsistent conclusions, about the physical mechanisms that drive variation in the von Karman constant from the traditional value of 0.41 and variations values of $k_s$ in each study. Although many studies focus on the applicability of the logarithmic law for flows under intermediate and high relative submergence flow conditions above gravel-bed, it remains several gaps and shortcomings in the physical mechanisms of validation logarithmic law under these conditions. Determining the effects of the subsurface velocity of a gravel-bed on near-bed overlying turbulent flow is another substantial challenge. For example, the values of the empirical constants of the exponential decay equations vary for different studies and the reason for such variation is unclear. There is also a gap in the literature surrounding Reynolds shear stresses, Reynolds normal stresses and TKE above highly rough gravel-beds such as the influence of relative submergence and the effects of bed roughness on them. They are presented in the literature and are, at present, somewhat limited by the contradiction between different studies as well as a lack of directly comparable studies. At present, they are many studies about interstitial flow in open-channels, but quantification of this flow as natural riverbeds are lacking. The effect of pore velocity on the water column’s velocity profile and turbulent properties is unexplained. Yet, this study area is crucial to our understanding of aquatic ecosystems, near-bed hydrodynamics, interstitial flows, and surface water/groundwater interactions. Consequently, quadrant analysis can be used in
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this thesis as a guide for expanding our understanding of the interaction between the overlying flow and subsurface flow and the hydrodynamic drivers behind them.

The study of turbulent flow near the gravel-bed and within gravel-bed itself appears the greatest challenge to experimental study alike presently because of limitations of measurement techniques. However, ADV techniques are relatively simple methods of measuring 3D velocity fluctuations in both the laboratory and the field.

Overall, this thesis will focus on these parameters and the applicability of the logarithmic law for turbulent velocities in the form of double averaged streamwise velocity profiles, turbulence intensity, Reynolds shear stress, the Reynolds normal stresses in three directions and TKE above highly porous gravel-beds under intermediate and high relative submergence flow conditions.
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3.1 Introduction

In this chapter, six experimental data sets for three different bed surfaces and hydraulic conditions are introduced. For this purpose, the bed of the recirculating narrow flume in Cardiff University’s Hydro-Laboratory was covered with natural gravel and an artificial bed. The particle diameters were chosen based on the grain size found in salmonid redds. To ensure the bed material remained stable and immobile, the experiments were undertaken such that the critical sediment shear stress for the applied particle size (according to Shields approach) was greater than the hydrodynamic bed shear stress arising from the applied fluid flow. Therefore, the flume bed layer represents a natural gravel-bed river with no bedload transport. The standard deviation of the bed surface elevations was defined in a similar fashion to Nikora et al. (2001); Stoesser (2010); Stubbs et al. (2018) and is outlined in this chapter. Two instruments were used to measure the velocity; an Acoustic Doppler Velocimeter (ADV) to take measurements above the bed surface and an endoscope to take measurements in the subsurface region. The velocity measurement procedure is explained in this chapter and the flow conditions for each experiment are presented (see Table 3.2).

3.2 Experimental Set up

The experiments were achieved using the 0.3 m wide, 0.3 m deep, and ten metres long, glass-walled recirculating narrow flume in Cardiff University’s Hydro-Laboratory under uniform flow conditions with a bed slope of 1/1000, as shown in Figure 3.1. A tank is located at the flume outlet to direct the discharge and re-circulate the water back to the flume inlet via a pump and pipe network underneath the flume itself. The discharge is measured by a flowmeter located on the right-hand side of the flume. A weir is located at the flume end to control the longitudinal water surface.

The experiments conducted were carried out under uniform flow conditions. Uniform flow conditions were established by adjusting the tailgate weir for a given flow rate and by measuring the water surface every metre along the centreline of the flume using a point gauge to ensure it was parallel to the flume bed. Once the water surface
slope was deemed the same as the flume bed, the flow was assumed uniform, as shown in Figure 3.2. The weir height relates to a measurement gauge on the wall of the flume outlet. The water depth is measured from the flume bed.

The two different natural gravel grain sizes used in these experiments have median diameters ($d_{50}$) of 20 mm and 35 mm within the test section. The test section for each experiment was approximately two metres in length. Natural gravel with a median diameter ($d_{50}$) of 28 mm was located upstream and downstream of the test section. Particle size distributions of the natural gravel were determined according to the British Standards method (British Standards Institution 1990), as shown in Figure 3.3. These grain sizes were chosen as they are representative of the bed grain sizes found in salmon redds in UK rivers. Female salmonids in southern England (Dorset), northeast England and south-west Wales prefer to spawn in median gravel of diameter between 20 mm and 30 mm (Crisp and Carling 1989). The experiments were carried out for discharge in the range 0.004 to 0.009 m$^3$/s and Reynolds number (based on the flow depth) from 13,448 to 30,208.

![Figure 3.1](image.png)

**Figure 3.1.** Three-dimensional view of the narrow flume, 0.30 m wide, 0.30 m deep, and 10 m long.
Figure 3.2. Water depth versus distance from the flume outlet was obtained for an experimental case above the artificial bed where $k_s = 0.2d$, $d_{50} = 28$ mm, $Q = 0.006$ m$^3$/s.

The natural gravel-bed particle diameters ($d_{50} = 20$ mm and 35 mm) were also chosen so that the critical sediment shear stress (according to the Shields approach) was more than the hydrodynamic bed shear stress to ensure the sediment remained immobile under the experimental flow conditions.

For each experiment, the highest crest of the bed particles was found and used as a datum point where the point gauge was set to zero. The fluctuations in the bed surface elevations were then measured from this datum, which is given in (Section 3.4). This datum was used throughout each experiment to measure the water elevation and set the sampling volume elevation of the ADV. In addition, uniform depth and flow were maintained for all experiments by adjusting the outlet weir and the pump discharge.
3.3 Porosity

Porosity is a measure of the ratio between the volume of voids to the total volume Eq. (3.1) (Murthy 2002). To apply this relationship, total volume was measured using a container of known volume. The bulk Saturated Surface Dry (SSD) specific gravity of the natural gravel was measured to find solid volume using the method outlined by ASTM C127-15. (2015). The procedure starts with washing of the first gravel sample of known weight, before drying it to achieve a constant mass in an oven at 110°C. Secondly, the gravel sample was left at room temperature to achieve a comfortable handling temperature. Thirdly, the sample was immersed in water at room temperature for 15 to 19 hours. Fourthly, the sample was dried to a Saturated Surface Dry (SSD) condition by rolling the gravel on a towel. Finally, the sample was placed in a basket and weighed above water (B₁) and under water (C₁) after shaking the container to release any captured air when it was immersed. Thus, G_{SSD} could be calculated using Eq. (3.2).

\[ n_p = \frac{V_v}{V_t} \]  \hspace{1cm} (3.1)
\[ G_{SSD} = \frac{B_1}{(B_1 - C_1)} \]  

(3.2)

In addition, the solid volume was calculated using Eq. (3.3). Equation Eq. (3.4) was used to estimate the volume of voids for both gravel diameters and thus, porosity could be calculated using Equation (3.1).

\[ V_s = \frac{W_s}{G_{SSD} \gamma_w} \]  

(3.3)

\[ V_v = V_t - V_s \]  

(3.4)

where, \( n_p \) is porosity, \( V_v \) is the volume of voids, \( V_t \) is the total volume, \( G_{SSD} \) is bulk Saturated Surface Dry SSD specific gravity, \( B_1 \) is the mass of SSD sample in the air (g), \( C_1 \) is the mass of SSD sample in water (g) and the quantity \((B_1 - C_1)\) is the mass of water displaced by the SSD sample, \( V_s \) is the volume of solids, \( W_s \) is the weight of the gravel, and \( \gamma_w \) is the unit weight of water, which was assumed to be 1 N/m\({}^3\).

\( G_{SSD} \) of the 35 mm, 20 mm, and 28 mm diameter natural gravels was found to be 2.59, 2.62, and 2.57, respectively, as shown in Table 3.1.

The porosity of the 35 mm, 20 mm, and 28 mm diameter natural gravels was calculated as 34%, 38%, and 40%, respectively. However, Eq. (3.1) gives the porosity of an enclosed matrix with no account for a matrix with an open surface. In this study, the volume of the voids formed on the surface of the gravel-bed river is considered to be part of the channel and not the riverbed itself (Bridge and Bennett 1992; Nezu and Nakagawa 1993; Wu and Chou 2003). To account for the open surface layer, the porosity calculated using Eq. (3.1) was divided by a reduction factor. This reduction factor was found using a model of an artificial riverbed, which was generated using Computer-Aided Design (CAD) by Stubbs et al. (2018), whereby the porosity included a 0.25\(d_{50}\) surface volume allocation (Van Rijn 1984; Bridge and Bennett 1992; Nezu and Nakagawa 1993; Wu and Chou 2003) was divided by the porosity excluding a 0.25\(d_{50}\) allocation to give a reduction factor of 1.0619. It was assumed that a similar relationship existed for the porosity of the 20 mm, 28 mm, and 35 mm diameter natural gravels. Applying the reduction factor gave final porosity values of 36%, 38%, and 31% for the 20 mm, 28 mm, and 35 mm diameter natural gravels, respectively, as shown in Table 3.1.

Using Eq. (3.5), the void ratio, \( e \) of the natural gravel-beds was calculated as 0.61 for the gravel with a porosity of 38%, 0.56 for the gravel with a porosity of 36% and 0.46 for the gravel with a porosity of 31%, as shown in Table 3.1.
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\[ e = \frac{n_p}{1 - n_p} \]  

(3.5)

It has been demonstrated that the void ratio decreases from 0.81 to 0.20 in gravel particles with increasing water content (Liao et al. 2013). It has also been shown that the void ratio reduces with increased depth into the bed due to compaction. The void ratios found here are generally comparable to the commonly accepted value of 0.60 (Scott 1960; Haynes et al. 2009) for a loose random packing arrangement of uniformly sized grains.

The artificial bed used in this study was designed to have similar attributes to a natural gravel-bed river. This type of bed has less surface protrusions than the natural gravel, thus, measurements above the artificial bed gathered within its vicinity are more convenient and less noisy than above the natural gravel-bed. The geometry of the pores within the artificial bed is highly idealised and somewhat dissimilar to natural gravel-beds, which leads to identifying characteristics of the interaction between the turbulent flow of the water column and the flow within pores with more convenient than in natural gravel-bed. However, the pores in a natural gravel-bed river have a variety of sizes and angles (Pokrajac and Manes 2009).

Table 3.1. Summary of the bed characteristics for natural gravel with a median diameter of 20 mm and 35 mm and artificial particles with a median diameter of 28 mm.

<table>
<thead>
<tr>
<th>Bed type</th>
<th>( n_p ) %</th>
<th>e (−)</th>
<th>( G_{SSD} )</th>
<th>( \sigma_b ) (mm)</th>
<th>Skz (−)</th>
<th>Kuž (−)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural gravel with a median diameter of 20 mm</td>
<td>36</td>
<td>0.56</td>
<td>2.62</td>
<td>7.83</td>
<td>−0.59</td>
<td>−0.30</td>
</tr>
<tr>
<td>Natural gravel with a median diameter of 35 mm</td>
<td>31</td>
<td>0.46</td>
<td>2.59</td>
<td>6.06</td>
<td>0.19</td>
<td>−0.72</td>
</tr>
<tr>
<td>Artificial bed with a median diameter of 28 mm by Stubbs et al. (2018)</td>
<td>32</td>
<td>0.47</td>
<td>-</td>
<td>3.81</td>
<td>−0.176</td>
<td>−1.012</td>
</tr>
</tbody>
</table>

Furthermore, the artificial bed was designed so that its surface bed roughness could be captured and reproduced in a computational grid for numerical simulation. The artificial bed was designed using CAD software and manufactured using Computer Numerical Control (CNC) machines (Stubbs et al 2018). The artificial bed in the test section was 2.048 m long, 0.12 m deep and 0.3 m wide, with a median particle diameter of 28 mm. The void ratio of the artificial bed was found to be 0.47 with a porosity of 32%, as shown in Table 3.1 (Stubbs et al. 2018). The porosity of the artificial bed is very similar to the porosity found for the natural gravel with a median diameter of 35 mm, also used
in this study. The artificial bed was manufactured from 25 sheets of cast acrylic and divided into four sections, each with five layers, as shown in Figure 3.4.

This artificial bed was manufactured from sheets of cast acrylic and was transparent. The transparency enables video capture inside pores of the riverbed with high light levels and allows for the identification of turbulent flow features from outside of the flume (Stubbs et al. 2018). It is also low cost, has high thermal stability, and is lightweight/manoeuvrable.

![Figure 3.4](image.png)

**Figure 3.4.** The artificial bed a) a top-view sectional view in the x-y plane, b) a cross-sectional view in the z-y plane, and c) a streamwise sectional view in the x-z plane. The flow direction is indicated by the arrow in each figure.

### 3.4 Flume bed characteristics

Due to supplier constraints in purchasing the necessary amount of gravel needed to cover the entire ten-meter length of the flume, natural gravel with a median diameter of \( d_{50} = 28 \) mm was used to cover the flume bed upstream and downstream of the test
section in all experiments. The test section itself was then covered with natural gravel with a median diameter of 20 mm and 35 mm, as well as with the artificial bed with a median diameter of 28 mm and the depth of the bed was 12.00 cm in all experiments. This was in a similar fashion to Dancey et al. (2000), who covered the flume bed from the inlet to 2 m upstream of the test section with natural gravel with a median diameter of 25 mm.

In this study several experiments were conducted with each of the three beds types as follows:

1. Experiments 1, 2, and 3: 20 mm diameter natural gravel within the test section between 4 m and 6.8 m from the flume inlet and 28 mm diameter natural gravel between 0 m and 4 m and again from 6.8 m to 10 m from the flume inlet.
2. Experiment 4: 35 mm diameter natural gravel within the test section and again, 28 mm diameter natural gravel everywhere else within the flume.
3. Experiments 5 and 6: 28 mm diameter artificial bed within the test section and again, 28 mm diameter natural gravel everywhere else within the flume.

**Figure 3.5.** The flume bed was covered with 20 mm median diameter natural gravel within the test section of the narrow flume for experiments 1, 2 and 3. The flow direction is indicated by the arrow.

The grain size distribution applied in this study is similar to that found in the surface layers upstream of the Wellington and Herrling bars in Fraser River, British
Columbia, Canada where the d_{50} of the gravel particle was found as 19.9 mm (on average 20.1 mm) and 34.7 mm (on average 32.0 mm), respectively (Rice and Church 2010). Similarly, in Oak Creek River, the median gravel size was found in the subsurface as 20 mm (Milhous 1973). In the Piave River, Eastern Alps, Italy the d_{50} was found to range from 13 mm to 83 mm on the surface but was mostly found to range from 17 mm to 47 mm on the surface (Surian 2002). Additionally, the grain sizes applied in this study were chosen as they are representative of the bed grain sizes found in salmonid redds in UK rivers such as Southern England (Dorset), Northeast England and South-West Wales, where the median gravel diameter ranges between 20 mm and 30 mm (Crisp and Carling 1989), as mentioned earlier in Section 3.2. Equally, the median gravel diameter ranges between 16 mm and 32 mm for smaller resident brown trout redds found in the River Daleelva, Norway (Barlaup et al. 2008). To be similar to the natural stable gravel river bed case, the natural bed diameter was chosen that critical sediment shear stress (according to Shields approach) is more than hydrodynamic bed shear stress to ensure sediments are immobile at the experiments' flow conditions. In the stable case, the roughness layer is unchanged in the natural gravel river bed (Carling 1988; Thorne et al. 1996; Dey and Ali 2019). With a porosity between 31% and 36%, the beds applied in this study can be classified as similar to a clean, open gravel-bed river as it exceeds the 20% requirement of such beds (Cary 1951; Carling and Reader 1982).

A point gauge was used to measure the surface topography within the measurement region with the highest particle crest of the gravel-bed chosen as the datum point where the point gauge was set to zero. For the natural gravel with a median diameter of 20 mm (experiments 1, 2 and 3), measurements were taken between 4 m and 6.8 m from the inlet, or between x=0 m and x=2.80 m in the flow direction every 0.1 m, and in the cross-streamwise direction between y=0.05 m and y=0.25 m every 0.025 m. Figure 3.7 demonstrates the bed surface topography for the 20 mm diameter natural gravel.

For the natural gravel with a median diameter of 35 mm (experiment 4), measurements were similarly taken between 4.25 m and 6.37 m from the inlet, or between x=0 m and x=2.12 m in flow direction every 0.1 m, and in the cross-streamwise direction between y=0.05 m and y=0.25 m every 0.025 m. Figure 3.8 demonstrates the bed surface topography for the 35 mm diameter natural gravel.
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Figure 3.6. A novel artificial bed with a median particle diameter of 28 mm was placed within the test section for experiments 5 and 6.

Figure 3.7. The topography of the bed surface elevations for $d_{50}=20$ mm diameter natural gravel within the test section for experiments 1, 2 and 3.
Using the point gauge elevation data, the standard deviation of the surface elevations was calculated for both beds as:

\[ \sigma_b = \sqrt{\frac{1}{N} \sum_{i=1}^{1=N} (z_i - \bar{z})^2} \]  

(3.6)

where, \( N \) is the total number of bed elevation measurement points in the longitudinal direction, \( z_i \) is the bed surface elevation and \( \bar{z} \) is the mean bed surface elevation. Table 3.1 shows the standard deviation for all beds as well as other bed characteristics.

The skewness coefficient was calculated to describe the general feature of the bed surface shape or form using Eq. (3.7). The kurtosis coefficient was also calculated, which gives a rate of bed homogeneity or intermittency, using Eq. (3.8) (Coleman et al. 2011; Stewart et al. 2019):

\[ Sk_z = \frac{1}{N} \sum_{i=1}^{i=N} (z_i - \bar{z})^3 \sigma_b^3 \]  

(3.7)

\[ Ku_z = \frac{1}{N} \sum_{i=1}^{i=N} (z_i - \bar{z})^4 \sigma_b^4 \]  

(3.8)

where, \( Sk_z \) is the skewness coefficient, and \( Ku_z \) is the kurtosis coefficient.
As shown in Table 3.1, Sk$_z$ is negative for both the 20 mm diameter natural gravel-bed as well as the 28 mm diameter artificial bed, for which the skewness is also close to zero. Negative skewness values imply the median of negatively skewed is greater than the mean. However, the skewness is positive for the 35 mm diameter natural gravel-bed, where positive skewness values imply the median of positive skewness is less than the mean. A negative skewness coefficient was observed for an unworked gravel-bed, while a positive skewness coefficient was found for a water work gravel-bed (Nikora et al. 1998; Aberle and Nikora 2006). It means that the bed surface elevations for all beds have a normal distribution due to Sk$_z$ is near zero.

The Kurtosis coefficient, Ku$_z$ was found to be negative for all the beds, as shown in Table 3.1, meaning the bed surface elevations have a uniform distribution due to Ku$_z$ is near zero, but the artificial bed has a large negative Ku$_z$. It can be seen from Table 3.1 that the Sk$_z$ of the 35 mm diameter natural gravel-bed is 0.19 larger than the Sk$_z$ of the 20 mm diameter natural gravel-bed and the 28 mm diameter artificial bed. The value of the skewness coefficient grows when particle size increases and changes with grain size which was found in field measurements (Carling and Reader 1982; Coleman et al. 2011).

To plot a roughness geometry function $A(z_b')$, the fluctuation in surface elevations, $(z_b')$ was calculated from the formula below (Nikora et al. 2001):

$$z_b' = \frac{z_i - \bar{z}}{\sigma_b}$$

(3.9)

The roughness geometry function describes the cumulative probability distribution of the surface elevations and allows $A(z_b')$ to be plotted as a function of the fluctuations in surface elevation $(z_b')$, similarly to Nikora et al. (2001); Stoesser (2010); and Stubbs et al. (2018), as shown in Figure 3.9.

Figure 3.9 shows the roughness geometry function for the natural gravel-beds used here in this study agrees well with unworked gravel-bed and water-worked natural gravel-beds alike, such as river reaches found in New Zealand (Nikora et al. 1998; Nikora et al. 2001). Thus, the distribution of surface elevations of the gravel-beds used here is similar to that found in both experimental studies and nature. Additionally, the particle size, porosity, skewness coefficient, and kurtosis coefficient of the gravel-beds in this study are similar, or within range, to that found in natural gravel-bed rivers.
Figure 3.9. Roughness geometry function $A(z_b')$ plotted against the fluctuation in surface elevation ($z_b'$).

A single honeycomb lattice was placed at the flume inlet for the experiments conducted with a natural gravel-bed. Additionally, two honeycomb lattices were similarly positioned for the experiments using the artificial bed to achieve a more uniform flow and be similar fashion to Zeng et al. (2015). For all experiments, a single honeycomb lattice 12.00 cm in height was placed at the flume outlet to prevent any gravel from entering either the outlet tank or the pump pipework, as shown in Figure 3.10. The outlet lattice also helped to stabilise the gravel and the inlet lattice reduced any background turbulence or surface waves entering the flume from the header tank. Thus, helping to establish a uniform flow.
Figure 3.10. An image of the flume outlet looking in the upstream direction, showing the honeycomb lattice in place, preventing gravel particles from entering the outlet tank whilst allowing flow through the subsurface region. The flow direction is indicated by the arrow.

3.5 Flow Measurement Methods

3.5.1 Acoustic Doppler Velocimetry (ADV)

Nortek AS manufactured the Acoustic Doppler Velocimeter (ADV) or Vectrino Velocimeter that was used in this study to measure water velocity in the three-component directions above the various beds, as shown in Figure 3.11a. This measurement method utilises the doppler effect and involves the transmission of a short pulse of sound from the probe head, receiving the reflected sound, and measuring the relative frequency alteration, which can in turn be related to velocity (Nortek 2004). The sound does not only reflect due to the water itself, but also from particles suspended in the water (Nortek 2004).

In this study, spherical 110P8 hollow glass spheres with an average particle size of 11.7 µm and a density of 1.10 g/cc were suspended in the water flow. The hollow spheres are white in colour and hollow non-porous microspheres in shape. This seeding material was recommended by Nortek (2000) because hollow spheres have a density close to the density of water and will stay in suspension. The suggested seeding level is 10-50 g/m³, or an ounce per ton of water. The size of the hollow spheres was chosen due to the relatively strong echo generated from particles of this size per unit of concentration.
For this study, a side-looking ADV was used with a sampling rate of 25 Hz and a sample volume 50 mm away from the probe head (Nortek 2004). The cylindrical sampling volume was set to 5.5 mm cylinder height and 6 mm diameter for all experiments, as shown in Figure 3.12. The ADV was vertically mounted on a carriage above the flume, which could be moved in the streamwise or the cross-streamwise directions. An automatic stepper motor was used to move the ADV vertically to each of the depth-wise measurement locations with an accuracy of ±0.02 mm per step, as shown in Figure 3.11b. For all experiments, the ADV was set to record for 5 minutes (300 s) at each z-coordinate measurement to obtain a time-independent average velocity for all experiments and provide an adequate time period to obtain a constant time series (Dey et al. 2011).

**Figure 3.11.** The ADV a) vertically mounted and positioned within the flow, as well as b) showing the carriage and automatic stepper motor rising mechanism the ADV was attached.

**Figure 3.12.** Diagrammatic layout of a side-looking ADV probe, adapted from Nortek (2018, p. 14).
Generally, errors during ADV data collection are typically due to velocity gradient errors or doppler noise. However, such errors have been shown to not have a significant impact on turbulence analysis (Lohrmann et al. 1994; Voulgaris and Trowbridge 1998). During the data collection process, it is best practice to decrease the noise energy level and thus, prevent any spikes in the signal and decrease noise energy levels overall (García et al. 2007). Such spikes occur due to the influences of high shear, the presence of a wall, high turbulence levels, and phase shifts in the doppler signal (Goring and Nikora 2002). Total noise increases in the velocity reading at higher sampling rates despite higher sampling frequencies being able to distinguish a larger range of turbulent frequencies (McLelland and Nicholas 2000). Also, doppler signals can become contaminated when previous pulses are reflected from complicated bed geometries, such as that used in this study, where the acquired velocity overtakes the set velocity range (Grams and Wilcock 2007). Therefore, the velocity range was set to between 0.300 m/s and 1.000 m/s for all experiments.

The time series gathered in each of the three component directions was inspected to distinguish likely problems such as trends, spikes, or abrupt discontinuities. This is particularly valuable for defining errors connected with large spikes resulting from the disconnection of the acoustic signal by large particles as they move through the sampling volume.

Further filtering of the ADV data by applying Phase-Space-Thresholding (PST) (Goring and Nikora 2002) detects and removes spurious spikes from the time series. This method assumes that the time derivatives of the component velocity fluctuations form an ellipsoid in 3D phase-space and that any data points lying outside of the ellipsoid can be considered spurious and can be removed (Goring and Nikor 2002). In this study, the PST technique was applied using MAJ’s Velocity Signal Analyser (Jesson 2015).

MAJ’s Velocity Signal Analyser (Jesson 2015) was also used to determine the mean velocity and the standard deviation, or the Root Mean Square (RMS), of the instantaneous velocity signal in the three-component directions (x, y and z) by applying the following equations:

\[
\bar{u} = \frac{1}{N} \sum_{i=1}^{N} u - u'
\]  

(3.10)
where, $\bar{u}$ is the mean velocity in the x-direction, $u$ is the instantaneous velocity in the x-direction, and $u'$ is turbulent fluctuation from the mean velocity in the x-direction.

$$\bar{v} = \frac{\sum_{i=1}^{N} v - v'}{N}$$

(3.11)

where, $\bar{v}$ is the mean velocity in the y-direction, $v$ is the instantaneous velocity in the y-direction, and $v'$ is turbulent fluctuation from the mean velocity in the y-direction.

$$\bar{w} = \frac{\sum_{i=1}^{N} w - w'}{N}$$

(3.12)

where, $\bar{w}$ is the mean velocity in the z-direction, $w$ is the instantaneous velocity in the z-direction, and $w'$ is turbulent fluctuation from the mean velocity in the z-direction.

As mentioned earlier in Section 2.3.1, determining the standard deviation, or the Root Mean Square (RMS), of the velocity fluctuations, gives the turbulent strength in the three-component directions as:

$$U_{RMS} = \sqrt{\frac{\sum_{i=1}^{N} u'^2}{N}}$$

(3.13)

$$V_{RMS} = \sqrt{\frac{\sum_{i=1}^{N} v'^2}{N}}$$

(3.14)

where, $V_{RMS}$ is the RMS of velocity fluctuation in the y-direction.

$$W_{RMS} = \sqrt{\frac{\sum_{i=1}^{N} w'^2}{N}}$$

(3.15)

where, $W_{RMS}$ is the RMS of velocity fluctuation in the z-direction.

Moving on now to consider the hydraulic conditions for all experiments and the procedure of measurements above the natural gravel-beds and artificial bed. Table 3.2 provides the bulk hydraulic conditions for flow above the beds used in this study; where $Q$ is the discharge, $U_{bulk}$ is average bulk velocity, Fr is the Froude number, $Re_R$ is the Reynolds number calculated using the hydraulic radius, $Re_H$ is the Reynolds number calculated using flow depth, $ks/H_{max}$ is the ratio of Nikuradse equivalent sand roughness.
to the water depth ($H_{\text{max}}$), $n$ is the manning number, and $B/H_{\text{max}}$ is the aspect ratio of flume width ($B$) to the water depth.

**Table 3.2.** Flow conditions for the experiments were conducted with natural gravel-beds with a median grain diameter of 20 mm and 35 mm, and an artificial bed with a median diameter of 28 mm. The longitudinal bed slope of the flume was fixed at 0.001.

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gravel type</td>
<td>Natural</td>
<td>Natural</td>
<td>Natural</td>
<td>Natural</td>
<td>Artificial</td>
<td>Artificial</td>
</tr>
<tr>
<td>$d_{50}$ (mm)</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>35</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>$Q$ (m$^3$/s)</td>
<td>0.004</td>
<td>0.006</td>
<td>0.009</td>
<td>0.004</td>
<td>0.006</td>
<td>0.009</td>
</tr>
<tr>
<td>$H_{\text{max}}$ (m)</td>
<td>0.082</td>
<td>0.098</td>
<td>0.118</td>
<td>0.093</td>
<td>0.075</td>
<td>0.094</td>
</tr>
<tr>
<td>$u_{\text{bulk}}$ (m/s)</td>
<td>0.164</td>
<td>0.210</td>
<td>0.256</td>
<td>0.145</td>
<td>0.269</td>
<td>0.321</td>
</tr>
<tr>
<td>$Fr$ (-)</td>
<td>0.183</td>
<td>0.214</td>
<td>0.238</td>
<td>0.152</td>
<td>0.314</td>
<td>0.334</td>
</tr>
<tr>
<td>$Re_R$ (-)</td>
<td>8,695</td>
<td>12,448</td>
<td>16,907</td>
<td>8,324</td>
<td>13,450</td>
<td>18,550</td>
</tr>
<tr>
<td>$Re_H$ (-)</td>
<td>13,448</td>
<td>20,580</td>
<td>30,208</td>
<td>13,485</td>
<td>20,175</td>
<td>30,174</td>
</tr>
<tr>
<td>$k_s$ (mm)</td>
<td>55</td>
<td>35</td>
<td>26</td>
<td>61</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>$K^*$</td>
<td>1555</td>
<td>1085</td>
<td>898</td>
<td>1845</td>
<td>151</td>
<td>153</td>
</tr>
<tr>
<td>$H_{\text{max}}/\sigma_b$ (-)</td>
<td>10.47</td>
<td>12.52</td>
<td>15.07</td>
<td>15.35</td>
<td>19.69</td>
<td>24.67</td>
</tr>
<tr>
<td>$k_s/H_{\text{max}}$</td>
<td>0.671</td>
<td>0.357</td>
<td>0.212</td>
<td>0.659</td>
<td>0.075</td>
<td>0.060</td>
</tr>
<tr>
<td>$u_*$ (m/s)</td>
<td>0.028</td>
<td>0.031</td>
<td>0.034</td>
<td>0.030</td>
<td>0.027</td>
<td>0.030</td>
</tr>
<tr>
<td>$n_p$ %</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>31</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>Manning $n$ (-)</td>
<td>0.027</td>
<td>0.023</td>
<td>0.020</td>
<td>0.033</td>
<td>0.016</td>
<td>0.015</td>
</tr>
<tr>
<td>$B/H_{\text{max}}$ (-)</td>
<td>3.659</td>
<td>3.061</td>
<td>2.542</td>
<td>3.226</td>
<td>4.000</td>
<td>3.191</td>
</tr>
<tr>
<td>$z_0$ (mm)</td>
<td>6.5</td>
<td>6</td>
<td>7</td>
<td>7.5</td>
<td>5.6</td>
<td>5.6</td>
</tr>
</tbody>
</table>
In this study, the relative submergence was calculated as $H_{\text{max}}/\sigma_b$, where $H_{\text{max}}$ is the maximum flow depth equal to $H_{\text{measurement}} + z_0$, in a similar fashion to Mohajeri et al. (2016). The shear velocity, $u^*$, in Table 3.2 was found using water depth instead of the hydraulic radius (Shvidchenko and Pender 2000) as sidewall influences could be ignored since measurements were taken in sections where the sidewall had no effect (Koll 2006; Manes et al. 2007). Thus, Eq. (3.16) is not only convenient but appropriate for use in this study to obtain the shear velocity:

$$u^* = \sqrt{gH_{\text{max}}}$$  \hspace{0.5cm} (3.16)

Returning now to velocity measurements above rough surfaces, the greatest care was taken to guarantee the volume of sampling did not touch the gravel particles and to avoid any glass wall effects. Therefore, the computer monitor was observed to ensure the velocity fluctuations did not appear noisy, which would indicate the sampling volume touched the bed surface or glass caused reflection, whilst gathering all velocity measurements during all the experiments. The Signal Noise Ratio (SNR) should be $\geq 15$ db and signal correlations between the received pair of pulses and that transmitted by the ADV should be $\geq 70\%$. If either value fell outside of the permitted ranges, data gathering was stopped and restarted. Therefore, all variables were adjusted until the best setup was found for the sample volume, sample height, sample rate, power level, and nominal velocity range as recommended by the Nortek support team (Nortek Group Support, personal communication, January 2018).

The measurements in the x- and y-directions were initially gathered in a grid pattern for experiments 2 and 3, following the systematic approach taken by Buffin-Bélanger et al. (2006), as shown in Figure 3.13. However, the wide range grid procedure did not have the spatial resolution necessary to apply the double average method to the gathered results and allow any meaningful conclusions to be drawn. Thus, the procedure was changed so that measurements in the x- and y-directions were taken randomly in experiments 1, 4, 5 and 6 similar to Nikora et al. (1998) and Nikora et al. (2001) and allowing the double average method to be appropriately applied, as shown in Figure 3.14. The difference between these two approaches to providing measurement gathering locations can also be explored.

Due to the restricted flow depth and the need to optimise the number of measurement points in the z-direction (flow depth direction), the velocity was measured
every 0.003 m in depth in experiments 1 and 4 and 0.005 m in depth in experiments 2, 3, 5 and 6.

**Figure 3.13.** A sectional plan view in the x-y plane of measurement locations is arranged in a grid pattern, where x is the distance from the flume inlet and y is the distance from the glass wall.
Different settings were used to find the best ADV setup for each experiment; the following details the experimental setups used to measure velocity above the natural gravel-bed and artificial beds in this study:

1. **Experiment 1:** The velocity profiles above a natural gravel-bed \((d_{50} = 20 \text{ mm})\) were measured using an ADV at 40 randomly selected points within a test section 5.5 m to 6 m \((\pm 0.05 \text{ mm} - \pm 1 \text{ mm})\) from the inlet of the flume and between 0.125 m and 0.150 m \((\pm 0.05 \text{ mm} - \pm 1 \text{ mm})\) from the flume wall, where the flow was fully developed and unaffected by the influence of the flume sidewall. Six data points, each three millimetres apart were taken in the vertical direction \((z\)-coordinate direction) for each of the 40 profiles. The ADV settings for this experiment are given in Table 3.3.

2. **Experiment’s 2 and 3:** The velocity profiles above a natural gravel-bed \((d_{50} = 20 \text{ mm})\) were measured using an ADV. Twenty-two velocity profiles were gathered in a grid-like fashion measuring 300 mm by 25 mm \((x\text{- and } y\text{-directions, respectively})\) within the test section, which was located between 4 m and 6.8 m \((\pm 0.05 \text{ mm} - \pm 1 \text{ mm})\) from the upstream inlet. Again, to avoid any influence of
sidewall effects, measurements were taken between 0.125 m and 0.150 m (±0.05 mm - ±1 mm) from the flume wall. Velocity profiles are composed of seven points in the vertical direction for experiment 2 and eleven points in the vertical direction for experiment 3. Measurement points were five millimetres apart for each depth-wise measurement point. The first velocity profile was measured at a distance of 3.600 m from the flume inlet, as shown in Figure 3.15.

3. **Experiment 4:** The velocity profiles above a natural gravel-bed \((d_{50} = 35 \text{ mm})\) were measured using an ADV at 40 randomly selected points within a test section 5.5 m to 6 m from the inlet of the flume and between 0.125 m and 0.150 m from the flume wall. Nine data points, each three millimetres apart, were taken in the vertical direction \((z\)-direction).

4. **Experiment 5:** The velocity profiles above an artificial bed \((d_{50} = 28 \text{ mm})\) were measured using an ADV at 40 randomly selected points within a test section 5.300 m to 5.795 m from the flume inlet and between 0.125 m and 0.150 m from the flume wall. In this experiment, two further sets of data were also measured. Firstly, five velocity profiles were measured between 0.130 m and 0.140 m from the flume wall upstream of the test section and between 4.878 m and 4.900 m from the inlet of the flume. Secondly, five velocity profiles were measured between 5.908 m and 5.928 m from the flume inlet and between 0.130 m and 0.140 m from the flume wall downstream of the test section, as shown in Figure 3.16. Seven data points, each five millimetres apart were taken in the vertical direction for each profile \((z\)-coordinate direction) for all profiles.

5. **Experiment 6:** The velocity profiles above an artificial bed \((d_{50} = 28 \text{ mm})\) were measured using an ADV at 40 randomly selected points within a test section 5.300 m to 5.795 m from the flume inlet and between 0.125 m and 0.150 m from the flume wall. Again, to ensure the approach flow was fully developed, five velocity profiles were measured upstream and downstream of the test section. Firstly between 4.870 m and 4.910 m from the flume inlet and between 0.130 m and 0.150 m from the flume wall upstream of the test section. Secondly, between 5.878 m and 5.928 m from the flume inlet and between 0.130 m and 0.150 m from the flume wall downstream of the test section, as shown in Figure 3.16. Eleven data
points, each five millimetres apart were taken in the vertical direction (z-direction) for each of the profiles.

Table 3.3. Acoustic Doppler Velocimeter (ADV) settings corresponding to each experiment to gather velocity measurements above natural gravel-beds with median particle diameters of 20 mm and 35 mm, as well as above an artificial bed with a median particle diameter of 28 mm.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Nominal velocity range (m/s)</th>
<th>Sampling rate (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2, 3 and 5</td>
<td>0.3</td>
<td>25</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>25</td>
</tr>
</tbody>
</table>

The relative submergence was found to be 10.47, 12.52, 15.07, and 15.35 for experiments 1, 2, 3 and 4, respectively, above the natural gravel-bed, as shown in Table 3.2. The relative submergence was found to be 19.69 above the artificial bed, as shown in Table 3.2. Therefore, the flow was classified as under intermediate relative submergence conditions or flow Type 2 (Nikora et al. 2001; Nikora 2007) for experiments 1, 2, 3, 4, and 5. Whilst, for experiment 6, where the relative submergence was found to be 24.67 above the artificial bed, the flow was classified as under high relative submergence conditions or flow Type 1 (Nikora et al. 2001; Nikora 2007). Such submergence values are not dissimilar to other studies that have been conducted under high relative submergence conditions, for example: Mignot et al. (2009b) at 21.9; Sarkar and Dey (2010) at 25.6; and Dey and Das (2012) at 25.3.

Figure 3.15. Diagrammatic view of the flume from the side showing the test section layout for experiments 2 and 3 with a natural gravel-bed with a median particle diameter of 20 mm.
3.5.2 Endoscopic Cameras

Turning now to subsurface velocity measurements, the velocity through the bed in experiment’s (1-3), (4), (5-6) was found to be 0.003 m/s, 0.004 m/s, and 0.005 m/s, respectively. Eq. (3.17) was used to calculate the discharge as (Pagliara et al. 2008):

\[ Q_{\text{sub}} = U_{\text{sub}}BET \]  

(3.17)

where, \( Q_{\text{sub}} \) is the flow rate through the gravel in m\(^3\)/s, B is flume width, and ET is the thickness of the bed material.

Total discharge in the flume, as shown in Table 3.2, was calculated as:

\[ Q_{\text{total}} = Q_{\text{sup}} + Q_{\text{sub}} \]  

(3.18)

where, \( Q_{\text{sup}} \) is the discharge above the bed.

The thickness of bed material, ET= (120 mm - \( z_0 \)), needs to be calculated to obtain the discharge within the gravel-bed, as shown in Figure 3.17. Also shown in Figure 3.17, \( z_0 \) is the distance to the effective location where the flow velocity is theoretically zero (Pagliara et al. 2008). A range of values for \( z_0 \) has previously been applied indicating that the bed level is commonly taken as 0.15\( d_{50} \) to 0.3\( d_{50} \) below the crest of the sand-grain roughness (Bridge and Bennett 1992; Nezu and Nakagaw 1993), or is some distance between 0.2\( k_s \) and \( k_s=d_{50} \) (Kironoto and Graf 1994).
Due to the unfortunate issues with using a Particle Image Velocimetry (PIV) system, ten endoscopes were instead used to measure the instantaneous velocity field in the subsurface layers of the bed. Each endoscope had an 8.5 mm diameter lens and endoscopes were connected to four computers, as shown in Figure 3.18. The focal length of each endoscope was 30 mm, the video resolution was 640 x 480 pixels, and the frame capture frequency was 30 frames per second.

Additionally, Rhodamine WT was selected as a dye tracer for use with the endoscopes due to its high visibility, low eco-toxicity, low cost, and chemical stability (Smart and Laidlaw 1977; Field et al. 1995; Dierberg and DeBusk 2005). Rhodamine WT is a purple fluorescent dye and has a maximum fluorescence emission wavelength of 580 nm and a maximum excitation wavelength of 555 nm (Smart and Laidlaw 1977).

The dye tank, shown in Figure 3.19, was mounted vertically above the flume, and the flow of dye into the flume was controlled by a valve. A constant head was maintained to ensure the dye entered the flume at the same velocity as the fluid flow. The concentration was set at 10 ml of dye per 1000 ml of water (10 ppt concentration) for all experiments.
Figure 3.18. Endoscope setup to measure subsurface velocity between gravel viewed from the right-hand side of the flume when looking downstream from the inlet.

Figure 3.19. Constant head dye injection tank as well as a control valve.

The ten endoscopes were located on the right-hand side of the flume, as shown in Figure 3.18. The first endoscope was located 5.630 m from the inlet and 0.064 m from the flume bed for experiments 1 and 4, and 5.680 m from the inlet and 0.075 m from the flume bed for experiments 5 and 6. The distance between each endoscope was 0.027 m. The eighth and tenth endoscopes were positioned at 5.819 m and 5.873 m, respectively from the inlet for experiments 1 and 4, and positioned at 5.869 m and 5.923 m,
respectively from the inlet for experiments 5 and 6. Video visualisation was used to record measurements of subsurface velocity using the endoscopes for all experiments over 256.4 s.

The obtained video data was converted to frames to allow the average velocity within the natural and artificial beds to be found. For this purpose, the image analysis code developed by Forugh (2014) was applied. The code procedure is diagrammatically explained by way of a flow chart in Figure 3.20.

![Flow Chart](image.png)

**Figure 3.20.** Code procedure for the image analysis software developed by Forugh (2014) and applied in this study to obtain subsurface velocity measurements from video captured using endoscopic cameras.

### 3.6 Summary

The experiments were carried out in a recirculating narrow flume under uniform flow conditions with a bed slope of 0.001. Uniform flow conditions were achieved for the different discharges by adjusting the tailgate weir height such that the water surface, when measured using a point gauge every metre along the flume centreline, was deemed parallel to the flume bed.
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The flume bed was covered within the test section with two different natural gravel sizes, $d_{50}=20$ mm and $d_{50}=35$ mm, as well as by an artificial bed, $d_{50}=28$ mm. Natural gravel with $d_{50}=28$ mm was used to cover the flume bed upstream and downstream of the test section in all experiments due to supplier restrictions in obtaining the required amount of gravel necessary to cover the entire ten-meter length of the flume. The British Standard method (British Standards Institution 1990) was used to determine the particle size distributions of the natural gravel-bed, see Figure 3.3. The natural gravel-bed particle diameter was chosen so that the hydrodynamic bed shear stress was less than the critical sediment shear stress (according to Shield’s approach), ensuring particles remained immobile during all experiments, whilst also being similar to that found in Salmonid Redds within UK rivers, as given in Section 3.2. The porosity of the natural gravel-beds was measured and calculated to be 36% and 31% for the beds with a median particle diameter of $d_{50}=20$ mm and $d_{50}=35$ mm, respectively. The porosity of the artificial bed with a median particle diameter of $d_{50}=28$ mm was found to be 32%.

To achieve naturalistic, open-channel flow conditions, the bed of a flume was configured similar to a riverbed (as shown in Figures 3.5 and 3.6) with similar porosity, particle size, and surface roughness. The bed surface topography was measured using a point gauge in the flow direction every 0.1 m, and in the cross-streamwise direction every 0.025 m for the natural gravel of $d_{50}=20$ mm (experiments 1, 2 and 3) as well as for the natural gravel of $d_{50}=35$ mm (experiment 4), as shown in Figures 3.7 and 3.8. After that, the standard deviation of the roughness surface was determined (as shown in Figure 3.9). An artificial bed measuring 2.048 m long, 0.12 m deep, and 0.3 m wide with a median particle diameter of 28 mm (Stubbs et al. 2018) was also used, as shown in Figure 3.4.

In this study, a side-looking ADV was found to be the most appropriate instrument to measure velocity above the natural and artificial beds with the available resources. The ADV settings and measurement locations for each experiment were reported in Section 3.5.1, Table 3.3. The hydraulic conditions and bed roughness parameters were calculated for the six different experiments. Endoscopes were also used, in conjunction with the injection of Rhodamine WT fluorescent dye, to measure velocity distributions within the subsurface region of each bed, as shown in Figures 3.18 and 3.19. The total discharge ranged from 0.004 m$^3$/s to 0.009 m$^3$/s across the experiments, as shown in Table 3.2.
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**CHAPTER 4**  
Flow Above Natural Gravel- and Artificial-Bed  

**4.1 Introduction**

In this chapter, the results of experiments collected using ADV above natural gravel and artificial beds are introduced. Results are compared with the theory and previous studies from the literature. Firstly, double averaged velocity profiles above natural gravel-beds and artificial beds for six experiments are explored to validate the logarithmic law. Secondly, the data set is compared with previous studies in the literature (Section 4.2). The turbulent stresses are presented in (Section 4.3) as turbulent intensities against the exponential decay functions reported by Nezu and Nakagawa (1993) and various other works found in the literature for the three coordinates directions: namely, the streamwise, cross-streamwise, and vertical directions (Section 4.3.1). In addition, Reynold shear stresses are explained (Section 4.3.2), streamwise, cross-streamwise, and vertical Reynolds normal stresses are discussed (Section 4.3.3). Finally, Turbulent Kinetic Energy is discussed for all six experiments (Section 4.3.4).

**4.2 Velocity Profiles**

Over the past three decades, there has been sustained research activity in the validation of velocity profiles against the logarithmic law above rough-beds. It is imperative to better understand the effects of intermediate and high relative submergence on the existence of the logarithmic law under such conditions, which, to date, remains questionable. Therefore, in this section, the analytical procedures and the results obtained from experiments conducted above natural gravel-beds and acrylic beds by ADV are described. A double-averaging (time-space averaging) procedure was used to study the velocity profile \( \bar{u} \) above natural gravel-beds and artificial beds under intermediate and high relative submergence and fully rough, turbulent flow conditions in a laboratory flume (unworked beds). The first, second and third experiments had 20 mm diameter natural gravel particles with a standard deviation of bed roughness heights of 7.83 mm and a porosity of 36%. The fourth experiment had a natural gravel-bed with a diameter of 35 mm, a standard deviation of bed roughness heights of 6.06 mm and a porosity of 31
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% The acrylic bed was composed of particles nominally 28 mm in diameter with a porosity of 32%, and a standard deviation, $\sigma_b$ of the roughness heights of 3.81 mm in both experiments 5 and 6 (Stubbs et al. 2018) (see Section 3.3).

Table 4.1. Summary of hydraulic conditions for experimental flow behaviour above two natural gravel-beds with a median diameter of 20 mm and 35 mm, respectively and an artificial bed with a median diameter of 28 mm.

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gravel type</td>
<td>Natural</td>
<td>Natural</td>
<td>Natural</td>
<td>Natural</td>
<td>Artificial</td>
<td>Artificial</td>
</tr>
<tr>
<td>$d_{50}$ (mm)</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>35</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>$k_s$ (mm)</td>
<td>55</td>
<td>35</td>
<td>26</td>
<td>61</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Q (m$^3$/s)</td>
<td>0.004</td>
<td>0.006</td>
<td>0.009</td>
<td>0.004</td>
<td>0.006</td>
<td>0.009</td>
</tr>
<tr>
<td>$H_{max}$ (m)</td>
<td>0.082</td>
<td>0.098</td>
<td>0.118</td>
<td>0.093</td>
<td>0.075</td>
<td>0.094</td>
</tr>
<tr>
<td>$u_{bulk}$ (m/s)</td>
<td>0.164</td>
<td>0.210</td>
<td>0.256</td>
<td>0.145</td>
<td>0.269</td>
<td>0.321</td>
</tr>
<tr>
<td>Fr (-)</td>
<td>0.183</td>
<td>0.214</td>
<td>0.238</td>
<td>0.152</td>
<td>0.314</td>
<td>0.334</td>
</tr>
<tr>
<td>Re$_R$ (-)</td>
<td>8,695</td>
<td>12,448</td>
<td>16,907</td>
<td>8,324</td>
<td>13,450</td>
<td>18,550</td>
</tr>
<tr>
<td>Re$_H$ (-)</td>
<td>13,448</td>
<td>20,580</td>
<td>30,208</td>
<td>13,485</td>
<td>20,175</td>
<td>30,174</td>
</tr>
<tr>
<td>$K^+$</td>
<td>1555</td>
<td>1085</td>
<td>898</td>
<td>1845</td>
<td>151</td>
<td>153</td>
</tr>
<tr>
<td>$H_{max}/\sigma_b$ (-)</td>
<td>10.47</td>
<td>12.52</td>
<td>15.07</td>
<td>15.35</td>
<td>19.69</td>
<td>24.67</td>
</tr>
<tr>
<td>$k_d/H_{max}$</td>
<td>0.671</td>
<td>0.357</td>
<td>0.220</td>
<td>0.656</td>
<td>0.08</td>
<td>0.053</td>
</tr>
<tr>
<td>$u^*$ (m/s)</td>
<td>0.028</td>
<td>0.031</td>
<td>0.034</td>
<td>0.030</td>
<td>0.027</td>
<td>0.030</td>
</tr>
<tr>
<td>$z_0$ (mm)</td>
<td>6.5</td>
<td>6</td>
<td>7</td>
<td>7.5</td>
<td>5.6</td>
<td>5.6</td>
</tr>
</tbody>
</table>

The theoretical velocity profile calculated using Eq. (2.2) was used to find the best fit with measurements for experiment 1 at 5.579 m and 5.638 m from the inlet as well as the double averaged velocity profile with relative submergence of 10.47, as shown in Figure 4.1. The parameters of Eq. (2.2), as explained in Chapter 2 Section (2.2) were determined using a modified Clauser chart. The best fit procedure was achieved by assuming a small value of zero-displacement distance ($z_0$) at first, and then $\kappa$ and $k_s$ were determined in a similar fashion to Fang et al. (2018). Five iterations were used until the
best fit with Eq. (2.2) and a maximum value of the regression coefficient, as shown in Table 4.2 was achieved. As shown by Figure 4.1, the measured velocity profiles agree well with Eq. (2.2) when κ, von Karman’s constant, equals 0.38 and ks, the Nikuradse equivalent sand roughness, equals 2.75d50, where d50=20 mm and z0 equals 6.5 m. Thus, κ is 0.03 less than that normally considered (0.41) for water without sediment. This is acceptable for validation of the logarithmic law, as will be discussed later in this section.

Figure 4.1. Double averaged and time-averaged streamwise velocity profiles were obtained from an experimental case above a natural gravel-bed with ks=2.75d50, d50=20 mm, Q=0.004 m³/s. $\overline{U^+} = \langle \overline{u} \rangle / u_*$ and $(Z + z_0)^* = (Z + z_0)u_*/v$. Note: x is the distance from the flume inlet.

Table 4.2. The parameters of Eq. (2.2) were obtained after five iterations for experiment 1.

<table>
<thead>
<tr>
<th>z0 (mm)</th>
<th>κ</th>
<th>ks</th>
<th>R²</th>
<th>reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.50</td>
<td>0.34</td>
<td>2.5d50</td>
<td>0.93</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>3.50</td>
<td>0.35</td>
<td>2.55d50</td>
<td>0.93</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>4.50</td>
<td>0.36</td>
<td>2.6d50</td>
<td>0.93</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>5.50</td>
<td>0.37</td>
<td>2.7d50</td>
<td>0.93</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>6.50</td>
<td>0.38</td>
<td>2.75d50</td>
<td>0.94</td>
<td>The best-fit measurements with Eq. (2.2)</td>
</tr>
</tbody>
</table>

In a similar fashion to experiment 1, the best fit procedure was also applied to all the other experiments; Table 4.3 shows the results of the iterations for experiment 2.
Figure 4.2 shows a Clauser plot of double averaged streamwise velocity normalised by \( u^* \) versus \( (Z+z_0)^+ \) for experiment 2.

**Table 4.3.** The parameters of Eq. (2.2) were obtained after five iterations for experiment 2.

<table>
<thead>
<tr>
<th>( z_0 ) (mm)</th>
<th>( \kappa )</th>
<th>( k_s )</th>
<th>( R^2 )</th>
<th>reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.50</td>
<td>0.35</td>
<td>1.4d_{50}</td>
<td>0.92</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>3.50</td>
<td>0.36</td>
<td>1.5d_{50}</td>
<td>0.93</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>4.50</td>
<td>0.37</td>
<td>1.6d_{50}</td>
<td>0.93</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>5.50</td>
<td>0.38</td>
<td>1.7d_{50}</td>
<td>0.93</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>6.00</td>
<td>0.39</td>
<td>1.75d_{50}</td>
<td>0.94</td>
<td>The best-fit measurements with Eq. (2.2)</td>
</tr>
</tbody>
</table>

Figure 4.2 also shows time-averaged velocity profiles obtained at a distance \( x \) equal to 3.6 m, 4.8 m and 7.0 m, where \( x \) is the distance from the flume inlet (see Figure 3.15). As illustrated in Figure 4.2, the double averaged measurements agree well with Eq. (2.2), when \( \kappa \) and \( k_s \) equal 0.39 and 1.75d_{50}, respectively, where d_{50}=20 mm under an intermediate relative submergence condition of 12.52. However, velocity measurements deviate from Eq. (2.2) when \( (Z+z_0)^+ \leq 1271 \) at \( x=3.6 \) m and \( x=7.0 \) m, but not at \( x=4.8 \) m. This trend was expected due to the effect of the irregular roughness particles which cause flow separation resulting in decreased velocity near the bed (e.g. Wiberg and Smith 1987; Afzalimehr and Rennie 2009). The deviation could also be due to the fact that the beds used in this study are highly porous, allowing flow to penetrate into the subsurface layers.
This phenomenon leads to the generation of turbulent eddies at the particle crests and results in an overall reduction in the average velocity near the bed (e.g. Ferguson 2007).

\[ U^+ = \langle u^+ \rangle / u_* \text{ and } (Z + z_0)^+ = (Z + z_0)u_*/\nu. \text{ Note: } x \text{ is the distance from the flume inlet.} \]

**Figure 4.2.** Double averaged and time-averaged streamwise velocity profiles were obtained from an experimental case above a natural gravel-bed with \( k_s=1.75d_{50}, d_{50}=20 \text{ mm, } Q=0.006 \text{ m}^3/\text{s}. \)

In addition, it should be pointed out that measurements were gathered in this experiment in a grid-like pattern with wide spacing between samples. Thus, it leads to interaction between sample location and the shear layer where the effect of individual bed particles on velocity results in a deviation from the logarithmic law near the bed. Therefore, it was recommended that measurements should be gathered at a high resolution for the application of the double average method (Buffin-Bélanger et al. 2006). This phenomenon does not occur in experiment 1 due to measurements being gathered over a higher-resolution, randomly located pattern.

The zero-displacement distance was found to be 6 mm through a best-fit approach in the same manner as experiment 1 (see Table 4.3). Figure 4.3 shows a Clauser plot of double averaged streamwise velocity normalised by \( u_* \) versus \( (Z+z_0)^+ \) for experiment 3 gathered in a grid-like pattern. Figure 4.3 also shows time-averaged velocity profiles measured at a distance from the flume inlet, \( x \) equal to 3.6 m, 4.8 m and 7.0 m. Figure 4.3 for experiment 3, where intermediate relative submergence was 15.07, shows that the velocity profiles are in close agreement with each other. Since both the double averaged,
and time-averaged velocities remain constant along the flume, the flow in the test section was assumed to be approaching a fully developed condition. It should be noted that the logarithmic law constant of integration of 8.5 was applied for all experiments. This is because all experiments were carried out above highly rough hydraulically beds similar to (Nezu and Nakagawa 1993; Kironoto and Graf 1994). Clearly, Figure 4.3 shows that the velocities largely agree very well with the logarithmic law relationship when \( \kappa, k_s \) and \( z_0 \) are equal to 0.4, 1.32\( d_{50} \), and 7 mm, respectively, for experiment 3 where \( d_{50}=20 \) mm (see Table 4.4).

![Figure 4.3](image)

**Figure 4.3.** Double averaged and time-averaged streamwise velocity profiles were obtained from an experimental case above a natural gravel-bed of \( k_s=1.32d_{50}, d_{50}=20 \) mm, \( Q=0.009 \) m\(^3\)/s. \( \overline{U^+} = \frac{(\bar{u})}{u_*} \) and \( (Z + z_0)^+ = (Z + z_0)u_*/\nu \). Note: \( x \) is the distance from the flume inlet.

**Table 4.4.** The parameters of Eq. (2.2) were obtained after five iterations for experiment 3.

<table>
<thead>
<tr>
<th>( z_0 ) (mm)</th>
<th>( \kappa )</th>
<th>( k_s )</th>
<th>( R^2 )</th>
<th>reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.00</td>
<td>0.36</td>
<td>0.50( d_{50} )</td>
<td>0.92</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>4.00</td>
<td>0.37</td>
<td>1.00( d_{50} )</td>
<td>0.92</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>5.00</td>
<td>0.38</td>
<td>1.10( d_{50} )</td>
<td>0.93</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>6.00</td>
<td>0.39</td>
<td>1.20( d_{50} )</td>
<td>0.93</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>7.00</td>
<td>0.40</td>
<td>1.32( d_{50} )</td>
<td>0.94</td>
<td>The best-fit measurements with Eq. (2.2)</td>
</tr>
</tbody>
</table>
However, the velocity measurements deviate from Eq. (2.2) when \((Z+z_0)^+ \leq 1598\) in the test section and when \(x=3.6\) m. Experiment 3 was carried out under intermediate relative submergence conditions, where the outer flow layer does not exist, but both the logarithmic and roughness layers do. The velocity measurements might deviate from Eq. (2.2) as those sample locations in depth were located within the roughness layer. In this region, the effect of particles on flow is significant and results in the deviation shown in Figure 4.3 (Ferguson 2007).

It should also be noted that \(k_s\) values fluctuate between 1.32\(d_{50}\) and 2.75\(d_{50}\), although the flow conditions are different in these experiments, resulting in different flow depths and average velocities and so on (see Table 3.2 and Table 4.1, as explained in Chapter 3 Section (3.5.1)). However, the velocities obtained at similar positions during experiments 2 and 3 highlight that the velocity remains unchanged throughout the test section. This is only achievable when the so-called boundary layer is fully developed (Te Chow 1959).

The results from this study and published data (e.g. Franca et al. 2008) support the assertion that the logarithmic law is valid even above rough-bed flows under relative intermediate submergence conditions.

Figure 4.4 shows a Clauser plot of double averaged streamwise velocity normalised by \(u^*\) versus \((Z+z_0)^+\) for experiment 4. The double averaged velocities gathered at 40 randomly selected sample locations are compared with Eq. (2.2) and time-averaged velocity profiles at distances from the flume inlet of \(x=5.696\) m and \(x=5.985\) m. This experiment was carried out under an intermediate relative submergence condition of 15.35 and \(u^*=0.030\) m/s, as shown in Figure 4.4. The measurements agree well with Eq. (2.2) when \(\kappa\) and \(k_s\) are equal to 0.38 and 1.75\(d_{50}\), as shown in Table (4.5), as well as with the time-averaged measurements obtained at both \(x=5.696\) m and \(x=5.985\) m from the flume inlet. However, the time-averaged velocity profile at \(x=5.696\) m somewhat deviates from the logarithmic law when \((Z + z_0)^+ \geq 1485\). This could be due to the uncertainty in velocity measurements obtained with ADV near the water surface. All velocity profiles somewhat deviate from the logarithmic law when \((Z + z_0)^+ \leq 1215\) even when the measurements were gathered in a randomised manner and at a higher spatial resolution similar to experiment 1. Such deviation could be due to the gravel particles in experiment 4 being larger in diameter than that in experiment 1 leading to higher \(k_s\) in experiment 4 compared to experiment 1 (see Table 3.2 and Table 4.1). Thus, indicating that a high level
of bed friction occurs in experiment 4 which could result in the decrease in the obtained velocities near the bed.

Figure 4.4. Double averaged and time-averaged streamwise velocity profiles were obtained from an experimental case above a natural gravel-bed of $k_s=1.75d_{50}$, $d_{50}=35$ mm, $Q=0.004$ m$^3$/s. $U^+ = (\bar{u})/u_*$ and $(Z + z_0)^+ = (Z + z_0)u_*/\nu$. Note: $x$ is the distance from flume inlet.

Table 4.5. The parameters of Eq. (2.2) were obtained after five iterations for experiment 4.

<table>
<thead>
<tr>
<th>$z_0$ (mm)</th>
<th>$\kappa$</th>
<th>$k_s$</th>
<th>$R^2$</th>
<th>reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>0.34</td>
<td>1.30d</td>
<td>0.93</td>
<td>The measurements deviate from Eq.(2.2)</td>
</tr>
<tr>
<td>4.00</td>
<td>0.35</td>
<td>1.40d</td>
<td>0.93</td>
<td>The measurements deviate from Eq.(2.2)</td>
</tr>
<tr>
<td>5.00</td>
<td>0.36</td>
<td>1.50d</td>
<td>0.93</td>
<td>The measurements deviate from Eq.(2.2)</td>
</tr>
<tr>
<td>6.00</td>
<td>0.37</td>
<td>1.60d</td>
<td>0.93</td>
<td>The measurements deviate from Eq.(2.2)</td>
</tr>
<tr>
<td>7.50</td>
<td>0.38</td>
<td>1.75d</td>
<td>0.94</td>
<td>The best-fit measurements with Eq.(2.2)</td>
</tr>
</tbody>
</table>

The double averaged velocity distributions and time-averaged velocity profiles agree well with each other and with Eq. (2.2) when $\kappa$ changes from 0.38 to 0.4 and $k_s$ varies between $1.32d_{50}$ and $2.75d_{50}$, for all experiments conducted above natural gravel-beds.

Previously, it has been reported that $\kappa$ tends to decrease as porosity increases (Nezu 1977). This appears at odds with that found here, where $\kappa$ was found to be 0.38 for experiment 4 with a porosity of 31% and 0.38 to 0.4 for experiments 1, 2, 3 with a porosity
of 36%. There is some uncertainty in the value of κ due to the number of velocity samples (6-11 points) measured in depth for each profile. Velocity profiles will be convenient to find parameters of logarithmic law when an increasing number of velocity samples in depth. However, velocity measurements obtained with ADV do have a higher resolution than that obtained with hot-film velocimeters as used by Nezu (1977). The relationship where κ decreases with increasing Reκ is consistent with that found by Fang et al. (2018).

Due to the limitations of ADV, measurements could not be gathered throughout the flow depth for the experiments discussed here, this is especially acute in the near-bed region. As illustrated in Table 3.2 and Table 4.1, all four experiments were carried out under intermediate relative submergence conditions ranging from 10.47 to 15.35. This means the flow includes both form-induced and interfacial sub-layers. It has been pointed out that the existence of a logarithmic layer is questionable above rough-bed open-channel flows with low and intermediate relative submergence (Nikora et al. 2001; Pokrajac et al. 2006). However, a well-described logarithmic layer was detected within the intermediate flow area, where Z/H is approximately between 0.20 and 0.80 (Franca et al. 2008). Such a conclusion agrees well with the present study, where it was found that the logarithmic law is valid when (Z+ z₀)⁺ is in the range 421 to 2958, or Z/H is between 0.310 and 0.732 under intermediate relative submergence conditions.

According to the calculated roughness Reynolds number for experiments 1, 2 and 3 of 1555, 1085 and 898, respectively, the flow can be considered fully turbulent as the roughness Reynolds number is greater than 70. The variance in the roughness Reynolds number across these experiments may be the reason for the various κᵣ and κ values that were found here. Thus, it can be concluded that there are two important dimensionless factors that dominate the effect of the rough wall on turbulent boundary layers. The first parameter is the roughness Reynolds number K⁺, which indicates the impact of the roughness on the buffer layer. The second factor is the ratio of the boundary layer thickness to the roughness height, which defines whether a logarithmic layer develops (Jimenez 2004).

The data presented in this study agree well with the logarithmic law velocity profile under intermediate relative submergence flow conditions. However, a previous study examining similar conditions above a gravel-bed highlighted the fact that there is some uncertainty as to whether a double averaged velocity distribution should follow the logarithmic equation (Mohajeri et al. 2015). Furthermore, studies have focused extensively on the validation of the logarithmic law under high relative submergence flow
conditions. Indeed, the logarithmic law might be applicable to double averaged velocity profiles, as mentioned in a study by Nikora et al. (2001), but further work is clearly needed to elucidate this matter under intermediate relative submergence flow conditions.

There are some essential differences between experiment 4 and experiments 1, 2, and 3. The bed sediment in experiment 4 is larger than the three previous experiments and thus has a different standard deviation of bed elevations, porosity and zero-displacement distance. Even so, $k_s$ was found to be similar to experiment 2 at 1.75$d_{50}$ and $\kappa$ was found to be 0.38, which is again similar to that found for experiment 2 at 0.39. However, $k_s$ for experiment 4 differs from that found for experiments 1 and 3. A probable explanation is that both hydraulic conditions and roughness features govern the behaviour of the theoretical equation. Moreover, the measurement distance from the bed in experiment 4 is somewhat higher than in the three earlier experiments.

A previous study observed that the velocity distribution follows the logarithmic equation when the width/flow depth ratio $(B/H_{max})$ was less than 4.5 (Ferro 2003). When $(B/H_{max})>4.5$, secondary flow effects reduce, flow in the open-channel becomes more 2D and thus the maximum velocity will occur at the free surface (Kironoto and Graf 1994). The ratio of maximum to surface flow velocity also decreases with an increasing $(B/H_{max})$ (Ferro 2003). The data reported here was carried out with $(B/H_{max})$ less than 3.660 and agrees with this finding.

The theoretical velocity profile calculated using Eq. (2.2) was compared with that measured for experiment 5 above an artificial bed with intermediate relative submergence of 19.69, in a similar manner to experiment 1, as shown in Table 4.6.

<table>
<thead>
<tr>
<th>$z_0$ (mm)</th>
<th>$\kappa$</th>
<th>$k_s$</th>
<th>$R^2$</th>
<th>reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.50</td>
<td>0.36</td>
<td>0.04d_{50}</td>
<td>0.90</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>2.50</td>
<td>0.37</td>
<td>0.05d_{50}</td>
<td>0.91</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>3.50</td>
<td>0.38</td>
<td>0.10d_{50}</td>
<td>0.91</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>4.50</td>
<td>0.39</td>
<td>0.15d_{50}</td>
<td>0.92</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>5.60</td>
<td>0.41</td>
<td>0.2d_{50}</td>
<td>0.93</td>
<td>The best-fit measurements with Eq. (2.2)</td>
</tr>
</tbody>
</table>

Figure 4.5 displays a Clauser plot of double averaged streamwise velocity normalised by $u^*$ versus $(Z+z_0)^+$ for experiment 5. The double averaged velocities of the velocity profiles gathered within the test section at 40 randomly selected sample
locations, as well as velocities obtained at five randomly selected sample locations within the U/S and D/S regions of the flume are shown in Figure 4.5.

Fig 4.5. Double averaged and time-averaged streamwise velocity profiles were obtained from an experimental case above an artificial bed where \( k_s = 0.2d_{50}, d_{50} = 28 \text{ mm}, Q = 0.006 \text{ m}^3/\text{s} \) in the test section as well as Up-Stream of the test section (U/S) and Down-Stream of the test section (D/S). \( \bar{U}^+ = \langle \bar{u} \rangle / u_* \) and \( (Z + z_0)^+ = (Z + z_0)u_*/\nu \).

It can be clearly seen in Figure 4.5 that the velocity profiles in the test section region agree well with Eq. (2.2), but the velocity profiles in the U/S and D/S areas deviate somewhat from Eq. (2.2) when \( (Z + z_0)^+ \leq 556.2 \). The reason will be discussed later in this section. The best fit between measurements and that given by Eq. (2.2) was achieved when \( \kappa \), von Karman’s constant, equalled 0.41, \( k_s \), the Nikuradse equivalent sand roughness, equalled 0.2d_{50}, and \( z_0 \), the zero-displacement distance equalled 5.6 mm.

Figure 4.6 shows a Clauser plot of double averaged streamwise velocity normalised by \( u_* \) versus \( (Z+z_0)^+ \) for experiment 6. It can be seen in Figure 4.6 that the double averaged velocities obtained from measurements gathered at 40 randomly selected sample locations within the test section are largely congruous with that obtained at five randomly selected sample locations within the U/S and D/S regions of the flume as well as Eq. (2.2).
Figure 4.6. Double averaged and time-averaged streamwise velocity profiles were obtained from an experimental case above an artificial bed where $d_{50}=28$ mm, $Q=0.009$ m$^3$/s $k_s=0.18d_{50}$. $U^+=\langle\bar{u}\rangle/\bar{u}_*$ and $(Z+z_0)^+= (Z + z_0)u_*/\nu$.

However, when $(Z+z_0)^>= 1872.555$, velocity measurements deviate from Eq. (2.2). This occurs because experiment 6 was carried out under high relative submergence of 24.67 and might be indicative of the end of the logarithmic layer. This would appear to follow the velocity defect law. Wang et al. (2001) found similar results and explained that the velocity profile deviates from the logarithmic law due to the aspect ratio of the flume. In a similar trend to experiment 5, both velocity profiles in the U/S and D/S regions deviate from Eq. (2.2) when $(Z+z_0)^<=618.000$. This could be due to the porous beds being highly resistant to flow (Navaratnam et al. 2018). The best fit between measurements and the logarithmic law was found when $\kappa$, von Karman’s constant was set to 0.41, and $k_s$ equalled 0.18$d_{50}$, as shown in Table (4.7).

Table 4.7. The parameters of Eq. (2.2) were obtained after five iterations for experiment 6.

<table>
<thead>
<tr>
<th>$z_0$ (mm)</th>
<th>$\kappa$</th>
<th>$k_s$</th>
<th>$R^2$</th>
<th>reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.50</td>
<td>0.36</td>
<td>0.04d</td>
<td>0.89</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>2.50</td>
<td>0.37</td>
<td>0.05d</td>
<td>0.90</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>3.50</td>
<td>0.38</td>
<td>0.10d</td>
<td>0.90</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>4.50</td>
<td>0.39</td>
<td>0.15d</td>
<td>0.91</td>
<td>The measurements deviate from Eq. (2.2)</td>
</tr>
<tr>
<td>5.60</td>
<td>0.41</td>
<td>0.18d</td>
<td>0.92</td>
<td>The best-fit measurements with Eq. (2.2)</td>
</tr>
</tbody>
</table>
The artificial bed surface had a more uniform arrangement than the natural gravel-bed, and the zero-displacement distance was found to be 5.6 mm for both experiment’s 5 and 6, whereas the zero-displacement distance was found to vary for each experiment from 1 to 3. This could be due to the particles of the artificial bed protruding less into the flow than the particles of the natural gravel-bed. The zero-displacement distance varies across the six different experiments presented here by approximately 25% due to differences in the bed topography and by 14% due to differences in the hydraulic conditions.

Von Karman’s constant $\kappa$ was found to be 0.41 for both experiments 5 and 6. These findings contrast with the data reported by Han et al. (2017), who found $\kappa$ to be equal to 0.286. The $\kappa$ varies across the six different experiments presented here by approximately 5% due to differences in the hydraulic conditions and by 7% due to differences in the bed topography.

Again the value of $k_s$ for both experiments 5 and 6 was found to be $0.18d_{50}$ and $0.2d_{50}$, respectively and this is in contrast with the findings of Wilson (1989) and Whiting and Dietrich (1990), who found $k_s$ of $3d_{50}$. Even though velocity distributions in such flows diverge considerably from the logarithmic equation, it has also been demonstrated that $k_s$ considerably varies with the concentration of bed roughness elements (Wiberg and Smith 1991). Both Figure 4.5 and Figure 4.6 show that average velocity is constant throughout the flume channel with velocity profiles in the test section and the U/S and D/S regions of the flume coinciding with each other for both experiments.

The zero-displacement distance for all experiments conducted here approximates the hydraulic roughness assumption equal to $((\sigma_b+d_{50})/2)$. Such assumption may be adequate to describe the hydraulic roughness of the boundary, as suggested by Smart (1999), based on the results of fitting the logarithmic law to measured data obtained in this study.

The data reported here also show that $k_s$ decreases with increasing Reynolds number (see Table 3.2 and Table 4.1). The relationship between $Re_R$ number and $k_s$ could be related to the bed configuration, such as the size and shape of bed particles as well as the space between elements. It was found that the $k_s$ changes linearly with the flow Reynolds number (Horoshenkov et al. 2013). The $k_s$ varies across the six different experiments presented here by approximately 52% due to hydraulic conditions and by 91% due to differences in the bed topography.
Moving on now to compare streamwise velocity profiles above the natural and acrylic beds investigated here as well as that found in the literature, as shown in Figure 4.7. It is interesting in Figure 4.7 that the velocity profiles above the natural gravel-beds are significantly shifted downwards from the velocity profiles above the artificial bed as well as that found in the literature with the exception of Wang et al. (2012). Wang et al. (2012) carried out their experimental study with \( K^+ = 1432 \) and \( Fr = 0.21 \) which approximate that conducted for experiments 1-3 in this study (see Table 3.2 and Table 4.1). Thus, this may be the reason experiments 1-3 agree with the velocity profile obtained by Wang et al. (2012).

It was found that the logarithmic velocity profile was valid under the subcritical flow in a boundary layer. However, a thin logarithmic layer appears when the flow is supercritical flow. Thus, \( k_s \) could be a function of \( Fr \) (Sumer et al. 1996; Smart 1999; Camenen et al. 2006). The \( k_s \) is known to play a role in shifting the velocity distribution up or down. However, the slope of the velocity profile obtained by Wang et al. (2012) differs from the slope of the velocity profiles in this study. This is could be due to the gravel particle size (40 mm) they used or the Reynolds number (42,012) the experiments were conducted under which are both larger than that in this study.

The double averaged streamwise velocity profiles for experiments 5 and 6 agree very well with each other; this is probably due to \( K^+ \) and \( Fr \) both being very similar at 151 and 0.314 for experiment 5, respectively and 153 and 0.334 for experiment 6, respectively. Such results somewhat agree with that found by Manes et al. (2007), who applied a similar flow depth to that used here in experiment 5. However, the results of the experimental studies by Grass (1971) \( (K^+ = 84.7) \), Grass et al. (1991) \( (K^+ = 79.2) \) and Dancey et al. (2000) \( (K^+ = 70) \) and a numerical study by Bomminayuni and Stoesser (2011) \( (K^+ = 95) \) and Yuan and Jouybari (2018) \( (K^+ = 78) \) are all significantly shifted upwards from the double averaged streamwise velocity profiles above the natural gravel-beds, yet only slightly shifted upwards from the double averaged velocity profiles above the artificial bed.
Figure 4.7. Double averaged streamwise velocity profiles were obtained from four experimental cases above natural gravel-bed (open symbols) and two experimental cases above artificial bed (filled symbols), as well as data points of previous experimental and numerical studies found in the literature, where $\langle U^+ \rangle = \langle \bar{u} \rangle / u_*$ and $(Z + z_0)^+ = (Z + z_0)u_*/\nu$.

This is because $K^+$ is considerably less in these studies than $K^+$ in experiments 1, 2, 3, and 4, yet somewhat similar to that found for experiments 5 and 6. It has been demonstrated numerically that increased $K^+$ results in a downwards shift in the average velocity distribution compared to velocity profiles above a smooth bed (Bomminayuni and Stoesser 2011).

Results show that the zero-displacement distance of 5.6 mm for both experiment’s 5 and 6 and $k_s$ of 0.2$d_{50}$ and 0.18$d_{50}$, respectively are lower than that for the natural gravel-beds where $z_0$ ranges from 6 mm to 7.5 mm and $k_s$ ranges from 1.32$d_{50}$ to 2.75$d_{50}$ for experiments 1-4.

Furthermore, the significant difference between velocity profiles above the natural gravel-beds and the acrylic bed could be due to the differing relative submergence the experiments were conducted under. Experiment 5 was carried out under near high relative submergence conditions, while experiment 6 was conducted under high relative submergence conditions. However, all experiments above natural gravel-beds were performed under intermediate relative submergence conditions (see Table 3.2 and Table...
Some differences could also be attributed to the particles of the natural gravel-beds protruding more into the flow than the particles of the artificial bed.

The results from this study, in comparison with the literature, support the conclusion that the so-called ‘constants’ of the logarithmic equation are highly significant and non-constant when fitting measured velocities with that obtained from the logarithmic law. These parameters were shown to be a function of bed geometry, such as sediment size, sediment arrangement, the standard deviation of the surface elevations, $K^+$, as well as the flow conditions, such as flow depth, $Re$, $Fr$ and so on.

This section has reviewed the key aspects of the validation of the logarithmic law in flows under intermediate and high relative submergence conditions and the role that hydraulic conditions, bed surface geometry, and porosity play.

**4.3 Turbulent Stresses**

The earlier literature review highlighted that second-order turbulent statistics above the porous beds require further exploration in experimental studies. Therefore, in this section, the second-order turbulent statistics, such as turbulence intensity, Reynolds shear stresses, Reynolds normal stresses, and turbulence kinetic energy are presented. The results of the second-order turbulent statistics are also compared with that found in the wider literature.

**4.3.1 Turbulence Intensity**

The analytical procedure for obtaining the turbulent intensity from the fluctuations of the instantaneous velocity measurements above the natural gravel-beds and an acrylic bed is described in this section. The exponential decay functions, reported by Nezu and Nakagawa (1993) (see Section 2.3.1), were used to express turbulence intensity in the streamwise, cross-streamwise, and vertical directions, as explained in Chapter 3 Section (3.5.1) and were compared with that found in the literature.

Figure 4.8 presents the double averaged turbulence intensity of the velocity fluctuations in the streamwise direction normalised with shear velocity for all experiments as well as the exponential decay function expressed by Eq. (2.3). It also illustrates some comparisons with the experimental results of Nezu (1977). A least-squares fitting methodology was used to calculate the empirical constants $D_1$ and $\lambda_1$ in
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Eq. (2.3) and were found to be 2.00 and 1.10, respectively, with a regression coefficient, \( R^2 \) of 0.981.

As Figure 4.8 highlights, \( \langle \overline{U_{RMS}} \rangle / u_\ast \), for experiment 3 agrees particularly well with Eq. (2.3) when \( Z/H \leq 0.551 \), yet deviates by up to 4% when \( Z/H \geq 0.551 \). For experiment 2, \( \langle \overline{U_{RMS}} \rangle / u_\ast \) is also shifted upwards from Eq. (2.3) by approximately 5%, as shown in Figure 4.8. The distribution of the double averaged streamwise turbulence intensity for experiment 6 is shifted downwards by approximately 6% from Eq. (2.3) when \( Z/H \leq 0.266 \), but is increasingly shifted downward by up to 10% when \( Z/H \geq 0.266 \).

It can be noted from these experiments that turbulence intensity in the streamwise direction does not relate to \( k_s \). This is because the profiles of \( \langle \overline{U_{RMS}} \rangle / u_\ast \) in experiments 1, 4 and 5 agree well with each other even though these experiments have different \( k_s \) values.

![Figure 4.8](image_url)

**Figure 4.8.** Distribution of double averaged streamwise turbulence intensity normalised with shear velocity versus normalised vertical distance for flow above natural gravel-beds obtained from four experimental cases (open symbols) and two experimental cases above an artificial bed (filled symbols) plotted with the exponential decay function as suggested by Nezu and Nakagawa (1993) (solid lines) and data points of previous studies found in the literature.

In addition, \( \langle \overline{U_{RMS}} \rangle / u_\ast \) for both experiments 1 and 4 agree well with Eq. (2.3), but experiment 5 only agrees well with Eq. (2.3) when \( Z/H \geq 0.333 \). Overall, the differences
between Eq. (2.3) and the turbulent intensity obtained here are acceptable and match the overall trend of linearly decreasing intensity with increased elevation within the water column towards the water surface.

\( \langle U_{\text{RMS}} \rangle / u_* \) for both experiments 2 and 3 agree with the results reported by Nezu (1977). Overall, there is a good agreement between \( \langle U_{\text{RMS}} \rangle / u_* \) for all experiments and that reported by Nezu (1977), except for experiment 6, which is shifted downwards by approximately 6% when Z/H\( \geq 0.213 \). Although the Reynolds number for all experiments in this study (see Table 3.2 and Table 4.1) is higher than that presented by Nezu (1977) or 8,600, in general, the trend exhibited by this research agrees well with the former. A possible explanation for this might be that the Reynolds number does not influence \( \langle U_{\text{RMS}} \rangle / u_* \). The Froude number in the current study ranges from 0.152 and 0.334, as shown in (see Table 3.2 and Table 4.1), while Nezu (1977) had a Fr of 0.160.

The shifting down of the double averaged turbulence intensity in the streamwise direction in experiment 6 might be due to relative submergence. The observations also agree with the results reported by Cooper et al. (2013) and Mohajeri (2014).

The maximum turbulence intensity values are near the bed similar to Strom and Papanicolaou (2007), who stated that the maximum streamwise turbulence intensity occurs at the near-bed interface.

Figure 4.9 presents a comparison between measurements and the \( \langle V_{\text{RMS}} \rangle / u_* \), values obtained from Eq. (2.4) versus normalised vertical elevation. Figure 4.9 shows that obtained \( \langle V_{\text{RMS}} \rangle / u_* \) values agree well with Eq. (2.4), when \( D_2 \) and \( \lambda_2 \) equal 1.18 and 1.00, respectively (see Table 4.8), with a regression coefficient \( R^2 \) of 0.984, for all experiments.
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Figure 4.9. Distribution of double averaged cross-streamwise turbulence intensity normalised with shear velocity versus normalised vertical distance for flow above natural gravel-beds obtained from four experimental cases (open symbols) and two experimental cases above an artificial bed (filled symbols) plotted with the exponential decay function as suggested by Nezu and Nakagawa (1993) (solid lines) and data points of previous studies found in the literature.

Figure 4.9 shows that $\overline{V_{RMS}}/u_*$ for experiment’s 5 and 6 deviates from Eq. (2.4) when $Z/H \leq 0.333$ by approximately 6%, and then agrees well when $Z/H \geq 0.333$. Figure 4.9 also presents the findings of Nezu (1977). Similarly to the results of $\overline{U_{RMS}}/u_*$, the results of $\overline{V_{RMS}}/u_*$ in this study are slightly less than the previous research presented by Nezu (1977). However, the general trend of $\overline{V_{RMS}}/u_*$ for all experiments agrees well with that found in the literature (Nezu 1977).

The roughness impact might become relatively weak, and this phenomenon was noticed during the comparison of the experimental data with previous studies (for example Nezu 1977) with different $K^+$ and it was found that they agree well with each other independent of the wall roughness. Overall, the study of the effect of $K^+$ on turbulence intensity is inconclusive. Moreover, the pattern of $\overline{V_{RMS}}/u_*$ demonstrated in the same way as $\overline{U_{RMS}}/u_*$ coincides with that found in the literature.

Figure 4.10 presents the distribution of the double averaged vertical turbulence intensity compared with the exponential decay function as reported by Nezu and
Nakagawa (1993) and the findings of (Nezu 1977). As shown in Figure 4.10, the measurements of \( \langle W_{RMS} \rangle / u^* \) for all experiments agree well with values obtained from Eq. (2.5) when \( D_3 \) and \( \lambda_3 \) are equal to 0.70 and 1.00, respectively with a regression coefficient \( R^2 \) of 0.984, as shown in Table 4.8.

Even though the pattern of \( \langle W_{RMS} \rangle / u^* \) in both experiments 5 and 6 is similar, but shifted downwards from Eq. (2.3) by approximately 5% when \( Z/H \leq 0.333 \), they are all shifted downwards considerably compared to the results presented by Nezu (1977). This notable difference in \( \langle W_{RMS} \rangle / u^* \) could be due to the shear velocity which in this study ranges from 0.027 m/s to 0.034 m/s, which is higher than that of 0.013 m/s in the experimental study by Nezu (1977).

![Figure 4.10](image-url)

**Figure 4.10.** Distribution of double averaged vertical turbulence intensity normalised with shear velocity versus normalised vertical distance for flow above natural gravel-beds obtained from four experimental cases (open symbols) and two experimental cases above an artificial bed (filled symbols) plotted with the exponential decay functions as suggested by Nezu and Nakagawa (1993) (solid lines) and data points of previous studies found in the literature.

Table 4.8 shows that \( D_1 \) in the present study is slightly less than that obtained by Nezu and Rodi (1986), yet \( \lambda_1 \) is slightly higher than that proposed in most of the literature.

Nezu and Rodi (1986) carried out experiments above a smooth bed and compared their experiments with a database from Grass (1971); an experiment with a spherical glass
bed performed by Nakagawa et al. (1975); an experiment with both impermeable spherical rough and smooth open-channel beds by Nezu and Nakagawa (1993); a single layer impermeable rough-bed and a permeable natural gravel-bed by Kironoto and Graf (1994); and an impermeable single layer of spheres to create a rough open-channel bed by Manes et al. (2007).

The relatively small differences between the values obtained here and that found in the literature, as shown in Table 4.8, are likely to be due to the different gravel particle sizes and the degree of roughness employed by the various studies. This is confirmed by the findings of Nikora and Smart (1997).

Table 4.8. Empirical constants for the exponential decay functions of turbulent decay from the present study and various works found in the literature.

<table>
<thead>
<tr>
<th>Sources</th>
<th>(D_1)</th>
<th>(D_2)</th>
<th>(D_3)</th>
<th>(\lambda_1)</th>
<th>(\lambda_2)</th>
<th>(\lambda_3)</th>
<th>Bed condition(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present study</td>
<td>2.00</td>
<td>1.18</td>
<td>0.70</td>
<td>1.10</td>
<td>1.00</td>
<td>1.00</td>
<td>Rough</td>
</tr>
<tr>
<td>Nezu and Rodi (1986)</td>
<td>2.26</td>
<td>-</td>
<td>1.23</td>
<td>0.88</td>
<td>-</td>
<td>0.67</td>
<td>Rough and smooth</td>
</tr>
<tr>
<td>Kironoto and Graf (1994)</td>
<td>2.04</td>
<td>-</td>
<td>1.14</td>
<td>0.97</td>
<td>-</td>
<td>0.76</td>
<td>Rough</td>
</tr>
<tr>
<td>Manes et al. (2007)</td>
<td>2.2</td>
<td>-</td>
<td>1.14</td>
<td>0.88</td>
<td>-</td>
<td>0.76</td>
<td>Rough</td>
</tr>
</tbody>
</table>

Table 4.8 also shows that \(D_2\) in the present study is slightly less than that obtained by Nezu and Nakagawa (1993), yet \(\lambda_2\) is highly similar. The difference in \(D_2\) could be because Nezu and Nakagawa (1993) derived the empirical constants of Eq. (2.4) above smooth and impermeable beds and not permeable rough-beds as utilised here. In addition, in Table 4.8, \(D_3\) is clearly less than that found in the literature, yet \(\lambda_3\) is similar to that found by Nezu and Nakagawa (1993), but higher than the values obtained by Nezu and Rodi (1986), Kironoto and Graf (1994), and (Manes et al. 2007). These constants were found by Nezu and Rodi (1986) during the comparison of turbulent intensities measured above the smooth and rough-bed, and this could be the reason for these differences, as mentioned earlier in this section. Moreover, the explanation of the difference between the present study and Manes et al. (2007), as seen in Table 4.8 could be due to \(H_{\text{max}}/d_{50}\) being less in this work compared to that obtained by Manes et al. (2007). Also, the present study was performed with highly porous beds, unlike much of the literature which employed impermeable or low permeability beds.

Manes et al. (2007) reported that Nezu and Nakagawa (1993) did not completely determine the behaviour of turbulent intensity close to the bed or the free surface, where turbulent generation and dissipation are not only related to conditions in the turbulent kinetic energy balance function. Variations in the exponential decay functions are
especially evident for $\langle W_{\text{RMS}} \rangle / u_*$, while they appear smaller for $\langle U_{\text{RMS}} \rangle / u_*$ (Manes et al. 2007). This is consistent with the outcome of the present experimentation where deviations from the exponential decay functions in both $\langle U_{\text{RMS}} \rangle / u_*$ and $\langle V_{\text{RMS}} \rangle / u_*$ are less than $\langle W_{\text{RMS}} \rangle / u_*$.

The general pattern of turbulence intensities for all experiments in the three-component directions decreases toward the water surface, with the highest values at the bed surface.

This section began by describing the pattern of double averaged turbulent intensity and comparing that with the exponential decay functions as well as the literature. It went on to suggest that the double averaged turbulent intensity in the streamwise direction could be reduced depending on the $K^+$ value. The influence of porosity and shear velocity possibly has a greater effect on the double averaged turbulence intensities, especially in the vertical direction. However, relative submergence might also affect the double averaged turbulence intensities, particularly in the streamwise direction. The results from this study confirm $\langle U_{\text{RMS}} \rangle / u_* > \langle V_{\text{RMS}} \rangle / u_* > \langle W_{\text{RMS}} \rangle / u_*$ similar to Nezu and Nakagawa (1993).

### 4.3.2 Reynolds Shear Stress

In this section, the normalised double averaged Reynolds Shear Stress $\langle \text{RSS} \rangle$ is presented as $\rho \langle u_{\text{RMS}} \rangle \langle w_{\text{RMS}} \rangle / u_*^2$ for experiments above both natural gravel-beds and an artificial bed conducted here as well as that found in the literature. Figure 4.11 presents $\rho \langle u_{\text{RMS}} \rangle \langle w_{\text{RMS}} \rangle / u_*^2$ against normalised vertical elevation from the bed surface obtained from this study as well as the results of Mohajeri et al. (2016) for comparison. It shows that $\langle \text{RSS} \rangle$ for experiment’s 1 and 2 is approximately 10% greater than that found in experiment’s 4 and 5 and is approximately 15% greater than that found in experiment 6. Moreover, the $\langle \text{RSS} \rangle$ profile for experiment 3 agrees with both experiment’s 1 and 2 when $Z/H \leq 0.508$, but changes to agree more closely with experiment’s 4 and 5 when $Z/H \geq 0.508$. The different patterns of the $\langle \text{RSS} \rangle$ profile for experiment 3 could be due to the aspect ratio, which in experiment 3 is lower than in other experiments (see Table 3.2 and Table 4.1).

Even though experiment’s 5 and 6 were carried out using the same bed, the $\langle \text{RSS} \rangle$ values are approximately 8% less in experiment 6 than in experiment 5 and are likely due to being performed under high relative submergence flow conditions. Figure 4.11 also
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shows that profiles of $\rho \langle U_{RMS} W_{RMS} \rangle / u^*_2$ for experiments’1, 2 and 3 agree well with the findings of Mohajeri et al. (2016) when $Z/H \geq 0.336$, as shown in Figure 4.11.

Furthermore, the observations of $\langle \overline{RSS} \rangle$ for experiments’ 4 and 5 agree well with that found by Mohajeri et al. (2016) when $Z/H \geq 0.400$, as demonstrated in Figure 4.11. $\rho \langle U_{RMS} W_{RMS} \rangle / u^*_2$ for experiment 6 agrees with the published works (e.g. Mohajeri et al. 2016) when $Z/H \leq 0.213$ and then shifts downward by approximately 15% until $Z/H \geq 0.585$.

![Figure 4.11](image.png)

**Figure 4.11.** Vertical distribution of double averaged normalized Reynolds shear stress for flow above natural gravel-beds obtained from four experimental cases (open symbols) and above an artificial bed obtained from two experimental cases (filled symbols) as well as the data of Mohajeri et al. (2016).

The general trend where $\rho \langle U_{RMS} W_{RMS} \rangle / u^*_2$ decreases linearly with increased elevation within the water column is evident for all experiments with the highest values near the bed when $Z/H \leq 0.366$ and the lowest values near the water surface as expected (Manes et al. 2007; Bomminayuni and Stoesser 2011; Mohajeri et al. 2016; Sarkar et al. 2016; Cameron et al. 2017; and Fang et al. 2018). As illustrated in Figure 4.11, the values of $\overline{RSS}$ are increasingly shifted downwards as relative submergence increases.
Although the $K^+$ value in experiments 3-5 (see Table 3.2 and Table 4.1) is different to that found in the studies by Mohajeri et al. (2016) ($K^+=250$), the double averaged RSS for experiments 3, 4, and 5 are similar to these experiments. The analysis shows that relative submergence may affect the formation of $\langle RSS \rangle$. These findings are contrary to Krogstad and Antonia (1999), who showed experimentally that the bed surface geometry substantially influences the turbulent features of the flow, such as turbulent Reynolds stresses. It can be noted from Figure 4.11 that both experiments 4 and 5 agree well with each other even though they were carried out above different beds. It could be due to these experiments having the same porosity. It was found that the characteristics of porosity affects the Reynolds stresses of turbulent flow (Mendoza and Zhou 1992).

It should be pointed out that Mohajeri et al. (2016) performed three experiments above the same bed with different hydraulic conditions. In their third experiment, they found that $\langle RSS \rangle$ was approximately 2% less than their other two experiments near the bed and water surface. It is their third experiment that is shown in Figure 4.11.

Experiment’s 5 and 6 were carried out with an almost constant Fr above the same bed, but the flow depth in experiment 5 is less than in experiment 6, resulting in the double averaged RSS for experiment 5 deviating from that found for experiment 6. The observations also agree with the results reported by Aberle et al. (2008), who found Reynolds stresses rely on water depth for fully turbulent flow conditions above rough-beds.

It should also be pointed out that for all the experiments in this study, measurements were only taken in 70% of the water column due to the limitations of the equipment used, whereby an ADV cannot collect data very close to a rough surface. In contrast, measurements in the literature cover the entire flow depth by employing PIV.

The outcome of the various experiments conducted here shows that relative submergence and porosity result in Reynolds shear stress variations, but the effects of varying $K^+$ is insignificant.

### 4.3.3 Reynolds Normal Stress

The streamwise, cross-streamwise, and vertical Reynolds normal stress $\langle RN S \rangle$, normalised with shear stress, are expressed as $\rho(\overline{U_{\text{RMS}}}^2)/u^*^2$, $\rho(\overline{V_{\text{RMS}}}^2)/u^*^2$, and $\rho(\overline{W_{\text{RMS}}}^2)/u^*^2$, respectively.
The profiles of double averaged (RNS) in the streamwise direction are plotted against vertical distance above the natural gravel-beds and the artificial bed and are compared with the experimental results of Sarkar et al. (2016), as shown in Figure 4.12. The experimental study carried out by Sarkar et al. (2016) was conducted under uniform flow above a natural gravel-bed not dissimilar to that employed in this study.

In general, (RNS) is greatest for all experiments when Z/H ≤ 0.366, i.e., near the gravel particle crests, and reduces towards the water surface. This behaviour is in agreement with Dey and Das (2012) and Sarkar et al. (2016). Figure 4.12 shows that experiment 1 is identical to experiment 4, even though their beds are different. This might be due to both experiments being conducted with approximately the same shear velocity and k_s/H_{max}. Experiment 3 agrees well with experiment 2 when Z/H ≤ 0.459 and is also identical to that of experiment’s 1, 4 and 5 when Z/H ≥ 0.484. Additionally, the suddenly decreasing ρ(〈U_{RMS}〉^2/u_2^2 in experiment 3 may be due to the aspect ratio.

Figure 4.12. Vertical distribution of double averaged normalised streamwise Reynolds normal stress for flow above natural gravel-beds obtained from four experimental cases (open symbols) and above an artificial bed obtained from two experimental cases (filled symbols), as well as the data points of Sarkar et al. (2016).
In experiment 6, $\rho(\overline{U_{RMS}})^2 / u^*^2$ suddenly increases near the water surface, but there may be several reasons for this phenomenon. For example, it has been shown (Auel et al. 2014) that this phenomenon can be attributed to the large flow fluctuations that occur near the free surface. It could also be the result of measurement uncertainties within the instantaneous velocity fluctuations found near the water surface due to the ADV instrument. In addition, experiment 6 was carried out under high relative submergence, and the water surface could affect turbulent stresses, i.e. in general, the spatial structure of the water surface waves is correlated with the energy dissipation by the turbulent flow above gravel-beds (Horoshenkov et al. 2013). Figure 4.12 also shows the profile of $\rho(\overline{U_{RMS}})^2 / u^*^2$ obtained by Sarkar et al. (2016) is approximately 20% less than that found for experiment 2, and similarly for experiment 3 when $Z/H \leq 0.593$. In addition, the profiles of $\rho(\overline{U_{RMS}})^2 / u^*^2$ for experiments 1, 4, and 5 agree well with the findings of Sarkar et al. (2016) when $Z/H \leq 0.113$, and they are approximately 5% higher than that of Sarkar et al. (2016) when $Z/H \geq 0.113$, as shown in Figure 4.12. In contrast, the profile of $\rho(\overline{U_{RMS}})^2 / u^*^2$ for experiment 6 agrees well with the results of Sarkar et al. (2016).

Turning now to the profiles of double averaged $\langle RNS \rangle$ in the cross-streamwise direction, Figure 4.13 shows that experiment 2 agrees somewhat with the findings of Sarkar et al. (2016). However, the results of Sarkar et al. (2016) are approximately 8% higher than the double averaged $\langle RNS \rangle$ for all other experiments.
Figure 4.13. Vertical distribution of double averaged normalised cross-streamwise Reynolds normal stress for flow above natural gravel-beds obtained from four experimental cases (open symbols) and above an artificial bed obtained from two experimental cases (filled symbols), as well as the data points of Sarkar et al. (2016).

In general, the small differences in $\rho \overline{(U_{RMS})^2}/u^2$ and $\rho \overline{(V_{RMS})^2}/u^2$ among all the experiments are as expected since they were conducted above different beds and under different hydraulic conditions.

Figure 4.14 shows vertical $\overline{(RNS)}$ against normalised vertical elevation from the bed surface above natural gravel-beds and an artificial bed in comparison with the experimental results of Sarkar et al. (2016). The profiles of $\rho \overline{(W_{RMS})^2}/u^2$ increase linearly towards the bed surface for all experiments similar to Sarkar et al. (2016), as illustrated in Figure 4.14. The same trend was found by Nikora et al. (2001), Mignot et al. (2009a), Dey and Das (2012), and Mohajeri et al. (2016). However, the profiles of $\rho \overline{(W_{RMS})^2}/u^2$ obtained by Sarkar et al. (2016) deviate significantly from that found in this study. $\rho \overline{(V_{RMS})^2}/u^2$ values obtained here are considerably less than that obtained by Sarkar et al. (2016) when $Z/H \leq 0.196$. This is likely due to the fact that the experiment performed by Sarkar et al. (2016) featured a range of obstacles on top of the rough-bed which led to flow separation in the wake of such elements. In addition, it was found that
\( \rho(U_{RMS})^2/u^2, \rho(V_{RMS})^2/u^2, \) and \( \rho(W_{RMS})^2/u^2 \) reveal a tendency of growing variation in the near-bed zone with increasing submergence (Cameron et al. 2017).

The difference in the profiles of \( \rho(W_{RMS})^2/u^2 \) for experiment’s 4, 5-6 above the natural gravel-bed and the artificial bed, respectively is very small. This could be due to the porosity in experiment 4 of 31% approximating the porosity of both experiments 5 and 6 of 32%. The difference in the profiles of \( \rho(U_{RMS})^2/u^2 \) for experiment’s 1-3 above natural gravel-beds with a \( d_{so}=20 \text{ mm} \) particle diameter is also very small as they were all conducted above the same bed surface. It appears that vertical \( \langle RNS \rangle \) could be more sensitive to gravel size, porosity, and bed topography than in the other component directions. This could be related to the bed topography, as suggested by previous studies (Mohajeri et al. 2016). In general, the highest values of the vertical direction \( \langle RNS \rangle \) are when \( Z/H \leq 0.366 \) for all experiments.

In summary, it has been shown from this analysis that profiles of \( \langle RNS \rangle \) in the three component directions decrease linearly toward the water surface, and the findings of this study and published works (e.g. Dey and Das 2012) confirm \( \rho(U_{RMS})^2/u^2 > \rho(V_{RMS})^2/u^2 > \rho(W_{RMS})^2/u^2 \). Thus, both \( \rho(U_{RMS})^2/u^2 \) and \( \rho(V_{RMS})^2/u^2 \) contribute to the total TKE more than \( \rho(W_{RMS})^2/u^2 \) (Sarkar et al. 2016). The hydraulic conditions, such as \( k_s/H_{max} \), shear velocity, and aspect ratio, are found to have little effect on the distribution of \( \langle RNS \rangle \). Moreover, the gravel particle size, bed topography, and porosity are shown to effect \( \langle RNS \rangle \), especially in the vertical direction.
Chapter 4: Flow Above Natural Gravel-Bed and Artificial-Bed

4.3.4 Turbulence Kinetic Energy (TKE)

The double averaged Turbulence Kinetic Energy $\langle \overline{\text{TKE}} \rangle$ for each experiment is presented and discussed in this section. Figure 4.15 shows $\langle \overline{\text{TKE}} \rangle$ for experiments above natural gravel-beds and an artificial bed against normalised elevation from the bed surface. The highest $\langle \overline{\text{TKE}} \rangle$ exists near the bed for all experiments, and measurements for experiment 2 coincide with measurements for experiment 3 within the near-bed region. However, when $Z/H \geq 0.459$, the results of experiment 2 then deviate from the measurements for experiment 3. The results for both experiments 1 and 3 coincide with each other but experiment 3 and 4 are notably different when $Z/H \leq 0.459$. The $d_{50}=20$ mm diameter gravel particle experiments have approximately 8% more $\langle \overline{\text{TKE}} \rangle$ than the artificial bed. Despite experiment’s 1-3 being performed above the same roughness surface, the $\langle \overline{\text{TKE}} \rangle$ profiles shown in Figure 4.15 are distinctly different. The $\langle \overline{\text{TKE}} \rangle$ is
markedly higher in experiment 5 than in experiment 6 when \( Z/H \geq 0.319 \), while they approximately agree when \( Z/H \leq 0.319 \), as shown in Figure 4.15. These differences among the profiles of \( \langle \text{TKE} \rangle \) above the same bed might be due to the differences in relative submergence between each experiment.

**Figure 4.15.** Vertical distribution of double averaged normalized turbulence kinetic energy for flow above natural gravel-beds obtained from four experimental cases (open symbols) and above an artificial bed obtained from two experimental cases (filled symbols).

In contrast to the findings of Qi et al. (2018), who found that values of \( \langle \text{TKE} \rangle \) decrease with an increase in \( K^+ \), the \( \langle \text{TKE} \rangle \) compares well for experiment’s 4 and 5 even though they were conducted above different roughness surfaces and under different hydraulic conditions. The cause of such agreement is difficult to demonstrate but could be due to both experiments having very similar porosity, 31% and 32% for experiment’s 4 and 5, respectively.

Experiment’s 1-5 were conducted under intermediate relative submergence flow conditions but experiment 6 was carried out under high relative submergence flow conditions. This may be why experiment 6 exhibits less \( \langle \text{TKE} \rangle \) than the other experiments shown in Figure 4.15. This observation agrees well with that reported by Monsalve et al. (2017), who found that spatially averaged turbulent kinetic energy reduces with increasing relative submergence.
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In general, the $\langle \text{TKE} \rangle$ for all experiments decreases linearly towards the water surface in line with previous findings found in the literature (e.g. Tritico and Hotchkiss 2005; and Xu et al. 2020), as shown in Figure 4.15. As illustrated in Figure 4.15, the $\langle \text{TKE} \rangle$ calculated for experiment 6 is less than the other experiments, although it was conducted with a higher velocity (see Table 3.2 and Table 4.1). This could be due to decreasing temporal velocity fluctuations in experiment 6. Section 4.3.1 clearly shows that turbulence intensities in experiment 6 are less than in all other experiments. Thus, this is another possible explanation for the results of experiment 6 departing from the other experiments.

Previous studies have observed an inverse relationship between velocity and the development of coherent turbulent structures. For example, coherence is likely a function of the generation or decay of turbulent kinetic energy. Coherence might also be low at high discharge since new turbulence is being produced at more minor scales (MacVicar and Roy 2007). On the other hand, high TKE has been found within near-bed coherent structures, possibly produced in the shear area, while the TKE reduces with distance far away from the bed (Hardy et al. 2016).

In the turbulent boundary region, coherent structures are created by the flow of water above the porous bed, which can generate substantial flow through the gravel-bed. It can, in that way, promote mass (solute) transportation from the water column to the gravel-bed and vice versa (Higashino et al. 2009).

This section has presented and discussed the $\langle \text{TKE} \rangle$ above porous roughness surfaces with different particle diameters, porosity, and hydraulic conditions. It has been shown from this analysis that $\langle \text{TKE} \rangle$ decreases with increasing relative submergence and reducing instantaneous velocity fluctuations.

### 4.4 Summary

This chapter focused on the validation of the logarithmic law as reported by Nezu and Nakagawa (1993) using velocity measurements above natural gravel-beds ($d_{50}=20$ mm and $d_{50}=35$ mm particle diameters) and an acrylic bed ($d_{50}=28$ mm particle diameter). Velocity profiles were compared with those found in the literature (see Section 4.2). The theoretical logarithmic law was found to be valid above all beds under both intermediate and high relative submergence conditions when $(Z + z_0)^+$ is in the range 421 to 2958. Such validation was achieved by finding the maximum value of the regression coefficient such
that von Karman’s constant \( \kappa \) was found to be 0.38, 0.39, 0.4, and 0.38 for experiment’s 1, 2, 3 and 4, respectively; the zero-displacement distance (see Table 3.2 and Table 4.1); and \( k_s \), the Nikuradse equivalent sand roughness, was found to be 2.75\( d_{50} \), 1.75\( d_{50} \), 1.32\( d_{50} \), and 1.75\( d_{50} \) for experiment’s 1, 2, 3 and 4, respectively. Von Karman’s constant was found to be 0.41 for both experiment’s 5 and 6 above an artificial bed, and \( k_s \) was found to be 0.2\( d_{50} \) and 0.18\( d_{50} \), respectively (see Figures 4.5 and 4.6). There are expected differences between velocity profiles above natural gravel-beds and acrylic beds as well as with the literature (see Figure 4.7). This is because the roughness Reynolds number for experiments 1, 2, 3 and 4 is higher than in experiments 5 and 6 as well as that found in the literature. The variance in the roughness Reynolds number across these experiments may be the reason for the various \( k_s \) and \( \kappa \) that were previously found.

For experiments 1, 2 and 3, von Karman’s constant and \( k_s \) range from 0.38 to 0.4 and from 2.75\( d_{50} \) to 1.75\( d_{50} \), respectively above a natural gravel-bed with a median diameter of 20 mm. The difference in the logarithmic parameters between these experiments could be due to the different flow conditions that were applied resulting in different flow depths and average velocities. Von Karman’s constant could increase with increased porosity. The zero-displacement distance was found to be 5.6 mm for both experiments 5 and 6. This is likely due to the surface of the artificial bed being more uniform in arrangement than the natural gravel-beds. The same can likely be said for the value of von Karman’s constant (0.41) which was also found to be the same between experiments 5 and 6.

In general, the zero-displacement distance found for all experiments in this study approximates the hydraulic roughness assumption equal to \( ((\sigma_b + d_{50})/2) \). It was also noted that \( k_s \) is negatively related to Re\(_R\) number, i.e., \( k_s \) decreases with increasing Reynolds number. The relationship between \( k_s \) and Re\(_R\) could be associated with the bed configuration, such as the size and shape of gravel particles, the bed porosity, as well as the space between elements. The key aspects of the validation of the logarithmic law in flows under intermediate and high relative submergence conditions are that both hydraulic conditions and roughness features play a significant role.

Furthermore, double averaged \( \langle U_{RMS}/u^* \rangle, \langle V_{RMS}/u^* \rangle, \text{ and } \langle W_{RMS}/u^* \rangle \) above natural gravel-beds and an acrylic bed were presented and compared with the exponential decay functions (see Figures 4.8 to 4.10). The empirical constants of the exponential decay functions were found to differ from that of Nezu and Nakagawa (1993). It should be mentioned that these equations were derived above an impermeable bed, whereas the
current experiments were carried out above highly porous beds. These parameters also are differed from that found in the literature. This could be because of the different gravel particle sizes and the degree of roughness employed by the various studies. Comparison between the turbulence intensity above natural gravel-beds and an acrylic bed, as well as the literature, showed the general trends agree well in the streamwise and cross-streamwise directions but significantly differs in the vertical direction, as explained in Section 4.3.1. However, the impact of relative submergence is notable on \( \langle U_{RMS} \rangle / u^* \), but has a lesser effect on \( K^+ \). For all experiments in the three-component directions, the general pattern of turbulence intensity distributions which decreases linearly with flow depth with the highest values at the bed surface is observed. It should be pointed out that the influence of porosity and shear velocity is probably greater on the double averaged turbulence intensities, especially in the vertical direction. It was confirmed that \( \langle U_{RMS} \rangle / u^* > \langle V_{RMS} \rangle / u^* > \langle W_{RMS} \rangle / u^* \), similar to Nezu and Nakagawa (1993).

The general trend that \( \rho (U_{RMS} W_{RMS}) / u^2 \) decreases linearly towards the water surface for all experiments with the highest values near the bed when \( Z/H \leq 0.366 \) (see Figure 4.11) was also observed. This agrees with the results reported in the literature. Due to the aspect ratio, the pattern of the \( \langle RSS \rangle \) for experiment 3 is different to all other experiments. As relative submergence increases, the profile of \( \langle RSS \rangle \) gradually shifts downwards. Thus, relative submergence, in addition to the roughness surface effects, may influence the pattern of \( \langle RSS \rangle \). The analysis of the various experiments in this study demonstrates that relative submergence affects Reynolds shear stress variations, but the effect of \( K^+ \) is insignificant.

The profiles of \( \langle RNS \rangle \) in the three-component directions decrease linearly with increased elevation within the water column. The analysis of the profiles of \( \langle RNS \rangle \) here in comparison to published data confirms that \( \rho (U_{RMS})^2 / u^2 > \rho (V_{RMS})^2 / u^2 > \rho (W_{RMS})^2 / u^2 \), as shown in Figures 4.12 to 4.14. The results highlight the impact of the hydraulic conditions, such as \( k_d/H_{max} \), shear velocity, and aspect ratio, on the distribution of \( \langle RNS \rangle \). Moreover, gravel size, bed topography, and porosity were shown to affect \( \langle RNS \rangle \) profiles, especially in the vertical direction. Near the water surface, the profiles of \( \rho (U_{RMS})^2 / u^2 \) and \( \rho (V_{RMS})^2 / u^2 \) in experiment 6 suddenly increases. This could be the result of large flow fluctuations due to the propagation of a water surface wave as experiment 6 was carried out under high relative submergence. Equally, this could be due to the increased uncertainty in the measurement of instantaneous velocity fluctuations by
ADV instrumentation near the water surface. Findings also showed that the profile of vertical $\langle RNS \rangle$ might be more sensitive to gravel size, porosity, and bed topography than in the other two-component directions.

The main conclusion for all experiments, in terms of $\langle TKE \rangle$, is that it decreases linearly with increasing distance from the bed, similar to that found in the literature (see Figure 4.15). The analysis also showed that $\langle TKE \rangle$ decreases with increasing relative submergence and reducing instantaneous velocity fluctuations. It should be pointed out that the porosity also has some effect on $\langle TKE \rangle$ profiles.

To conclude, the first-order statistical analysis presented in this chapter shows that the velocity profiles are affected by bed features and $K^+$. However, second-order statistics such as turbulence intensities, $\langle RSS \rangle$, $\langle RNS \rangle$, and $\langle TKE \rangle$ are influenced by porosity and relative submergence. Both bed surface and hydraulic parameters play a role in the alteration of profiles of first- and second-order statistics.
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5.1 Introduction

In this chapter, the interaction between the water column and subsurface flow is highlighted to clarify the effects of the surface flow on subsurface flow and vice versa. Therefore, the results of experiments collected using ADV above natural gravel-beds and an artificial bed are introduced and double averaged quadrant analysis is applied for analysis in Section 5.2.

In addition, preliminary results of subsurface velocity in natural gravel-beds and an artificial bed are presented to show the flow paths through the pore space. Four experiments were conducted with natural gravel-beds and an artificial bed using endoscopes to capture injected dye flow paths in videos which were then analysed using code developed by Forugh (2014). Firstly, for experiment 1, the interstitial flow through a natural gravel-bed with a median particle diameter of 20 mm under uniform flow conditions with intermediate relative submergence of 10.47 and bulk velocity of 0.164 m/s is presented in Section 5.3. Secondly, for experiment 4, the flow between natural gravel particles with a median diameter of 35 mm, with a bulk velocity of 0.145 m/s under uniform flow conditions, is also presented in Section 5.3. Finally, for experiment’s 5 and 6, the flow in the pore spaces of an artificial bed with a median particle diameter of 28 mm, with bulk velocities of 0.269 m/s and 0.321 m/s, respectively, under uniform conditions are also presented in Section 5.3.

5.2 Quadrant Analysis

The analytical procedure of quadrant analysis and the results obtained from experiments above both natural gravel-beds and an artificial bed are described in this section. Figure 5.1 shows double averaged Reynolds shear stress \( (u', w') \) components, as explained in Chapter 2 Section (2.3.5) and Chapter 3 Section (3.5.1) \( \langle S_{iH} \rangle \) normalised with maximum shear stress in the streamwise direction against hole size \( (H) \) for experiment 1 at \( Z = 30 \) mm near the bed surface and \( Z = 45 \) mm near the water surface. Figure 5.2 also shows double averaged Reynolds shear stress in the streamwise direction...
against hole size (H) for experiment 2 at Z=30 mm near the bed surface and Z=60 mm near the water surface. What is evident in Figure 5.1 and Figure 5.2 is that the contribution of ejection events in Q2 to Reynolds shear stress is relatively large compared to the outward and inward interactions and sweep events in Q1, Q3 and Q4.

![Figure 5.1](image)

**Figure 5.1.** Double averaged quadrant analysis: variations of $\left| \langle S_{i,H} \rangle \right|$ with H at two flow depth elevations from the natural gravel-bed surface for case $k_s=2.75d_{50}, d_{50}=20$ mm, $Q=0.004$ m$^3$/s.

However, the contribution of both outward and inward interactions to Reynolds shear stress in Q1 and Q3 events becomes negligible when $H \geq 3$, and $H \geq 4$, respectively, at the two different flow depth elevations from the bed surface for both experiments. However, the participation of both ejection and sweep events in Q2 and Q4 to Reynolds shear stress is still active for $H > 4$. 
Figure 5.2. Double averaged quadrant analysis: variations of $|\langle S_{1,H} \rangle|$ with H at two flow depth elevations from the natural gravel-bed surface for case $k_s=1.75d_{50}$, $d_{50}=20$ mm, $Q=0.006$ m$^3$/s.

Figure 5.3 illustrates double averaged $|\langle S_{1,H} \rangle|$ normalised with maximum shear stress in the streamwise direction against hole size (H) for experiment 3 at $Z=30$ mm near the bed surface and $Z=80$ mm near the water surface. Due to different water depths in each experiment, the elevation of the water surface is different in each experiment. Figure 5.4 presents double averaged $|\langle S_{1,H} \rangle|$ in the streamwise direction against hole size (H) for experiment 4 at $Z=30$ mm near the bed surface and $Z=54$ mm near the water surface. In a similar fashion to experiment’s 1 and 2, the contribution of ejection events in Q2 to Reynolds shear stress is somewhat higher than the outward and inward interactions and sweep events in Q1, Q3, and Q4 in experiments 3 and 4, as shown in Figure 5.3 and Figure 5.4. Otherwise, the contribution of both outward and inward interactions to Reynolds shear stress in Q1 and Q3 events becomes negligible when $H \geq 3$, and $H \geq 4$, respectively, at the two different flow depth elevations from the bed surface for experiment 3. The contribution of both outward and inward interactions to $|\langle S_{1,H} \rangle|$ in Q1 and Q3 events are insignificant when $H \geq 2$ and $H \geq 4$, respectively, at the two different flow depth elevations from the bed surface for experiment 4. The contribution of both ejection and sweep events in Q2 and Q4 to Reynolds shear stress is effective for $H > 4$. 

Figure 5.3.
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**Figure 5.3.** Double averaged quadrant analysis: variations of $|\langle S_{1,H} \rangle|$ with H at two flow depth elevations from the natural gravel-bed surface for case $k_s=1.32d_{50}$, $d_{50}=20$ mm, $Q=0.009$ m$^3$/s.

<table>
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<td></td>
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<td>3</td>
<td></td>
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<td></td>
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**Figure 5.4.** Double averaged quadrant analysis: variations of $|\langle S_{1,H} \rangle|$ with H at two flow depth elevations from the natural gravel-bed surface for case $k_s=1.75d_{50}$, $d_{50}=35$ mm, $Q=0.004$ m$^3$/s.

<table>
<thead>
<tr>
<th>Hole size H</th>
<th>Ejection</th>
<th>Outward interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Overall, the contribution to Reynolds shear stress of Q1 and Q3 events is smaller than the contribution of Q2 and Q4 events. As shown in Figure’s 5.1 to 5.4, the
contribution of ejection events to Reynolds shear stress near the water surface for all experiments is slightly larger than the ejection events near the bed. This is clearest in experiment 3, where ejection events remain effective until $H \approx 12$ at $Z=80$ mm, as shown in Figure 5.3. Thus, the ejection events might increase with increasing velocity. This is because experiment 3 was carried out with a higher velocity than in the other experiments above natural gravel-beds.

The general trend for the four events is similar to that found in the literature, (e.g. Mignot et al. 2009b; Dey and Das 2012). In the quadrant analysis, sweeps and ejections dominate, especially in the near-bed and the equilibrium zone. For example, with an increase in distance from the bed, the ejection events become largest, but the sweep events are the controlling mechanism in the near-bed flow area (Grass 1971; Nezu and Nakagawa 1993; Sarkar et al. 2016; Qi et al. 2018; Bagherimiyab and Lemmin 2018). The analysis conducted here shows that the high ejection and sweep events occur above both experimental gravel-beds used in this study. At the same time, both outward and inward interactions occur less than ejection and sweep events. The observations also agree with the results reported by Mohajeri (2014), who found both sweep and ejection bursts are common above gravel-beds, while they are not exceeding each other.

Figure 5.5 shows double averaged Reynolds shear stress $\langle S_{iH} \rangle$ normalised with maximum shear stress in the streamwise direction against hole size ($H$) for experiment 5 at $Z=10$ mm near the bed surface and $Z=40$ mm near the water surface. What stands out in Figure 5.5 is that the general pattern of $\langle S_{iH} \rangle$ is similar to experiments above natural gravel-bed as well as with the literature (e.g. Raupach et al. 1991). As seen in Figure 5.5, the contribution of both ejection and sweep events to $\langle S_{iH} \rangle$ dominate more than both outward and inward interaction events. This is similar to that found in the literature, e.g. Dey and Nath (2010), who concluded that sweep and ejection events are the main contributors to total Reynolds shear stress generation.
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Figure 5.5. Double averaged quadrant analysis: variations of $|\langle S_{i,H} \rangle|$ with $H$ at two flow depth elevations from the artificial bed surface for case $k_s=0.2d_{50}$, $d_{50}=28$ mm, $Q=0.006$ m$^3$/s.

The contribution of both outward and inward interactions to Reynolds shear stress in Q1 and Q3 events disappear when $H \geq 3$, and $H \geq 4$, respectively, at the two different flow depth elevations from the bed surface. However, the contribution of both ejection and sweep events in Q2 and Q4 to Reynolds shear stress is still active when $H>4$. As illustrated in Figure 5.5, the contribution of ejection events to Reynolds shear stress near the bed in experiment 5 is slightly less than the ejection events near the water surface. The contribution of sweep events to Reynolds shear stress near the water surface is somewhat less than sweep events near the bed.

Figure 5.6 shows double averaged $|\langle S_{i,H} \rangle|$ normalised with maximum shear stress in the flow direction versus hole size ($H$) for experiment 6 at $Z=10$ mm near the bed surface and $Z=60$ mm near the water surface. Figure 5.6 shows that the contribution of outward and inward interactions events to $|\langle S_{i,H} \rangle|$ near the water surface in experiment 6 is marginally larger than such events near the bed. Outward interaction events near the water and bed surfaces become inactive when $H>4$ and $H>3$, respectively, at the two different flow depth elevations from the bed surface for experiment 6. Similarly, inward interaction events near both the water and bed surfaces become negligible when $H>4$. In addition, both ejection and sweep events contribute to $|\langle S_{i,H} \rangle|$ more than either outward or inward interaction events. However, these events remain effective when $H>4$. 

111
Figure 5.6. Double averaged quadrant analysis: variations of $|\langle S_{1,H} \rangle|$ with $H$ at two flow depth elevations from the artificial bed surface for case $k_s=0.18d_{50}$, $d_{50}=28$ mm, $Q=0.009$ m$^3$/s.

It should be pointed out that slight differences were found in the contribution of ejection and sweep events to Reynolds shear stress near the bed surface and close to the water surface for experiment 6. These findings contrast with the data reported for experiment 5, as well as all the experiments above the natural gravel-beds, and that found in the literature. This could be attributed to the fact that experiment 6 was carried out under high relative submergence conditions, unlike all the other experiments which were carried out under intermediate relative submergence conditions.

Generally, all events completely disappear when $H>10$ in both experiments 5 and 6 unlike that found in experiment 3 where events continue until $H \approx 12$. However, the bulk velocity in experiment 3 was lower than that applied in experiments 5 and 6. Equally, experiment 3 was carried out above a natural gravel-bed with $k_s=26$ mm, which is higher than that in experiment’s 5 ($k_s=6$ mm) and 6 ($k_s=5$ mm). The roughness effect also was noticed by Nakagawa and Nezu (1977). Overall, all events are insignificant when $H=14$. It has been experimentally demonstrated that all events are negligible when $H > 15$ regardless of the flow depth (Sarkar et al. 2016).

It can be clearly seen from Figure’s 5.5 and 5.6 that both ejection events in the second quadrant ($u' <0$ and $w' >0$) and sweep events in the fourth quadrant ($u'>0$ and $w'<0$) dominate. This means there are more low-speed, outward-moving fluid structures
as well as more high-speed, inward-moving fluid structures in both experiments above the artificial bed compared with any other turbulent events. Due to the sweep events towards the bed and the ejection events away from the bed, there are many upward and downward flows in all experiments above all bed types. These events lead to the exchange of fluid between the subsurface and the water column. Such event phenomena also play a role essential for the resuspension of fine particles from permeable rough-beds.

### 5.3 Interstitial Flow in Natural Gravel-Bed and Artificial-Bed

Interaction between surface and subsurface flow is essential because it plays a role in controlling the exchange of dissolved oxygen, nutrients and pollutants between the subsurface and the water column of gravel-bed rivers, which in turn, affects the water quality of riverine ecosystems (Packman et al. 2004; Manes et al. 2009; Higashino et al. 2009).

In this section, a preliminary study of interstitial flows through natural gravel-beds (experiments 1 and 4) and an artificial bed (experiments 5 and 6) are presented. All experiments were conducted under uniform flow conditions and intermediate or high relative submergence ($H_{\text{max}}/\sigma_b=10.47, 15.35, 19.69$ and $24.67$, for experiments 1, 4, 5, and 6 respectively), as shown in Table 3.2 and Table 4.1. The theoretical subsurface velocity for experiments 1, 4, and 5-6 was found to be 0.003 m/s, 0.004 m/s, and 0.005 m/s, respectively.

The reason for the investigation of interstitial velocity through different beds is to clarify the effects of overlying flow on pore space flow and vice versa. To this end, the dye was injected at approximately half the depth of the bed from the surface to help identify flow paths within the bed. To further understand the interaction between the water column and pore water, the dye also was injected at approximately the first layer of the bed surface in both experiments 5 and 6.

Figure 5.7 shows a contour map of the subsurface velocity in mm/s ($U_{\text{sub}}$) collected by endoscope’s 1, 4, and 8 at 5.630 m, 5.711 m, and 5.819 m, respectively, from the flume inlet for both experiments 1 and 4. As shown in Figure 5.7, there are many vectors of average subsurface velocity in different directions as well as recirculating flow, such as upwelling and downwelling flow due to the turbulent flows above the bed. The maximum value of the subsurface velocity at 5.630 m and 5.819 m is 9 mm/s and 5 mm/s,
respectively, for experiment 1, as shown in Figure’s 5.7a and 5.7c, and approximately 10 mm/s and 6.5 mm/s for experiment 4, as shown in Figure’s 5.7d and 5.7f. Thus, there is slightly more flow through the pores of the 35 mm diameter gravel particle bed (experiment 4) compared to that through the 20 mm diameter gravel particle bed (experiment 1).

Figure 5.7 illustrates the value of $U_{sub}$ is approximately 9.5 mm/s for experiment 4 collected by endoscope 4 at 5.711 m from the flume inlet in the streamwise direction. The subsurface velocity remains slightly higher than that found in experiment 1 at the same location, as shown in Figure 5.7b.

**Figure 5.7.** Contour map of subsurface velocity (mm/s) through natural gravel-beds: (a-c) $k_s=2.75d_{s0}$, $d_{s0}=20$ mm, and $Q=0.004$ m$^3$/s (experiment 1), and (d-f) $k_s=1.75d_{s0}$, $d_{s0}=35$ mm, and $Q=0.004$ m$^3$/s (experiment 4) at 5.630 m, 5.711 m and 5.819 m, respectively from the flume inlet in the streamwise direction for both experiments. Dye was injected at approximately half the depth of the gravel-bed from the surface for both experiments.

Figure’s 5.8 and 5.9 show a contour map of the subsurface velocity in mm/s ($U_{sub}$) collected by endoscope’s 1, 5 and 10 at 5.680 m, 5.788 m and 5.923 m from the inlet in the streamwise direction for both experiments 5 and 6 (artificial bed with 28 mm diameter particles). The maximum value of $U_{sub}$ for both experiments is 10 mm/s at a distance of 5.680 m from the inlet in the streamwise direction, as shown in Figure’s 5.8 and 5.9 regardless of the elevation of the dye injection.
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Figure 5.8. Contour map of subsurface velocity (mm/s) through an artificial bed at 5.680 m, 5.788 m, and 5.923 m, respectively from the flume inlet in the streamwise direction: (a-c) where the dye was injected at approximately half the depth of the gravel-bed from the surface, and (d-f) dye was injected at approximately the first layer of the gravel-bed surface. All panels are of experiment 5 where $k_c=0.2d_{50}$, $d_{50}=28$ mm, and $Q=0.006$ m$^3$/s.

Moving on now to consider a general comparison of subsurface velocity through 20 mm gravel particles in experiment 1, through 35 mm gravel particles in experiment 4, and through 28 mm particles in experiments 5 and 6. Figure’s 5.7a to 5.7c show that, for experiment 1, there is a decrease in subsurface velocity between 5.630 m to 5.819 m from the flume inlet in the streamwise direction. Figure’s 5.7d to 5.7f show that for experiment 4, although $Re_k$ (19.700) is higher than that for experiment 1 (13.926), the migration of dye through the pore spaces is slower in experiment 4 compared to experiment 1. This could be due to the bulk velocity in experiment 1 (0.164) being higher than the bulk velocity in experiment 4 (0.145), which enhances the exchange between the water column and subsurface flow.
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Figure 5.9. Contour map of subsurface velocity (mm/s) through an artificial bed at 5.680 m, 5.788 m, and 5.923 m, respectively from the flume inlet in the streamwise direction: (a-c) where dye was injected at approximately half the depth of the gravel-bed from the surface, and (d-f) dye was injected at approximately the first layer of the gravel-bed surface. All panels are of experiment 6 where $k_s=0.18d_{50}$, $d_{50}=28$ mm, and $Q=0.009$ m$^3$/s.

Additionally, $Re_k$ in experiment 4 (19.700) is higher than that in experiments 5 and 6, (14.543 and 16.698, respectively), yet the migration of dye through the artificial bed is slower than both the 20 mm and 35 mm natural gravel-beds. The higher residence time of the dye in experiments 5 and 6 (time≈243.000s) compared to both experiment’s 1 (time≈47.250s) and 4 (time≈54.00s) may be due to the lower porosity of the artificial bed as well as the hydraulic conditions of experiments 5 and 6, as shown in Table 3.2 and Table 4.1. It should also be pointed out that the roughness Reynolds number in both experiments 1 and 4 is higher than in both experiments 5 and 6, which could affect the exchange of flow between the surface and the subsurface. The transfer of mass above a flatbed has been shown to be a function of $K^+$ (Reidenbach et al. 2010). Increasing bed roughness, such as bed particles that protrude into the overlying flow, has also been shown to result in increasing exchange between surface and subsurface flow (Reidenbach et al. 2010).

There are also more recirculating flows occurring in experiments 5 and 6 as well as experiment 4 than the equivalent in experiment 1, as shown in Figures 5.7 to 5.9. This could be due to the void ratio and porosity, which are higher for the 20 mm particle
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diameter gravel-bed in experiment 1 less than the 35 mm particle diameter gravel-bed in experiment 4 and the 28 mm particle diameter artificial bed in both experiments 5 and 6. A review of the wider literature found that subsurface and surface flow in an open-channel can be affected by bed permeability, bedforms, and grain roughness (Han et al. 2019).

It has been demonstrated experimentally that an impermeable bed results in lower flow resistance than a permeable bed by Manes et al. (2009) who measured velocities above one layer of an impermeable bed as well as above and within five layers of a permeable bed of spherical elements. Flow resistance increases with rising Reynolds number as the flow can penetrate the bed and interact with the subsurface flow (Manes et al. 2009). Large-scale eddies within the surface flow have been shown to influence the subsurface flow and might be related to pressure fluctuations (Manes et al. 2009). Such pressure fluctuations could arise due to the roughness of the bed. Here, roughness is indicated by the standard deviation of the bed elevations where the artificial bed, with a value of 3.81 mm, is significantly less rough than the natural gravel-beds of experiment 1, with a value of 7.83 mm, and experiment 4, with a value of 6.06 mm. This topic is widely reported and extensively explored in the literature by Vollmer et al. (2002), who considered highly turbulent pressure fluctuations in the near-bed region and concluded that the impact of the resulting pressure gradients likely scales with roughness. Pressure variations occurring in the boundary layer are expected to result in the exchange of water and mass between the overlying and pore flows. This exchange may be the reason for the short dye residence times observed in-between pores of the natural gravel-bed in this study.

The subsurface velocity in the artificial bed (experiments 5 and 6) was found to be higher than that in the natural gravel-beds (experiments 1 and 4). This could be due to the dye path being easier for the endoscopes to capture through the artificial bed than the natural gravel-bed, as shown in Figure’s 5.10 and 5.11. Although the investigation of subsurface velocity in this study is a preliminary study, the artificial bed was chosen to measure interstitial flow through the bed as much as possible.
Figure 5.10. Dye distribution after measurements were taken for a natural gravel-bed.

Figure 5.11. Dye distribution within the acrylic bed.

The dye injected at approximately half the depth of the bed from the surface migrated slowly within the pore space of both experiments 5 and 6 compared and the dye injected in the first layer of the bed from the surface, as shown in Figure 5.8 and Figure 5.9. This is likely due to the rapid exchange of water and mass between the water column and subsurface due to pressure variations and the hydraulic gradient. A previous study found in the literature demonstrated a close link between dye migration and the boundary layer conditions whereby the dye penetrated deeper into the bed due to the development of preferential flow paths resulting in a degree of pulsating of the flow within the bed (Packman et al. 2004). Additionally, because of the interaction of the turbulent surface
flow with the channel bed, there could be temporal fluctuations in the void water flow field (Packman et al. 2004). The dye distribution could also depend on local velocity and local conditions, such as a high hydraulic gradient \((v^2/2g)\) in the boundary layer, which plays a role in increasing the velocity of water exchanging between the water column and pore water. For example, near the boundary layer, flow is controlled by hydraulic conditions such as bulk velocity, Reynolds number, and bed surface topography. Where turbulent characteristics in the channel can be characterised by Reynolds number, and variations in boundary conditions lead to subsurface exchange flux, as well as momentum moves to the channel bed (Packman et al. 2004; Janssen et al. 2012). The channel velocity and size of the bed particles employ first-order controls on the subsurface exchange (Packman et al. 2004).

There are more upwelling and downwelling flows in the natural gravel-beds than in the artificial bed. As explained earlier in Section 5.2, this could be related to the contribution of both ejection and sweep events in Q2 and Q4 to Reynolds shear stress, which is relatively large compared to the outward and inward interaction events in Q1 and Q3 during these experiments. This could lead to upward and downward flows that increase the exchange between the water column and the pore flows. The interstitial flow in gravel-beds may affect the overlying turbulent flow characteristics, as observed earlier in Section 4.3.1 when comparing the root mean square of velocity fluctuations of each experiment with the decay function (Nezu and Nakagawa 1993). It can be seen from Figures 5.7 to 5.11 that there are many upwelling and downwelling flows due to the highly porous bed that was employed. These types of flow are significant in the hydrodynamics of a gravel-bed river and contribute to the maintenance of a healthy environment for aquatic organisms to live in. The effects of porosity and bed particle arrangement contribute the most to increasing interstitial velocity in Salmonid Redds beyond any effects of bed topography (Tonina and Buffington 2009).

**5.4 Summary**

In this chapter, quadrant analysis was presented, the contribution of ejection events in the second quadrant \((u'<0\text{ and }w'>0)\) and sweep events in the fourth quadrant \((u'>0\text{ and }w'<0)\) to Reynolds shear stress predominate more than outward interactions in the first quadrant \((u'>0\text{ and }w'>0)\) and inward interactions in the third quadrant \((u'<0\text{ and }w'<0)\) (as shown in Figures 5.1 to 5.6 in Section 5.2). The contribution of ejection events
to Reynolds shear stress near the bed for all experiments is slightly smaller than the ejection events near the water surface. However, the contribution of sweep events to Reynolds shear stress near the bed for all experiments is slightly larger than the sweep events near the water surface. This general pattern for the four events is similar to that found in the literature (e.g. Mignot et al. 2009b; Dey and Das 2012). Small differences were observed in the contribution of ejection and sweep events to Reynolds shear stress near the bed surface and close to the water surface for experiment 6. Inward and outward interaction events in experiment 6 were observed near the water surface, contrary to the other experiments. These results differ from the data reported for experiment 5, all experiments above natural gravel-beds, and that found in the literature. This could be due to the relative submergence as experiment 6 was carried out under high relative submergence flow conditions, all the other experiments were carried out under intermediate relative submergence conditions.

Moreover, for all experiments, outward and inward interaction events near the water and bed surfaces become ineffective when H>4, and H>3, respectively. Besides, both outward and inward interaction events contribute to |\langle S_{i,H} \rangle| less than either ejection or sweep events. However, ejection and sweep events remain active when H>4. Thus, there are more low-speed, outward-moving fluid structures as well as more high-speed, inward-moving fluid structures in experiments above the natural and artificial beds alike compared with any other turbulent events. There are many upward and downward flows in experiments above natural and artificial beds because of the sweep events towards the bed and the ejection events away from the bed. These events result in the exchange of fluid between the bed and the overlying flow.

Overall, when H>10, all events totally disappear in all experiments except for experiment 3 where events continue until H≈12. Thus, the occurrence of ejection events might increase with an increasing bulk velocity above permeable beds. In conclusion, sweep and ejection events are the main contributors to total Reynolds shear stress generation.

This chapter has also described the methods used for a preliminary investigation of interstitial flows through measurements of subsurface velocity for four experiments performed under uniform flow conditions, and intermediate and high relative submergence using endoscopes and dye path tracking. Firstly, the highest subsurface velocity was found through the 20 mm diameter gravel particles of experiment 1 at 9 mm/s, which is approximately 6% of the bulk velocity (see Section 5.3 and Figures 5.7a
to c). Secondly, subsurface velocity through the 35 mm diameter particles of experiment 4 with a total discharge of 0.004 m³/s was found to be 10 mm/s (see Section 5.3 and Figure 5.7d to f). Finally, the subsurface velocity was shown with two different dye injection locations in the pores of an artificial bed composed of particles with a median diameter of 28 mm in experiments 5 and 6 to equal 0.006 m³/s and 0.009 m³/s, respectively. The faster dye migration in the boundary layer at the point of injection were observed in the second method compared to the first methodology in both experiments 5 and 6 due to high interaction between the water column and subsurface flow near gravel-bed (see Section 5.3, Figure 5.8 and Figure 5.9).
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6.1 Conclusions

The objective of the investigation presented in this thesis was to improve the understanding of the complexities of open-channel flow over rough, porous surfaces such as that found in river systems and the effect of roughness characteristics on turbulent flow phenomena. This thesis focuses on the validation of the velocity profile logarithmic law above highly porous beds. The primary outcomes of each chapter are summarised in the following sections.

6.1.1 Flume Bed Characteristics

Six experiments were undertaken in a narrow recirculating flume ten metres long, 0.3 m wide, and 0.3 m deep under uniform flow conditions. Natural gravel 28 mm in diameter was placed upstream and downstream of the test section. Within the test section (approximately two metres in length), three different bed types were investigated: two natural gravel-beds, one with particles 20 mm in diameter and the other with particles 35 mm in diameter, and one artificial bed, with particles 28 mm in diameter. A gauge-point was used to collect water depth and gravel-bed surface topography measurements. The standard deviation of the natural gravel-bed surface elevations with 20 mm particle diameter was found to be 7.83 mm and with 35 mm particle diameter was found to be 6.06 mm. This agrees well with previous studies for unworked and water-worked gravel-bed rivers (Nikora et al. 2001). However, the standard deviation of the artificial bed surface elevations within the test area was calculated numerically by Stubbs et al. (2018), and it was found to be 3.81 mm, which is half of that found for the natural gravel-beds. The standard deviation of the artificial bed surface elevations is lower than that expected for natural gravel-bed rivers (Stubbs et al. 2018) and, thus, is not as rough as the natural gravel-beds used in this study. The grain size and porosity of the three-bed types investigated here are all in good agreement with that found in previous studies and are hence comparable with natural gravel-bed rivers (Stubbs et al. 2018). It was found that the porosity affects turbulent stresses such as turbulence intensity and Reynolds normal stress, especially in the vertical direction. Porosity is an essential parameter for a
permeable rough bed, and it plays a role in exchange processes between overlying flow and subsurface flow. The exchange of flow between the free surface and the rough bed could affect turbulence intensity above the pore bed and so on. Similar to Nikora et al. (2001), Stoesser (2010) and Stubbs et al. (2018), a roughness geometry function $A(z'\eta)$ was also applied to further determine the roughness characteristics of each bed type, as explained in Chapter 3 Section (3.4). This showed that all the beds investigated here exhibit a normally distributed surface roughness like gravel-bed rivers found in nature. Since the characteristics of turbulent flow over a boundary are directly related to the roughness of that boundary, it was determined that the turbulence observed in this study would be like that found in nature.

6.1.2 Flow above Natural Gravel and Artificial Beds

Whether the velocity profile above a porous gravel-bed obeys the logarithmic law, the exponential decay functions of turbulent intensities and other turbulent stresses under intermediate and high relative submergence is a subject matter of debate. Therefore, velocity data were gathered above the natural gravel-beds and acrylic bed using ADV instruments under uniform, intermediate, and high relative submergence flow conditions. In addition, this thesis concentrated on the analysis of the overlying turbulent flow by applying a time-space averaging methodology to the Navier-Stokes equations to elucidate flow behavior from profiles of streamwise velocity, turbulence intensities, Reynolds shear stress, turbulence kinetic energy, Reynolds normal stress, and quadrant analysis. Validation of the logarithmic law using double-averaged velocity statistics, as reported by Nezu and Nakagawa (1993) and Nikora et al. (2001), has been undertaken for three different beds. Root mean square velocity fluctuations were used to describe turbulence strength. Turbulence intensity was compared to the exponential decay functions reported by Nezu and Nakagawa (1993) in the three-component directions.

The main conclusions of this thesis are, firstly, that the theoretical logarithmic law is valid above all beds for intermediate and high relative submergences when the von Karman’s constant, $\kappa$ equals 0.38, 0.39, 0.4 and 0.38 for experiments 1, 2, 3 and 4, respectively. $\kappa$ may increase with increasing bed porosity for flow above a natural gravel-bed. The variation in von Karman’s constant may be due to the variation in flow conditions and different beds. The effect of different beds (approximately 7%) on $\kappa$ was found to be higher than the effect of hydraulic conditions (approximately 5%).
These experiments showed different values for von Karman’s constant ranging from 0.38 and 0.41 and that the mixing length increases as von Karman’s constant increases. Von Karman’s constant is an important parameter when considering both fish and riverine habitats in general. Bed particle mobility is determined by the relationship between the hydrodynamic Reynolds shear stress and the sediment shear stress (according to the Shields approach). This study showed that as von Karman’s constant increases, Reynolds shear stress decreases, thus reducing the ability of the fluid flow to move bed particles. Such a scenario occurring in a natural river would provide an area suitable for both adult and juvenile fish populations, as well as redds of eggs. This study also showed that increasing shear stress results in a reduction in the overlying mean channel velocity. Thus implying that colmation processes, in a natural river, would occur resulting in reduced dissolved oxygen exchange between the channel flow and the inter-particle bed flow which could negatively impact fish eggs.

Due to the increased protrusion of particles from the natural gravel-beds in comparison with the artificial bed, the Nikuradse equivalent sand roughness, $k_s$, was found to be higher in value for the natural gravel-beds than that for the artificial bed. Different values for $k_s$ were obtained above the same bed surface and this was interpreted to be due to the different hydraulic conditions. Therefore, the differences found in $k_s$ are approximately 52% and 91% due to hydraulic conditions and bed characteristics, respectively.

In addition, there are expected differences between the velocity profiles above the acrylic bed and those above natural gravel-beds. This may be a result of $K^+$, where increasing $K^+$ shifts the velocity profiles increasingly downwards. It is clear from this study that the normally considered constant parameters of the logarithmic law change with bed characteristics such as porosity, sediment size, sediment arrangement, bed roughness, $K^+$, as well as flow conditions such as flow depth. It should also be pointed out that $k_s$ is inversely linked to the $Re_R$ number, where $k_s$ decreases with increasing Reynolds number.

The estimation of the zero-displacement distance requires precise measurement of the hydraulic parameters, such as flow depth. These hydraulic parameters, bed geometry, and relative submergence all influence the determination of the velocity profile fitting. The acrylic bed surface is more uniform in arrangement than the natural gravel-beds leading to a von Karman’s constant of 0.41, obtaining the same $z_0$, and approximately the same $k_s$ ($0.2d_{50}$ and $0.18d_{50}$) for both experiment’s 5 and 6. Overall, the zero-
displacement distance for all experiments of this investigation is approximated to be as the assumption \(((\sigma_b + d_{50})/2)\). The most significant observation of this study is that the validation of the logarithmic law in flows under intermediate and high relative submergence conditions is that both hydraulic condition and roughness features play a role. Therefore, the effect of hydraulic conditions (approximately 14%) on zero-displacement distance is less than the effect of the bed characteristics (approximately 25%).

Furthermore, normalised double averaged turbulent intensity in the three-component directions above natural gravel-beds and acrylic bed were presented and compared with the exponential decay functions. It was found that the values of the empirical constants of the exponential decay functions of double averaged turbulent intensity in the streamwise direction somewhat compared to that obtained in the literature. However, the values of the empirical constants of the exponential decay functions of double averaged turbulent intensity in both cross-streamwise and vertical directions were found to be dissimilar to that obtained in the literature. It should be noted that the exponential decay functions from the previous studies were derived above impermeable beds, whereas the current experiments were carried out above highly porous beds. Thus, the velocity is non-zero close to the bed and causes recirculated flow such as upwelling and downwelling flow in the near-bed region. This leads to the exchange of flows between the subsurface and the water column. This phenomenon could affect overlaying instantaneous velocity fluctuations and thus decrease turbulence intensity.

The difference between the empirical constants of the exponential decay functions in the current study and previous studies could be due to the presence of bed particles in natural riverbeds that are noticeably larger than the viscous sublayer so that their roughness can be described by some feature sizes of bed grains (Nikora and Smart 1997). It is likely that the constants of the exponential decay functions depend on the experimental situation. Comparison between the turbulence intensity profiles above the acrylic bed and the natural gravel-beds showed that the relative submergence affects the streamwise turbulence intensity more than $K^+$. However, the relative submergence might affect the turbulence intensity in the vertical direction to a lesser degree. The key findings of this investigation are that, in general, turbulent intensity distributions in the three-component directions decrease linearly with flow depth with the highest values at the bed surface. This study also confirmed the magnitudes of $\langle U_{RMS} \rangle / u_* > \langle V_{RMS} \rangle / u_* > \langle W_{RMS} \rangle / u_*$. The influence of porosity and shear velocity is probably greater on the double
averaged values of turbulence intensities, especially in the vertical direction. Otherwise, the relative submergence is likely to affect the streamwise turbulence intensity.

Analysis of the double averaged Reynolds Shear Stress ($\langle \text{RSS} \rangle$) shows, in general, that it decreases linearly with flow depth, with the highest value near the bed for all experiments. The profile of $\langle \text{RSS} \rangle$ could be influenced by the relative submergence, roughness surface, and aspect ratio, but the effect of $K^+$ is insignificant.

The double averaged Reynolds Normal Stress ($\langle \text{RNS} \rangle$), was shown to decrease linearly with increased distance from the bed surface in all three-component directions. The profiles of $\langle \text{RNS} \rangle$ depend upon the hydraulic conditions, aspect ratio, $k_s/H_{\text{max}}$, and shear velocity. In addition, the streamwise and cross-streamwise velocity fluctuations are affected by the relative submergence more than the vertical velocity fluctuation. While the bed characteristics such as gravel size and porosity had a greater effect on $\langle \text{RNS} \rangle$ in the vertical direction than in the other two-component directions. The results of this study showed that $\rho(\overline{u_{\text{RMS}}}^2)/u^*_r > \rho(\overline{v_{\text{RMS}}}^2)/u^*_r > \rho(\overline{w_{\text{RMS}}}^2)/u^*_r$, like that found in the literature. Therefore, both $\rho(\overline{u_{\text{RMS}}}^2)/u^*_r$ and $\rho(\overline{v_{\text{RMS}}}^2)/u^*_r$ contribute to total TKE more than $\rho(\overline{w_{\text{RMS}}}^2)/u^*_r$.

The highest values of $\langle \text{TKE} \rangle$ are near the bed which then decreases linearly towards the water surface. There is a variation in the profiles of the double averaged turbulence kinetic energy due to the different hydraulic conditions and bed types. The porosity and relative submergence affect the behaviour of $\langle \text{TKE} \rangle$.

In summary, the first-order statistical analysis in this thesis shows that the bed structure and $K^+$ are the most influential on the velocity profile. However, porosity and relative submergence are the most influential on the turbulence intensity, $\langle \text{RSS} \rangle$, $\langle \text{RNS} \rangle$, and $\langle \text{TKE} \rangle$. In general, both flow conditions and bed characteristics play a role in affecting the first- and second-order statistics.

6.1.3 Near-Bed and Interstitial Flows

In this study, quadrant analysis was presented and showed that the contribution of ejection and sweep events to Reynolds shear stress dominates more than outward and inward interactions. In addition, due to relative submergence, the pattern of double averaged quadrant analysis in experiment 6 is different to the other experiments. It can be concluded that relative submergence affects Reynolds shear stress as observed through quadrant analysis.
Generally, the occurrence of ejection events could increase with an increasing bulk velocity above natural gravel-beds. It can be pointed out that upward and downward flows occur in experiments above natural gravel-beds and an artificial bed alike due to the ejection events away from the bed and the sweep events towards the bed. Thus, there are more low-speed, outward-moving fluid structures as well as more high-speed, inward-moving fluid structures in the experiments. Such events enhance the turbulent exchange between interstitial and overlying flows. It can be concluded that sweep and ejection events are the main contributors to the generation of Reynolds shear stress.

The study presented here investigates subsurface average velocity in natural gravel-beds and an artificial bed as well as the effects of both overlying turbulent flow and characteristics of the bed on subsurface flow and vice versa. In this study, preliminary measurements of pore space velocity were collected. The outcome of this study leads to the conclusion that bed characteristics such as bed permeability, porosity, void space size, and bed surface features affect average interstitial velocity within the riverbed itself. Hydraulic conditions and the overlying turbulent flow characteristics, such as the root mean square of velocity fluctuations, result in reduced dye residence times in the pore spaces. The bed configuration is likely to influence upwelling and downwelling flows. For example, particles of the natural gravel-beds protruded more into the near-bed flow than that of the artificial bed. Equally, the \( k_s \) for the natural gravel-beds was higher than that of the artificial bed. The flow enters into pore space as vertical inwards and outward events and horizontal flow although contribution sweep events to Reynolds shear stress dominate near the beds. The contribution of both ejection and sweep events in Q2 and Q4 to Reynolds shear stress in the overlying flow results in the exchange of flow between the surface and subsurface.

From this study's point of view, the local version of velocity and hydraulic conditions as well as bulk flow conditions in open-channel flow have a considerable effect on exchange flow between overlying flow and subsurface flow the gravel-bed rivers such as momentum transport to bed and vice versa. In addition, this study increases insight into the interaction between surface and subsurface flows and furthers our understanding of the effects bed characteristics, turbulent features, and hydraulic conditions have on subsurface flow. This interaction plays a significant role in near-bed hydrodynamics of gravel-bed rivers, such as driving colmation and decolmation processes as well as the transport of important solutes for fishes during their hatching and alevin periods.
6.2 Contributions

The contributions of this study to the research topic of turbulence above highly porous beds and in subsurface flow are as follows:

1. The dependence of von Karman’s constant on relative submergence is still not clear (Gaudio et al. 2010; Rouzes et al. 2019). This study provides evidence that with increasing relative submergence, von Karman’s constant approaches the traditional value of 0.41.

2. These experiments showed that von Karman’s constant ranges from 0.38 to 0.41 and increasing von Karman’s constant leads to a decrease in Reynolds shear stress from the fluid. Due to the use of different bed surfaces and hydraulic conditions in this study, distinctions between the effects of such differences on turbulent flow above rough, porous beds can be made. The effects of changing bed surface characteristics on turbulent flow both within and above gravel-beds are more significant than the effects of changing hydraulic flow conditions. Clarification was required about whether the zero-displacement distance varies with bed configuration or hydraulic conditions (Mohajeri 2014) or other parameters (Gaudio et al. 2010; Antico et al. 2019). Therefore, this study provides evidence that bed configuration affects the logarithmic law parameters, such as zero-displacement distance, von Karman’s constant, and the Nikuradse equivalent sand roughness more than hydraulic conditions.

3. Zero-displacement distance is as the assumption \( \left( \frac{\sigma_b + d_{50}}{2} \right) \) convenient to find other parameters of logarithmic law, and \( \kappa \) increase with increasing bed porosity for flow above a natural gravel-beds.

4. The bed structure and roughness Reynolds number are the most significant on the velocity profile. However, relative submergence, aspect ratio, \( k_s/H_{\text{max}} \), and shear velocity are the most significant on the turbulence intensity, Reynolds shear stress, Reynolds normal stress and turbulence kinetic energy.

5. This study qualified the quantification of turbulent intensity in flows above a porous bed compared to that above a smooth and impermeable beds flow. It was noticed that subsurface velocity affects velocity fluctuations near gravel-beds and vice versa.
6. The results of this study can be used as a database for future numerical and experimental studies.

6.3 Recommendations and future research

It was impossible to examine all probable areas of interest during this study due to limitations on equipment, time, and facilities. Consequently, the following are recommendations proposed for further research:

1. In this study, the logarithmic law was validated at intermediate and high relative submergence flow conditions above highly porous beds. In order to further understand the streamwise velocity distributions, more investigations are needed under low relative submergence flow conditions and above various beds of different porosity.

2. This study used different porous bed configurations with different flow depths to investigate the logarithmic law parameters. However, further investigation of such parameters is needed with a constant flow depth above different bed configurations.

3. This study distinguished between the effects of bed configurations and hydraulic conditions on the logarithmic law parameters in clear water. However, the investigations need to be expanded for unclear water, i.e.: containing suspended sediments, to provide a complete picture of the behaviour of the logarithmic layer above porous beds in an open-channel.

4. This study used different gravel sizes and materials outside of the test section compared to that within to cover the entire flume during each experiment. Therefore, future experiments need to expand by using the same particle size throughout the flume for each experiment. This is to guarantee the same hydraulic characteristics occur above and within the bed from the inlet to the outlet of the flume.

5. Further investigations are required using piezometers to give more insight into the effect of the bed on the water surface and the interaction between interstitial flow and the water surface.
6. The velocity statistics presented in Chapter 4 were obtained using an ADV instrument. There are, however, other measurement techniques that have a higher temporal and spatial resolution such as Particle Image Velocimetry (PIV) or Laser Doppler Anemometer (LDA), that could be employed for future work.

7. Interstitial flow could be measured using high-resolution PIV systems founded upon endoscopy, such as Endoscopic Particle Image Velocimetry (EPIV) (Blois et al. 2012).
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Appendix A

Figure A.1. Contour map of subsurface velocity (mm/s) through natural gravel-bed from (a) to (e) for an experiment of \( k_s = 2.75d_{50}, d_{50}=20 \text{ mm}, Q=0.004 \text{ m}^3/\text{s} \) (experiment 1) at a distance 5.657 m, 5.684 m, 5.738 m, 5.765 m and 5.792 m, respectively from the inlet of the flume in streamwise direction for both natural gravel-bed experiments and dye was injected at approximately half the depth of the gravel-bed from the surface.
Figure A.2. Contour map of subsurface velocity (mm/s) through natural gravel-bed from (a) to (e) for an experiment of $k_s=1.75d_{50}$, $d_{50}=35$ mm, $Q=0.004$ m$^3$/s (experiment 4) at a distance 5.657 m, 5.684 m, 5.738 m, 5.765 m and 5.792 m, respectively from the inlet of the flume in streamwise direction for both natural gravel-bed experiments and dye was injected at approximately half the depth of the gravel-bed from the surface.
Figure A.3. Contour map of subsurface velocity (mm/s) through the artificial bed from (a) to (g) dye was injected at approximately half the depth of the gravel-bed from the surface for an experiment of $k_s=0.2d_{50}$, $d_{50}=28$ mm, $Q=0.006$ m$^3$/s (experiment 5) at a distance 5.707 m, 5.734 m, 5.761 m, 5.815 m, 5.842 m, 5.869 m and 5.896 m, respectively from the inlet of the flume in a streamwise direction in artificial bed experiments.
Figure A.4. Contour map of subsurface velocity (mm/s) through the artificial bed from (a) to (g) dye was injected at approximately the first layer of the gravel-bed surface for an experiment of \(ks=0.2d_0\), \(d_0=28\) mm, \(Q=0.006\) m\(^3\)/s (experiment 5) at a distance 5.707 m, 5.734 m, 5.761 m, 5.815 m, 5.842 m, 5.869 m and 5.896 m, respectively from the inlet of the flume in a streamwise direction in artificial bed experiments.
Figure A.5. Contour map of subsurface velocity (mm/s) through the artificial bed from (a) to (g) dye was injected at approximately half the depth of the gravel-bed from the surface for an experiment of $k_s=0.18d_{50}$, $d_{50}=28$ mm, $Q=0.009$ m$^3$/s (experiment 6) at a distance 5.707 m, 5.734 m, 5.761 m, 5.815 m, 5.842 m, 5.869 m and 5.896 m, respectively from the inlet of the flume in a streamwise direction in artificial bed experiments.
Figure A.6. Contour map of subsurface velocity (mm/s) through the artificial bed from (a) to (g) injected at approximately the first layer of the gravel-bed surface for an experiment of $k_s=0.18d_{50}$, $d_{50}=28$ mm, $Q=0.009$ m$^3$/s (experiment 6) at a distance 5.680 m, 5.788 m and 5.923 m, respectively from the inlet of the flume in a streamwise direction in artificial bed experiments.