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Abstract: The Personal Information Protection Law (PIPL) was launched on 1 November 2021 in 

China. This article provides a state-of-the-art review of PIPL through a policy analysis. This paper 

aims to compare the three main worldwide data privacy paradigms that exist at present: (i) the 

General Data Protection Regulation (GDPR) in the E.U., (ii) the California Consumer Privacy Act 

(CCPA) in the U.S., and (iii) PIPL in China. The research question is twofold: (i) how will PIPL affect 

the data privacy of Chinese citizens and consequently, (ii) how will PIPL influence the global digital 

order, particularly paralleling the existing GDPR and CCPA? In the first section, this article intro-

duces the topic of data privacy as a global concern, followed in the second section by an in-depth 

policy context analysis of PIPL and a literature review on privacy that elucidates in particular the 

impact of the Social Credit System (SCS). In the third section, a comparative benchmarking is carried 

out between the GDPR, CCPA, and PIPL. Methodologically, policy documents around PIPL will be 

analyzed. In the fourth section, the case study of Shenzhen will be examined by undertaking a multi-

stakeholder analysis following the Penta Helix framework. The article concludes by responding to 

the research questions, acknowledging limitations, and presenting future research avenues. 

Keywords: PIPL; data privacy; China; Social Credit System; smart cities; GDPR; CCPA;  

benchmarking; DAOs; Shenzhen 

 

1. Introduction: Data Privacy as a Global Concern 

Broadly speaking, a smart city should be a city that utilizes data science and technol-

ogy to gather data, improve citizen life, and manage resources effectively and efficiently. 

Technology, embodied through so-called smart cities, has been therefore integrated into 

nearly all aspects of public and private urban life, promising opportunities to optimize 

key components of human settlements including mobility, energy, water, healthcare, ed-

ucation, housing, public services, public space, physical infrastructure, and the environ-

ment [1]. 

However, over the last several years, a debate has emerged worldwide about citi-

zens’ data privacy issues [2,3]. With the advent of big data, the value chain of such data 

seems effective in smart cities, which cannot be understood without the technological suc-

cess of the smart city [4]. Big data is also closely connected to the way citizens can be 

surveilled [5]. Data sharing, trust, governance, stewardship, and co-operatives are, among 

other things, several related notions that have arisen around the idea of the city as a plat-

form [6]. Citizens should not only be considered data providers insofar as their lives may 

depend increasingly on their decisions regarding their data [7]. However, we still witness 

the same promise of data-driven cities attempting to materialize by a burgeoning compli-

ance with data privacy needs. Despite the sensorization of smart cities, they have created 
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an ongoing industry, which, despite its advances, has raised privacy concerns, sparking a 

variety of regulatory frameworks worldwide [8]. As Véliz argues, surveillance is creeping 

into every part of our lives—from the moment we wake up and check our phones, to when 

we are listening to our smart speakers or surfing the Internet—our personal data is being 

constantly captured by Big Tech corporations in a hyperconnected data economy [9]. 

Data privacy nowadays is a triggering issue. Reports focused on privacy issues and 

digital rights have become numerous in popular media. Indeed, there is an exponentially 

increasing number of online users on the Internet. In particular, more and more online 

events like remote working and online classes have become more widespread during 

COVID-19. However, more online events mean more personal data that one is required 

to share, which calls for a system that can soundly protect personal information. Citizens 

are facing the simultaneous need to maintain privacy and reveal personal information for 

the purpose of obtaining diverse services [10]. Under the conditions of the digital econ-

omy, data privacy thus has already become a global concern, and probably a geopolitical 

battleground in terms of data and digital sovereignty [6]. 

Against this backdrop, there are the regional typologies in data governance world-

wide: (i) the GDPR in the E.U. [11], (ii) the California Consumer Privacy Act (CCPA) in 

California in the U.S. [12], and (iii) the recent data regulation called the Personal Infor-

mation Protection Law (PIPL) in China [13]. The latter seems to emulate the goals of the 

so-called GDPR, and being effective from 1 November 2021. Furthermore, data sover-

eignty will prevail in an increasing number of policy debates and discussions around the 

globe including E.U., U.S., and China, thus sparking an insightful diversity of reactions 

[6]. It goes without saying that the so-called Social Credit System (SCS) in China may also 

be deeply influenced by this new regulation insofar as data privacy is at the core of this 

main regulation [14,15]. Reijers et al. define the citizenship regime associated with SCS in 

China as cybernetic citizenship arguing that “SCS shapes the space, time, and interactions 

among peer citizens, and these are turned into communicating nodes that are put into a 

systemic relation with defined ends of their political community” (p. 8). Privacy needs 

stemming from PIPL cannot be explained without the deep influence that SCS—even be-

yond technical interpretations—has been imposing over citizens and the emerging citi-

zenship regime called cybernetic citizenship that has been exacerbated in postpandemic 

China. This article takes a technopolitical position to analyse data privacy from a global 

perspective rather than from a particular technical perspective or with an eye for the prac-

tical implications of data privacy [16]. In doing so, this article adopts a comparative policy 

approach. As such, comparing three global paradigms is presented as a macropolicy anal-

ysis that is far from a pure technical perspective. Moreover, given the scope of the policy 

analysis suggested, technical cases should be made case by case, while taking into account 

the point of departure that this article elucidates. Failing to do so might potentially disable 

comparative global academic observations by taking an extremely partial focus and not 

focusing on context-specific dimensions, such as SCS and cybernetic citizenship. 

The globally widespread phenomenon of algorithmic disruption has led to new con-

sequences—such as hypertargeting through data analytics, facial recognition, and indi-

vidual profiling—perceived by many as threats and resulting in undesirable outcomes, 

such as massive manipulation and control via a surveillance capitalism push in the United 

States (U.S.) and the SCS in China [5,14]. In contrast, these technopolitical concerns raised 

a debate in Europe that crystallized into the General Data Protection Regulation (GDPR), 

which came into being in May 2018. The emergence of the algorithmic disruption has 

spurred a call to action for cities in the European Union (E.U.), establishing the need to 

map out the technopolitical debate on “datafication” or ”dataism” [2]. Moreover, the dis-

ruption has also highlighted the potential requirements for establishing regulatory frame-

works to protect digital rights from social innovation and institutional innovation [17]. 

Such policy experimentation frameworks for urban governance cover not only demands 

for privacy, but also ownership, trust, access, ethics, AI transparency, algorithmic autom-

atization, and, ultimately, democratic accountability [18]. 
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With a particular focus on China that dates back to the 1980s, we see that along with 

China’s reforms and its opening to a new version of urban capitalism [19], some research-

ers have started to consider the definition of privacy in China as a general idea [20]. Alt-

hough experts oversaw the legal protection of privacy based on China’s existing situa-

tions, their work remained out of public view for years. In China, personal information 

was often leaked, leading to identity theft. In fact, there are a lot of laws, such as the Con-

sumer Protection Law and the Cybersecurity Law, which contain content related to per-

sonal information protection [21]. But these laws are hard to implement, owing to ineffec-

tive law enforcement and little public attention. 

In recent years, with the rapid development of Internet of things (IoT) and mobile 

payments and especially online shopping on sites like Taobao and JD in China, many con-

sumers are willing to offer their personal information to purchase items on these plat-

forms, given the ability to shop 24/7 and the trust that exists between buyers and sellers 

[22]. Only when brands offer more information proactively and guarantee consumers’ in-

formation protection will the consumers build up a sense of trust. As online consumers, 

Chinese citizens began to defend their interests by using the power of the Internet [23]. In 

this scenario, the issues of data privacy are highly considered because it is much easier to 

sell the personal information of customers. In addition, current big data discrimination 

issues are widely considered; this refers to intelligent algorithms that decide price in a 

biased manner based on big data analytics [24]. For instance, such unfair algorithms can 

learn the potential customers who perhaps buy cars frequently by using big data analysis 

and offer them at higher prices to buyers because of the built trust. 

In particular (and this is the focus of this article), during the COVID-19 pandemic, 

too many facial recognition platforms and other forms of information collection further 

led to higher demands for protection of personal information [25]. A variety of social is-

sues regarding technological development urged the Chinese government to establish 

and launch PIPL. PIPL, the recent data privacy regulation, basically focuses on personal 

information protection and social problems that concern citizens [26]. PIPL regulates data 

privacy based on individual and data-handler perspectives. Moreover, the government 

constricts data transmission and algorithmic requirements that risk personal information 

leakage. 

Before the publication of PIPL, GDPR and CCPA were the two regulations stressing 

the right to personal data. GDPR is one of most comprehensive regulations on data pri-

vacy worldwide. Compared with the GDPR and CCPA, PIPL has several similarities with 

regard to data privacy issues, but it is much shorter and has less detailed content. Addi-

tionally, PIPL takes several innovative articles based on Chinese current conditions into 

consideration, which was not the case for the previous two regulations. 

Hence, this article aims to shed light on the recent PIPL regulation in China while 

providing a benchmarking and comparative study about the existing three hegemonic 

paradigms in the global digital order at present. This article opens a new research line on 

comparative data privacy by examining the main three data privacy paradigms at present: 

the General Data Protection Regulation (GDPR) in the E.U., the California Consumer Pri-

vacy Act (CCPA) in the U.S., and PIPL in China. Consequently, the research question of 

this article is twofold: (i) how will PIPL affect the data privacy of Chinese citizens and, 

more broadly, (ii) how will PIPL influence the global digital order, particularly by paral-

leling the existing GDPR and CCPA [27]? 

This article focuses pre-eminently on a provision of PIPL’s state of the art through a 

policy analysis by comparing the abovementioned three worldwide data privacy para-

digms. Hence, despite the existence of a rich and vast amount of technical literature on 

data privacy (and in particular data protection), this article aims to open up a new research 

avenue from a policy perspective, rather than providing practical applications from a 

technical perspective. In order to respond to the research questions above, this technical 

perspective, though necessary and extremely interesting, goes beyond the scope of this 

article. Nonetheless, given that the main contribution of this article is framing the global 
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digital policy context by locating PIPL in the core of the analysis, this article invites further 

technical interpretations and examinations about practical applications not only about 

PIPL but also about GDPR and CCPA. Moreover, given the extremely timely launch of 

PIPL, it could be still too nascent to conduct empirical research on technical differences 

when the global regulatory frameworks are currently being deployed. In summary, this 

article should be understood as a point of departure to initiate a new research avenue on 

data privacy regarding the main digital policy paradigms. 

The article is structured as follows. In the next section, a literature review on data 

privacy and policy context analysis on China’s PIPL will be described, followed by a com-

parative analysis of the three paradigms. The fourth section revolves around the case of 

Shenzhen to provide insights on the way stakeholders are interpreting the aftermath of 

PIPL. The article concludes by (i) answering the research questions, (ii) highlighting some 

limitations about the scope of this article given the timely content, and (iii) suggesting 

future research avenues. 

2. Literature Review on Data Privacy and Policy Context Analysis on PIPL 

This section provides an in-depth analysis of the policy context of PIPL in China. This 

section shows how PIPL could be a game changer not only in the global digital order but 

also internally with regard to SCS. 

The SCS was launched by the Chinese Communist party in 2014 to give shape to civic 

life in the urban realm, through city pilots and commercial platforms in cyberspace. This 

article argues that SCS represents the introduction of cybernetic citizenship governance [15], 

by systematizing a range of recursive feedback loops that harbor the potential to affect the 

lives of citizens anywhere, at any time. During the pandemic, the SCS has been used to 

adapt governance to impact the behavior of citizens [28]. The costs and benefits imposed 

by the SCS are not of a monetary nature, but rather attach to one’s general standing as a 

citizen, bestowing certain privileges and restrictions. With regard to data privacy, the SCS 

has introduced a radically new form of citizenship governance, one that most likely must 

still be proven in terms of effectiveness but which nonetheless is rigorously pursued by 

the Chinese government. The literature review shows the value that the Chinese govern-

ment places on citizens’ data privacy, and this should ensure a proxy to consolidate data 

sovereignty internally and externally [6,29–36]. Thus, PIPL and SCS might be seen as mu-

tually reinforcing a data governance model and data sovereignty. 

Regarding data sovereignty, it is worth mentioning the key contribution made by 

Yanqing, which reinforces the main idea of this article around data sovereignty, data pri-

vacy, and cross-border data access. According to Yanqing [37], “China has chosen to up-

hold the traditional concept of sovereignty in cross-border data access, based on the over-

all international situation and the need to safeguard China’s overall sovereignty, security, 

and development interests. (…) Can China strike a balance between old principles and 

flexibility and smartly safeguard data sovereignty?” (p. 16). The more data flows China 

attracts, the more control it can gain. Unlike physical territories, data inevitably flows 

across borders. Thus, data sovereignty should be more than a government’s control over 

data within its jurisdiction: it must enhance the capability to access, process, and utilize 

local and extraterritorial data through flows and ecosystems [8]. To safeguard data sover-

eignty, China should allow Chinese private firms to access and utilize more data globally, 

even competing with the broad U.S. network of global firms. PIPL should be understood 

to be entirely connected with the idea that the scope of data sovereignty should be ex-

tended. While adhering to the traditional concept of sovereignty and multilateralism, in 

the digital era, China, through PIPL, seems to establish a good data flow order for Chinese 

private firms with globally integrated operations. Thus, PIPL is a critical component in 

the local and extraterritorial design of China’s model of cross-border data access; conse-

quently, SCS serves to internally consolidate data feeds and flows. 

Before conducting the literature review on data privacy, it is worth addressing sev-

eral points on the SCS [14,15]: (i) the SCS is preeminently a sociotechnical system that 
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explicitly targets citizenship by (ii) involving city pilots and smart city initiatives, agencies 

of regional and national government, and Big Tech platforms [38–41]. Thus, this article 

establishes a linkage between SCS and data privacy through the main, common idea that 

both are based on professional ethics and behavioral norms. Data privacy, with an initial 

emphasis in terms of rolling out commercial interests for consumption, shows—alongside 

SCS—that the main motivation is covering all of society and thus establishing a new ra-

tionale behind the nexus of data and citizenship [42–44]: a data governance framework 

driven by cybernetic citizenship while being monitored through data sovereignty 

[6,14,15]. This article does not attempt to cover this interesting dimension, but it encour-

ages future research avenues about it at the end of the article. 

2.1. Literature Review on Data Privacy 

Privacy is a concept containing a series of social situations, and thus general ideas of 

privacy are quite intuitive considering the daily lives of citizens [9]. Many definitions of 

privacy prefer to point out an important feature of privacy [45]. Data privacy is an area of 

data protection, with particular attention paid to sensitive data, which is personal infor-

mation privacy [46]. Data privacy refers to the right to select what personal information is 

known to different groups of people [47]. The definition points out the content of infor-

mation controls on individuals and their conversation and behaviors [48]. Privacy in Chi-

nese can be translated as yinsi, which means personal things that people are not willing to 

tell one another or discuss in public [49]. Regulations nowadays usually look for terms 

that have strong connections with data privacy like information protection. The defini-

tions vary based on the development of technology because advanced techniques might 

have the risk of introducing new data privacy issues. In society nowadays, most people 

hold some idea about the importance of data privacy, but it is difficult to provide citizens 

with an exact definition of data privacy [50]. Therefore, regulations like GDPR and CCPA 

propose norms on data privacy and illustrate the rights of companies and individuals to 

set constraints on the issue rather than defining them. Such regulations that protect indi-

vidual fundamental rights can play an essential role in the construction of datafied socie-

ties that aim to be known as “democratic” [51]. During the pandemic in China, there is no 

doubt that providing some personal information like contact tracking could help stop the 

spread of COVID-19 [52–54]. In such conditions, to tackle the surveillance issue of con-

cerned citizens, data privacy regulation could develop a consensus on how to use personal 

data based on current issues. 

Globally speaking, the questions regarding personal information date back to the 

1970s, the period during which computer usage became widespread. When governments 

and organizations coped with a large amount of data through large-scale computers, it 

was hard for traditional legislation to handle issues pertaining to the illegal collection and 

use of personal data [55]. Since then, personal data privacy has become highly regarded, 

and the legislation on this subject keeps evolving in both the U.S. and the E.U. Coob [56] 

tracks the development of data privacy legislation in the U.S. Starting with the Fair Credit 

Reporting Act (FCRA) in 1970, which addressed the interest of individuals, the U.S. gov-

ernment has enacted various data protection legislation, aiming to ensure that personal 

interests in a wide range of situations can be protected. In the E.U., the Data Protection 

Directive regulated the processing of personal data, until even more comprehensive reg-

ulation, the GDPR, evolved toward the European Data Governance Act, which was 

framed through the European Strategy for Data [57–61]. 

China has seen rapid growth regarding the Internet and IoT, despite the fact that the 

Chinese GDP is still a quarter of the North American GDP. China’s embrace of capitalism 

has allowed unprecedented growth due to the highly interregional competition between 

civil servants’ leadership [19,53]. This resonates with the recent publications on the im-

portance of city-regional data ecosystems [8,62]. The hypothesis of this present article, in 

light of the recent PIPL regulation, is that the Chinese government is interested in data 

privacy insofar as it can be arranged in sectoral data ecosystems at the city-regional level 
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as a way to deploy data devolution with city-regional civil servants competing for the best 

data privacy program for their fellow citizens [33,63]. 

In the 1980s, the Township and Village Enterprises promoted by Deng Xiaoping con-

tributed to this growth. Citizens started to consider their individual interests due to the 

developing economy. At that time, the awareness of the right to data privacy had been 

discussed a great deal outside China, but only a few scholars began to develop this area 

[20] within China. Since 2003, the Chinese government has worked on regulating personal 

information protection in digital processes and formed a preliminary patchwork of regu-

lations, and such scattered regulations have been spread out among a variety of laws [21]. 

However, the outcome of the implementation was not obvious because the Internet was 

not universal. Over the course of the decade, with the rise of online shopping, and espe-

cially due to the pandemic, citizens in China have been providing a large amount of data 

when purchasing products. The Chinese government is aware that they should overcome 

the 25% of the North American GDP if they need to become the most innovative country 

worldwide. To achieve this, citizens’ data privacy needs to be highly considered as a crit-

ical factor. 

In conducting a literature review on data privacy, this article found several remark-

able sources in China. According to authors such as Yao-Huai, data privacy development 

in China was shifting due to the influence of Western values [49]. Jingchun also demon-

strates historical data privacy in China compared with Western countries [20]. These 

sources suggested that the discussions on data privacy were once popular at the beginning 

of the 21st century. However, a comprehensive development of the literature on the pri-

vacy issue is absent and scarce from the policy perspective. 

By contrast, there is a rich and remarkable literature from the technical perspective 

that provides practical interpretations [64–72]. Peng et al. interestingly elaborate on the 

need to design a privacy-preserving, contact-tracing framework by proposing P2B-Trace 

based on blockchain [64]. Blockchain has gained its momentum in the postpandemic tech-

nopolitical era, and key literature has already addressed the idea of crypto-politics with 

regard to encryption and democratic practices in the digital era [65]. As such, it is worth 

going back in history to trace the origin of such cutting-edge technical developments that 

are at the origin of blockchain. Timothy May [66] argued in 1988 by launching The Crypto 

Anarchist Manifesto that “Computer technology is on the verge of providing the ability for 

individuals and groups to communicate and interact with each other in a totally anony-

mous manner. Two persons may exchange messages, conduct business, and negotiate 

electronic contracts without ever knowing the True Name, or legal identity, of the other. 

Interactions over networks will be untraceable…. These developments will alter com-

pletely the nature of government regulation, the ability to tax and control economic inter-

actions, the ability to keep information secret, and will even alter the nature of trust and 

reputation.” 

Despite the fact that there is a long discussion about how to protect data privacy from 

the technical perspective, this article does to aim to cover this scope. Nonetheless, Chen 

and Zhao [67] present an analysis on data security and privacy protection issues associ-

ated with cloud computing across all stages of the data life cycle. Peng et al. [68] overcome 

the data-sharing, server-centric approach by suggesting BlockShare as a privacy-preserv-

ing, verifiable data-sharing system based on blockchain. Tavani and Moor [69] controver-

sially suggest an interesting standpoint around privacy from the technical perspective. 

According to them, privacy-enhancing technology (PET) tools do not necessarily ensure 

privacy protection; instead, these tools can actually blur the need for privacy protection. 

In order to avoid such technical issues, Gao et al. [70] suggest reducing the transmission 

cost of blockchain confidential transactions through the novel communications of an effi-

cient, non-interactive, zero-knowledge, range proof protocol that does not have a trusted 

setup called SymmeProof. This protocol is based on blockchain cryptocurrencies to avoid 

tampering attempts from minority attackers by maintaining a copy of all transactions at 

distributed participants. Wang et al. suggests a survey with results on the privacy 
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protection of blockchain [71]. Interestingly, these authors provide several existing solu-

tions to the current problems of user identity and transaction privacy protection, includ-

ing the coin-mixing mechanism, zero-knowledge proof, ring signature, and other technol-

ogies. Finally, Peng et al. [72] suggest BU-Trace, a novel permissionless mobile system for 

privacy-preserving intelligent contact tracing based on QR codes and NFC technologies. 

These authors found that BU-Trace can achieve a privacy-preserving and intelligent mo-

bile system for contact tracing without requesting geo-location or other privacy-related 

permissions. 

More recently though, the Stanford Decentralized Autonomous Organizations 

(DAO) Workshop that took place on 1 September 2022 at the University of Stanford 

showed new developments regarding data privacy, blockchain, and DAOs [73]. The au-

thor of this article has been selected to be among the group of participants and contributed 

to the main conclusions of the workshop in Palo Alto, California (U.S.). Consequently, 

among the outcomes of the workshop, there are several practical implications about data 

privacy worth noting in this article. There are emerging applications around privacy pro-

tection that are increasingly related to DAOs. As such, depending on the specific global 

scenarios we are referring to, data privacy levels could vary and thus could be personal-

ized differently to satisfy different demands. Stemming from the workshop conclusions, 

this article argues that user privacy protection schemes are reliant on the specific data 

privacy global paradigm. Generalizations about how to tailor users’ privacy protection 

schemes will result in a rather difficult task. This analysis and conclusion are based on 

discussions with global experts on blockchain and DAOs regarding data privacy. What is 

also true is that data diversity and dynamics should be considered when conducting pri-

vacy protection initiatives. At present, there is an exponential emergence of data privacy 

protection around the three different data privacy regulations worldwide that this article 

aims to cover. 

To back up this analysis regarding the technical perspective on data privacy, it is 

worth considering the article published by Rennie et al. [74]. According to them, data pri-

vacy and blockchain governance occur through a combination of social and technical ac-

tivities, involving smart contracts, deliberation within a group, and voting. In their article, 

SourceCred open-source software is used through decentralized communities to allow 

data privacy and anonymous interactions. This ethnographic research suggests the im-

portance of merging and blending technopolitical, social, and pure technical perspectives 

on data privacy and blockchain governance. Furthermore, the more applications about 

data privacy protection are emerging, the more obvious seems to be the fact that the tech-

nical perspective needs to include a macro-technopolitical perspective about global regu-

lations as well as the context-specific social and community-driven factors. 

 Consequently, beyond the scope of this article, there is a remarkable amount of tech-

nical literature on data privacy. Nevertheless, being consistent with the research question 

of this article, the focus of this article is a policy analysis rather than a technical, nuanced 

examination of data and its privacy. The article preeminently aims to provide a point of 

departure for further nuanced detailed research on this topic. Therefore, it would be ex-

tremely ambitious to cover more perspectives. Having said that, the research question in 

itself invites future research technical initiatives, examinations, and developments that 

could contribute to the preliminary framework of this article in responding in two direc-

tions: (i) how PIPL will be affecting the data privacy of Chinese citizens, paying special 

attention to the SCS, which is indeed the emphasis of this article; and (ii) how PIPL is 

already influencing the global digital order, paralleling the existing GDPR and CCPA. 

This article asks, therefore, why data privacy has jumped onto the policy table in 

China. In order to learn why, the literature review of this article has found a great number 

or reports and news recently emerging, which began to pay more attention to the citizens’ 

data privacy issue, especially at the governmental level beyond the purely technical per-

spective. Consequently, the next subsection focuses on the policy content analysis of these 

sources. 
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2.2. Policy Content Analysis on China’s Data Privacy Regulation, PIPL 

PIPL is a milestone for regulating the protection of personal information specifically, 

which will guarantee the right of individuals and place constraints on enterprises. To-

gether with the Cybersecurity Law (CSL) and Data Security Law (DSL) that were estab-

lished previously [28], PIPL constructs a comprehensive framework for regulating infor-

mation protection and cybersecurity [75]. In this subsection, this article basically refers to 

the translation of the finalized PIPL provided by Stanford Digichina [76] and an official 

finalized version can be found on Chinese websites [77]. Generally, the policy analysis is 

divided into three parts: (i) a general description and explanations of key terms, (ii) rights 

and obligations from a multi-stakeholder perspective [78], and (iii) special regulations 

connected to social issues. 

2.2.1. General Description 

Within PIPL, personal data privacy is the main focus of regulation. The regulation 

first clearly defines several terms that apply frequently. First, the key term, personal in-

formation, is regarded as all kinds of information related to identified or identifiable per-

sons, excluding the information after anonymization processing (Article 4). Personal in-

formation in PIPL stresses the electronic approach to record data, implying that there is a 

large amount of online data that needs to be regulated. Additionally, personal information 

handling includes all basic operations on personal data such as collection, storage, use, 

and processing (Article 4). In addition, PIPL sets a standard norm for most enterprises on 

personal information protection. Thus, it is essential to clarify the definition of enterprises 

or companies. Such roles are so-called personal information handlers, indicating organi-

zations and individuals that decide handling purposes and handling methods automati-

cally in personal information activities (Article 73). Under this description, PIPL can be 

effective in most enterprises because it places a lot of constraints on such handlers. To 

illustrate more specifically, we will apply Shenzhen as a case study. The selection of Shen-

zhen is due to the many high-tech companies that are based in this city; this provides an 

insightful manner by which to approach to the impact of PIPL on city-regional stakehold-

ers [78]. 

2.2.2. Right and Obligation from a Multi-Stakeholder Perspective 

After demonstrating well-defined terms, we need to figure out what rights that citi-

zens or individuals have and what obligations that handlers should take. In Chapter 4, 

individuals are enabled to make decisions about and limit their own personal information; 

they have the right to know how data handlers process private information (Article 44, 

47). In particular, the range of individuals is expanded to include deceased individuals 

(Article 49). 

As for handlers, PIPL sets multiple constraints on them in Chapter 5, which mainly 

requires data compliance and internal management. In Article 51, handlers are required 

to take measurements of personal information with secure techniques and to raise em-

ployee’s awareness by security education training. For special personal data such as sen-

sitive data, evaluation of such data is needed for checking the impact of protection (Article 

55, 56). In particular, for those larger handlers such as Big Tech companies like Alibaba, 

which hold large amounts of user data, protection systems should be established and su-

pervised by outsiders, and there is remarkable punishment for larger handlers who vio-

late regulations (Article 58). This suggests that the larger handlers should be more trans-

parent in processing personal data. 

In addition, PIPL illustrates the responsibilities of departments that fulfill the protec-

tion of personal information as outlined in Chapter 6. Acting as supervisors, such depart-

ments generally oversee the personal information handlers and cope with complaints 

from citizens (Article 61). Notably, PIPL points out the duties of state cybersecurity and 

informatization departments, which includes tech support, security promotion, and 
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personal information system construction (Article 62). This article implies that the state 

departments are required to establish more specific adjustments based on PIPL. From 

Chapter 4 to Chapter 6, PIPL ensures the rights of citizens to have their private infor-

mation managed by handlers or enterprises with more obligations and constraints. 

2.2.3. Special Regulations Connected with Social Issues 

There are several articles that deserve to be pointed out, as they connect to issues in 

Chinese society, particularly with regard to SCS. In Article 24, automated decision-mak-

ing is particularly mentioned as the price of various applications nowadays, which largely 

depends on intelligent algorithms that extract information from big data [24,79–82]. With 

this article, the process of decision making is required to be more transparent and elimi-

nate unreasonable treatment in trading. With the exception of decision making, PIPL also 

addresses the issue of face recognition in Article 26 and Article 28 [83]. 

The surveillance system in China is already well developed [84]. In the construction 

of smart cities, mass surveillance serves to measure, track, and analyze data from various 

aspects of life including air quality and traffic congestion [85]. During the pandemic pe-

riod in particular, tools that tracked people who had contracted the virus resulted in slow-

ing its spread. However, Article 28 clarifies the nature of sensitive personal information, 

which includes individual location tracking. Image collection and identity recognition 

equipment are only acceptable under the purpose of maintaining public security (Article 

26). It is a tradeoff between personal privacy and digital measurement [86]. 

In the description of sensitive personal information, the personal information of teen-

agers under 14 are included. Nowadays, an increasing number of adolescents are addicted 

to online games [87], which means their personal information is exposed much more eas-

ily and without any protections. Therefore, when PIPL handles sensitive personal infor-

mation in Chapter 2, this type of data is stressed in Article 28 and Article 30. It implicitly 

suggests that the Chinese government highly considers the development of adolescents. 

From the general analysis of PIPL above, this article analyzed the policy regulation 

with three main parts. It is essential to learn about citizens’ rights and the duties of com-

panies or enterprises. In addition to endowing citizens with basic rights, there are more 

constraints on enterprises to set boundaries for managing private information. In addi-

tion, for those articles that relate to current social issues, the Chinese government high-

lights issues that citizens are urged to understand with regard to PIPL, because any be-

haviors in violation could be recorded immediately in the Chinese SCS. This point might 

open new lines of inquiry regarding the consequences of PIPL and the relation to the SCS 

and the associated cybernetic citizenship emerging in postpandemic China [14,15]. This ar-

ticle does not aim to focus on this relationship insofar as it aims to provide a state-of-the-

art report on PIPL from the policy perspective. 

3. Method: Comparative Analysis of Data Privacy Regulations Worldwide 

The debate that is at stake at present is about people-centered smart cities and the ap-

propriateness of data governance models in different regions worldwide [18,88]. There 

are a wide range of factors related to different typologies of cities, cultural aspects, urban 

traditions, levels of development, and political systems that provide a complex landscape 

of smart city approaches [89,90]. However, all these factors are embedded in a real context, 

making it difficult to extrapolate or generalize. Therefore, to reduce the complexity of each 

regional typology (North American, European, and Chinese) could be problematic and 

pose insurmountable hindrances with regard to making generalizations about data gov-

ernance models. How can the people-centered approach be a good lens by which to dis-

tinguish regional typologies by respecting each region’s singularity and contextual fac-

tors? At present, at least in the North American, Chinese, and European regional typolo-

gies, data regulation, and governance models vary from each other and co-exist by influ-

encing smart city approaches, as it is depicted in Table 1 [1].  
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Table 1. Depicting three data privacy regulations in the global digital order: GDPR, CCPA, and 

PIPL. 

Global Digital  

Orders 
Data Privacy Regulations Smart City Policy Approach 

European 

General Data Protection Regulation 

(GDPR) [11]  

Data Governance Act (DGA) [58–

60] 

Digital Markets Act (DMA) 

Digital Services Act (DSA) 

H2020-Smart Cities and Commu-

nities [1] 

North American 
California Consumer Privacy Act 

(CCPA) [12] 
Surveillance Capitalism [5] 

Chinese 
Personal Information Protection 

Law (PIPL) [77] 
SCS [14,15] 

The GDPR in Europe is considered to be one of the strictest privacy laws; it was put 

into effect in May 2018. Another law with significant meaning is CCPA in the U.S.; it took 

effect in January 2020. The advent of these two privacy laws grabbed a huge amount of 

attention from researchers and law experts [91]. With swift growth in new economic sec-

tors like the consumer and technology sectors, there is no doubt that the upcoming imple-

mentation of PIPL in China takes a wide variety of factors into consideration and com-

pares with the previous two privacy laws. 

While PIPL was launching in November 2021 [26], the European Commission pub-

lished the Data Governance Act [60]. The latter sought to ensure fairness in the allocation 

of value from data among actors in the data economy and sought to foster access to and 

the use of data by establishing some access and sharing obligations for companies collect-

ing and generating data. Despite the ambitious goal of the Data Governance Act, it focuses 

on data generated by IoT products and related services, but left out Big Tech, digital plat-

forms, and Telcos, which were arguably the largest producers and holders of data. Still, 

given the importance of IoT for cities, the Data Governance Act might have important 

effects on the creation of urban data markets and in city governments’ ability to access 

data to make better policy choices. To complete this gap, and primarily to attempt to reg-

ulate Big Tech companies, in December 2020 and on 25 March 2022, the European Com-

mission launched, respectively, two legislative initiatives to upgrade rules governing dig-

ital services in the EU: the Digital Services Act (DSA) and the Digital Markets Act (DMA). 

Two main goals were addressed: (i) to create a safer digital space in which the fundamen-

tal rights of all users of digital services were protected, and (ii) to establish a level playing 

field to foster innovation, growth, and competitiveness, both in the European single mar-

ket and globally. 

To develop the in-depth comparisons emphasizing similarities and differences 

among PIPL, GDPR, and CCPA, this article basically refers to the content of these three 

privacy laws and regulations [11,12,77], expanding several comparative perspectives 

based on PIPL. Since PIPL was released, there have been many online reports making 

comparisons between PIPL and GDPR. However, few papers and other online resources 

have made a sound comparison between PIPL, GDPR, and CCPA. Therefore, by organiz-

ing the existing online sources, primarily dividing comparisons between PIPL and GDPR 

and comparisons between GDPR and CCPA, this article first analyzes these laws and reg-

ulations from the perspective of four dimensions (Table 2): (i) coverage, (ii) key terms (en-

terprise duties, personal information, and sensitive personal information), (iii) individual 

digital rights [17], and (iv) restrictions on cross-border data handling. Thereafter, this ar-

ticle concludes with the similarities and differences among them and an analysis of po-

tential factors that affect these differences, as shown in Table 2. 
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Table 2. Comparing three data privacy regulations through four dimensions. 

4 DIMENSIONS PIPL GDPR CCPA 

1. COVERAGE 

 

All entities within China’s 

border. 

Apply to those who process 

personal information about 

Chinese individuals outside 

China’s border. (Article 3) 

All entities that process per-

sonal data, established in the 

EU. 

Apply to those non-EU entities 

that process personal data in-

side the EU. 

All Californian residents liv-

ing within California federal 

state. 

2. KEY TERMS 

1. Enterprise duties 

Regards as personal infor-

mation handler, referring to 

organizations and individuals 

autonomously deciding han-

dling purposes and handling 

methods under the activities 

of personal information han-

dling. (Article 73) 

Regard as controllers who 

holds data with authority of de-

cision making. 

Regards businesses that oper-

ate for profit and decides 

why and how personal infor-

mation is processed, located 

in California. 

2. Personal information 

All kinds of information, rec-

orded by any means, related 

to identified or identifiable 

natural persons. Anonymous 

information is excluded. (Ar-

ticle 4) 

Any information relating to 

identified or identifiable natural 

citizen. 

Information that identifies di-

rectly or indirectly with a 

consumer or household. 

3. Sensitive personal in-

formation 

Includes biometric character-

istics, religious beliefs, spe-

cially designated status, med-

ical health, financial accounts, 

individual location tracking 

and personal information un-

der the age of 14. (Article 28) 

Regards special category infor-

mation, including racial or eth-

nic origin, political opinion, re-

ligious beliefs, trade union 

membership, genetic or bio-

metric data, health data, sex life 

or sexual orientation. 

Does not mention the related 

term explicitly but enhances 

several types of data such as 

health information and social 

security number. 

3. INDIVIDUAL DIGITAL RIGHTS 

 
Data portability is allowed if 

CAC conditions are satisfied. 
Data portability is allowed. 

The right to equal services 

and prices. 

4. RESTRICTIONS ON CROSS-BORDER DATA HANDLING 

 

Pass security assessment, ob-

tain authoritative certifica-

tion, or make standard recipi-

ent contract. 

“Appropriate safeguards”: 

binding corporate rules (BCRs), 

standard contractual clauses 

(SCCs) and a conduct code. 

No restrictions.  

3.1. Dimension 1: Coverage 

The territorial scope, basically demonstrated as citizens, points out the kinds of per-

son and behaviors that are applicable to laws. This analysis can observe that the scope of 

PIPL and GDPR is similar and is not limited inside the borders of their respective regions. 

However, the applicable range for CCPA is relatively narrow because it is used only for 

California. 

3.2. Dimension 2: Key Terms (Enterprise Duties, Personal Information, and Sensitive Personal 

Information) 

As for the key terms, all definitions of enterprises stress the entities that process per-

sonal information. However, whereas the GDPR, reinforced with DGA, DSA, and DMA, 
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attempts to regulate Big Tech companies in the EU, PIPL seems relatively more concerned 

with gathering data from businesses for the government in order to potentially feed and 

improve SCS. Lastly, CCPA seems to address consumer transactions. Personal infor-

mation emphasizes the words “identifiable” or “identified”. Apart from personal infor-

mation, there is a specific category called sensitive personal information in PIPL, Chapter 

2, Section 2, whereas GDPR regards it as special category information. Both PIPL and 

GDPR list several kinds of information such as categories with extra protection and more 

tough regulations. Though CCPA does not mention such data types clearly, it does aug-

ment the several types of data needed to be highly considered. Compared with GDPR and 

CCPA, sensitive personal information in PIPL is described with more granularity and is 

framed in a broader list. 

3.3. Dimension 3: Individual Digital Rights 

Individual rights are another critical dimension by which we can measure the three 

data privacy laws. Basically, these three laws endow individuals with rights to infor-

mation, accession, deletion, withdrawing consent, and lodging complaints. In PIPL and 

GDPR, individuals have the right to refuse automated decision-making, which is akin to 

the right to equal services and prices in CCPA. Unlike CCPA, both PIPL and GDPR also 

enable individuals with rights to data portability. But it only works in PIPL if conditions 

followed by the Cyberspace Administration of China (CAC) are satisfied. 

3.4. Dimension 4: Restrictions on Cross-Border Data Handling 

Between PIPL and GDPR, restrictions on cross-border data handling are clarified, 

whereas CCPA has no such restrictions [37,41]. With regard to globalization, adjusting 

cross-border data is of great issue in the digital era. The term “trilemma” is proposed, 

containing three components: personal data protection, free transborder flow of infor-

mation, and the expansion of national jurisdiction [92]. What both GDPR and PIPL at-

tempt to achieve is the assurance of personal data protection, one of the elements in the 

“trilemma”. To transfer data outside a defined border, both regulations build up several 

measurement protections. In the GDPR, binding corporate rules (BCRs), standard contrac-

tual clauses (SCCs) and a conduct code are listed, which are regarded as “appropriate 

safeguards” [93]. Concerning PIPL, personal data handlers are required to pass a security 

assessment, obtain authoritative certification, or make standard recipient contracts (Arti-

cle 38). Moreover, PIPL particularly stresses data localization once there is a large amount 

of data that needs to be dealt with [36,94]. Apparently, GDPR has a list of measurements 

on data protection, which is sound and robust. Surprisingly, the security assessment in 

PIPL has grabbed a lot of attention. It is possible that a security assessment can set tougher 

rules on specific regulations in the future. Additionally, data localization in PIPL ensures 

the security of citizens’ data and prevents data privacy and data sovereignty from being 

breached by foreign surveillance [6,29]. 

Based on comparisons of the four dimensions above, we can see that from the per-

spective of coverage, it is obvious that fewer individuals benefit from CCPA because it 

only affects residents in one state. On the contrary, PIPL and GDPR hold the nearly same 

idea that not only do the regulations consider the entities from the inside, but they also 

consider entities from the outside. Such coverage suggests that both governments have 

capabilities to manage such a considerable number of citizens’ data in both a technological 

and practical way. As for the key definitions, CCPA is only suitable for large businesses 

in California whereas PIPL and GDPR contain almost all enterprises that handle personal 

information within their respective boundaries. In addition, all explanations of personal 

information emphasize the word “identified”. Specifically, personal information has a 

broader definition in CCPA including the household. Regarding sensitive information, 

both PIPL and GDPR define it as a special field of personal information and mention it 

with details whereas CCPA only enhances several kinds of sensitive information among 

its regulations. In PIPL, Chapter 2, Section 2 [77], all kinds of sensitive information are 
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listed. Similarly, a special category information in GDPR is demonstrated. PIPL covers 

more diverse sensitive information compared with GDPR. Because of technological de-

velopment and advancement algorithms, a large amount of information may cause risks 

to individuals and thus are clarified as sensitive information. 

In summary, even though PIPL is an innovative law in China, it is still a general con-

cept, which needs to be specified by citizens from different aspects, including data privacy 

technical advancements. On the other hand, GDPR publishes more concrete ideas on per-

sonal information protection and updated regulations such as DGA, DSA, and DMA. By 

observing different reactions from different perspectives, the adjusted regulations are nec-

essary. For instance, the DGA was proposed recently to address the gap that small- and 

medium-scale companies are reluctant to share data because of the fear of breaking pri-

vacy laws in the E.U. [95]. Therefore, PIPL should be considerate to the further adaptation 

on the different stakeholders as the next section will highlight with the case of Shenzhen. 

4. Case Study Results: PIPL Policy Impact and Multi-Stakeholder Analysis in the 

City-Region of Shenzhen 

This section analyzes the policy context of the PIPL in China by providing examples 

of stakeholders based in Shenzhen. This section illustrates the impact of PIPL through this 

case study. The justification of the selection of Shenzhen is explained as follows: Shenzhen 

has been selected and identified as a city-region in China concentrating many high-tech 

companies and having witnessed a rapid urbanization process over the last decade. How-

ever, a caveat should be made. The inclusion of the case study of Shenzhen does not aim 

to legitimize any extrapolation or generalization in this article. Consequently, the aim of 

this section is to describe a paradigmatic urban area in China in the early adoption of the 

recent PIPL regulation. 

Shenzhen, located in southern China in the Pearl River Delta Region, was a small 

village before establishing the Special Economic Zone in 1980 [96]. For forty years, Shen-

zhen, as an experimental city, has gone through rapid urbanization. Shenzhen’s GDP ex-

ponentially increased, achieving the total amount of 2.77 trillion yuan in 2020 [97]. Many 

people are attracted by its promising development. Moreover, thanks to the ideal location 

of Shenzhen, being near to Hong Kong and Macao, the Outline Development Plan for the 

Guangdong–Hong Kong–Macao Greater Bay Area [98], established in February 2019, 

points out that Shenzhen nowadays plays a critical role in the construction of the interna-

tional modern city. Basically, the rapid growth of the economy in Shenzhen is portrayed 

by shipping and logistics, high-tech industry, and financial services [19,99]. It is worth 

noting that many headquarters of high-tech companies are located in this young city, in-

cluding Tencent [100], Huawei [101], DJI [102], OnePlus [103], and SF Express [104]. For 

such high-tech companies, there is no doubt that they hold a large amount of personal 

data for developing their services. Hence, the upcoming PIPL might have a remarkable 

impact on the burgeoning digital city-region, especially on those high-tech enterprises. 

Several months before the launch of PIPL on 1 November 2021, Shenzhen, the leading 

financial and production center for China and home of many Chinese Internet and tech 

giants such as Huawei and Tencent, enacted its regional data protection law entitled Data 

Regulation of the Shenzhen Special Economic Zone (also known as Shenzhen Data Regulation) 

on 29 June 2021. Shenzhen Data Regulation became effective on 1 January 2022. 

To specify how PIPL might be currently affecting the Shenzhen city-region, this arti-

cle basically considers the multi-stakeholder ecosystem in this city-region by using the 

Penta Helix framework (Figure 1) [38,39,78]. Extending from the triple and quadruple-

helix, Penta Helix appends a fifth helix that plays a transformational intermediary role, 

which refers to social entrepreneurs or activists [39]. Because of the technopolitical aware-

ness and ownership of data itself, Shenzhen, abundant with high-tech companies, should 

emphasize the active role of citizenship and the connection about different sectors [7]. 

Followed by the Penta Helix framework, several stakeholders are described inside the 

model, consisting of the public sector, the private sector, academia, civic society, and social 
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entrepreneurs. Therefore, in the following analysis, this article describes various stake-

holders’ attitude towards PIPL and how PIPL might affect them based on current context 

in Shenzhen. This analysis has been undertaken by identifying key stakeholders from the 

policy analysis and the literature review on PIPL with a special consideration of the case 

of Shenzhen. This preliminary analysis encourages further and more in-depth research in 

this direction. 

 

Figure 1. Penta Helix multi-stakeholder framework [1,38,39,78]. 

4.1. Private Sector 

Shenzhen data regulations have the same set of rules for data processing as men-

tioned in PIPL. Violation of the personal data protection and data security rules could 

attract fines of up to 5% of turnover but no more than CNY 50 million. Like PIPL, for the 

private sector, Shenzhen data regulations restrict discriminatory treatment to customers 

by using data profiling. Shenzhen data regulations provide a five data minimization test 

that requires that personal data shall have a direct relation with the processing purpose, 

that the amount and frequency of data processing shall be kept to a minimum, that the 

time of personal data storage shall be the minimum, and that only the authorized person 

shall be allowed to access the minimum amount of personal data. 

Companies in Shenzhen are (i) redesigning information systems to localize data for 

the Chinese internal market, (ii) assessing and segmenting vendors and supply chains to 

mitigate risks, (iii) reevaluating deals in light of altered costs and returns on investment, 

and (iv) modifying legal-entity structures and tax strategies to adapt to altered business 

operations. 

It is unavoidable that private companies will manage a variety of personal infor-

mation-based data and use it to unearth potential customers. Thus, PIPL might be a good 

regulation by which to protect citizens’ data among those companies. Many private com-

panies in Shenzhen, especially the large companies, are highly concerned about the new 

constraints on data because they might have a huge punishment because of the establish-

ment of PIPL. Amazon was punished last year for breaking GDPR rules with an $886.6 

million fine [105]. In China, PIPL basically holds a similar idea as GDPR, by increasing the 

regulatory scrutiny of data handlers. Moreover, in Shenzhen, cybersecurity inspections 

are initialized on popular applications such as DIDI for rideshare and BOSS for job re-

cruitment [106]. Hence, for companies in Shenzhen, it has become necessary to adopt new 

regulations to protect citizens’ information. 

Judging from the information available in the policy documents and the literature 

review on specific cases in Shenzhen [107], companies generally seem to hold a positive 
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attitude toward PIPL. In particular, those high-tech companies are willing to employ ad-

vanced technologies and algorithms to ensure privacy security. For smartphone compa-

nies like Huawei and OPPO, this means making secure measurements of issue of users’ 

privacy. A new operating system, Harmony OS, has been invented by Huawei, passing 

the highest security certification in China. The new system ensures the safety of data stor-

age, transmission, and usage. Similarly, OPPO owns their system known as Color OS. In 

this system, they propose a new function to hide the users’ identity, preventing the theft 

of personal information from applications [107]. As an online services provider, Tencent 

is a company owning widely used social media outlets such as WeChat. It also realizes 

the importance of privacy, applying various security techniques and training for employ-

ees [108]. 

Although the private sectors have provided a sound plan for customers by ensuring 

their personal information privacy, PIPL is conducive to construct a healthier system 

among personal data protection. As PIPL shows, data handlers need to adopt technical 

security measures, security education, and training, incident-response plans, and infor-

mation-protection impact assessment (Article 51, 55 in PIPL). Notably, large data handlers 

such as Tencent and Huawei are required to be supervised by outsiders, which is the main 

modification made by PIPL. More importantly, because these private companies are lo-

cated in the Greater Bay Area, PIPL can conduct more strict regulation on cross-border 

transfer data. According to Liang Zhenying [109], the vice chairman of the National Com-

mittee of the Chinese People’s Political Consultative Conference, China could be the pilot 

program of international multilateral rules through cross-border data governance in the 

Greater Bay Area. Undoubtedly, this represents a significant opportunity for Shenzhen to 

reinforce its existing technopolitical and geopolitical position. 

4.2. Public Sector 

The local government in Shenzhen might be optimistic about PIPL. One piece of ex-

plicit evidence is that Shenzhen local authorities had established Shenzhen special eco-

nomic zone data regulations in response to the previous data security law (DSL) [110]. As 

an experimental city, Shenzhen specifies that the national law clearly prohibits the illegal 

recommendation of algorithms and data discrimination, which plays a critical role in su-

pervising private companies. Moreover, to achieve the goal of data commons, depart-

ments in government that hold rich resources of public data must be willing to share them 

with citizens [7,111]. The open-source data have been encouraged and utilized by setting 

up the Shenzhen innovative competition since 2019 [112]. Considering the spread of 

COVID-19, the Shenzhen government, like those of other cities in China, took the action 

of immediately including a broad application of health codes [113]. This indicates that the 

government in Shenzhen is capable of handling big issues in a timely manner. The re-

search conducted found that the government might publish tougher supervisions on large 

companies, technical and managerial guidance on small companies, and data security ed-

ucation on local residents [114]. 

More recently, the Shenzhen city administration has started mobilizing all resources 

to curb a slowly spreading COVID-19 outbreak, ordering a strict implementation of test-

ing and temperature checks, and lockdowns for COVID-affected buildings. The city has 

gone into full weekend lockdown with the bus and subway services being suspended, 

and other restrictions put into effect. This situation might reinforce the local authorities in 

sharing data with citizens while being compliant with PIPL and Shenzhen data regula-

tions on privacy issues. However, as previously demonstrated during the pandemic, 

tough lockdown regulations go hand in hand with data privacy concerns given the in-

creasing peak in data flows during isolation. Local authorities may take this recent situa-

tion to implement both PIPL and Shenzhen data regulations. 
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4.3. Academia 

A handful of higher education institutions are located in Shenzhen, including Shen-

zhen University [115], the Chinese University of Hong Kong (CUHKSZ) [116], and the 

Southern University of Science and Technology [117]. All these universities make a great 

contribution to the research of specific fields of science. Specifically, CUHKSZ positively 

impacts the fields of computer and information science, big data, and data science respec-

tively. In addition, Shenzhen University establishes regulation on data security protection, 

including the records of sensitive information, such as students’ grades and faculties’ sal-

aries. The universities are eager to construct a public data storage system [118]. Therefore, 

with the establishment of PIPL, the universities are more willing to do relevant research 

on data privacy fields as the exploration of pertinent knowledge, especially new algo-

rithms, might be applied in a practical way. 

However, as Grobe–Bley and Kostka found [114], digital systems in Shenzhen entail 

a creeping centralization of data that potentially turns lower administrative government 

units into mere users of the city-level smart platforms, rather than being in control of their 

own data resources. Smart city development and big data ambitions thereby imply shift-

ing stakeholder relations at the local level and also pull non-governmental stakeholders, 

such as civil society and social entrepreneurs/activists, closer to new data flows and smart 

governance systems. This bridging task could be reliant on key higher education institu-

tions, in the context of PIPL and Shenzhen data regulation implementations. 

4.4. Civil Society 

Citizens nowadays have awareness of the privacy issue and are sensitive about r 

news related to this topic. For instance, an influential social media company, WeChat, 

recently exposed a privacy leakage issue in which the company software read users’ al-

bums automatically, drawing a great deal of attention from citizens due to its popularity 

[119]. Even though the official response was claimed immediately, many online users pre-

sented their concerns about the exposure of their personal information. Hence, PIPL at-

tempts to guarantee the basic rights of citizens, including rights to information, access, 

correction, erasure, and so on (PIPL Chapter 4). Under such conditions, citizens in Shen-

zhen might benefit from the new regulations because PIPL offers additional individual 

rights for citizens. 

The key guiding principles underpinning Shenzhen’s 2018 Smart City Plan are data 

unification and integration. However, Shenzhen’s smart governance model is highly cen-

tralized for data collection, management, and application, which may result in clear diffi-

culties when engaging with communities and citizens. In this sense, as stated in Section 

2.1. it could be interesting to explore blockchain-driven implementations, including citi-

zens and communities by using DAOs. PIPL and Shenzhen data regulations could pro-

vide an interesting future framework by which to leverage data sovereignty. It goes with-

out saying that the significant existing gap between big data ambitions and local realities 

in Shenzhen due to major technopolitical hurdles embedded in local data practices, are 

likely to pose potential future difficulties until they are gradually amended. 

4.5. Social Entrepreneurs/Activists 

Basically, there is evidence of this type of stakeholder in the fifth helix, referring to 

the social entrepreneurs in Shenzhen [120]. Regarding the huge damage caused by the 

pandemic, social entrepreneurs offer a positive response to the disaster. For example, as a 

social enterprise, Shenzhen link accessibility increased information accessibility for visu-

ally impaired persons during the outbreak of COVID-19 [52,121]. It may seem then that 

PIPL could leverage the potential of social entrepreneurs by transforming communities. 

The recent lockdown in early September 2022 will demonstrate the quality of the entre-

preneurial fabric of the city. During the pandemic, a communitarian fabric of assistance 

was established to sort out these kinds of issues. 
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Therefore, generally speaking, PIPL can bring a positive influence on multi-stake-

holders in Shenzhen. Although it is hard to adapt PIPL at the beginning especially for the 

private companies [53], it can bring us a relatively favorable direction on personal data 

protection. 

5. Conclusions 

This article posed a research question in two parts: (i) how will PIPL affect the data 

privacy of Chinese citizens, and broadly, consequently, (ii) how will PIPL influence the 

global digital order, particularly by paralleling the existing GDPR and CCPA? 

In response to these research questions, the article has broadly described the recent 

PIPL regulation comparatively amid the GDPR and the CCPA. 

First, despite being too early for an in-depth judgement and examination of the im-

plications for Chinese citizens, PIPL will clearly benefit the control of data by the Chinese 

government and will allow for a relevant gateway for international multilateral rules 

through cross-border data governance [37], particularly as seen in the case of Shenzhen, 

given its privileged technopolitical and geostrategic localization. The aim of the article 

was to provide a state-of-the-art review of PIPL considering the current development in 

the field of data privacy. More prospectively though and with a vision for future work, 

we can state that this new regulation will clearly help to feed SCS and to improve it. In 

addition, as formulated in Section 2.1., the Chinese government aims to establish sectoral 

data ecosystems at the city-regional level to deploy data devolution [33]. It goes without 

saying that PIPL aims to rein in the previously unchecked growth of its tech giants, in-

cluding the WeChat operator Tencent, and ByteDance, the company behind TikTok and 

Douyin. PIPL is focusing on protecting individuals, society, and particularly national se-

curity. As such, if the GDPR is grounded in fundamental rights and the CCPA is grounded 

in consumer protection, PIPL is closely aligned with national security. Hence, PIPL is 

clearly affecting data privacy of citizens and related stakeholders as this article has shown 

with the case of Shenzhen. 

Secondly, PIPL suggests a step forward toward data sovereignty in China. The con-

sequences of such regulation in the international digital order remain to be seen. What is 

clear is that PIPL, the GDPR, and the CCPA are already influencing digital policies and 

practices worldwide. Whereas PIPL is likely to encourage Chinese domestic companies to 

improve how they handle data, it will also have an impact on broader data rules world-

wide. Actually, countries in Asia, namely India and Vietnam, may follow the Chinese ap-

proach of having those data localization measures in their privacy laws. 

This article acknowledges some limitations given the recent regulation and the lack 

of evidence from the stakeholders in the case of Shenzhen. Thus, future research avenues 

could explore in depth how stakeholders are coping with PIPL through interviews and 

discuss which data governance models are emerging out of this regulation. The vision of 

the future work could be deployed as follows. Given the direct influence of PIPL alongside 

the GDPR and the CCPA in the global digital order, this article could articulate the vision 

of the future work around data privacy in relation to the increasingly vast activity around 

DAOs as presented in Section 2.1. During the Stanford DAO Workshop [73], the author of 

this article could witness the influence that these new digital architectures, driven by 

blockchain and framed through crypto-politics, will present for data privacy regulations 

and, generally speaking, for cross-border data flows among citizens. This article aimed at 

providing a preliminary state-of-the-art review to initiate this new line of research inquiry 

on data privacy, potentially being the point of departure for further data developments 

around emerging research fields including blockchain and DAOs. 
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