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• Enable supply and demand near-term 
technical and business model advances 
the LEO model. 

• Whole-system based LEO model covers 
local electricity, heating, building, 
transport sectors. 

• Assess two operational modes under two 
capital cost levels considering weather 
risks. 

• Battery storage and import power help 
local energy systems cope with dark and 
cold winter. 

• Heat pump, P2P energy trading, local 
PV are top three prioritized technologies 
for the local case.  
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A B S T R A C T   

On the way toward Net Zero 2050, the UK government set the 2035 target by slashing 78 % emissions compared to the 
1990-level. To help understand how an electrified local energy system could contribute to this target and the associated 
cost, we develop a whole-system based local energy optimization (LEO) model. The model captures a series of state-of- 
the-art technologies including building fabric retrofit, battery storage, electro-mobility, electro-heating, demand 
response, distributed renewable, and Peer-to-Peer (P2P) energy trading. And the model enables trade-off assessment 
between cost and emissions minimization, compares two system operating modes, i.e., cost-oriented and grid-impact- 
oriented, and evaluates the impacts from weather risks and capital cost assumptions. A case study in Wales reveals (1) 
capital cost assumptions can lead up to 30.8 % overall cost difference of the local energy system; (2) operating the 
system in cost-oriented mode can save up to 5 % cost than in the grid-impact-oriented mode; (3) electro-heating by heat 
pumps has the highest priority among all investigated technologies. Overall, this study demonstrates how to design and 
operate a cost-efficient and electrified UK local energy system by the whole-system incorporation of near-term technical 
and business model advances towards a decarbonized future.  
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1. Introduction 

The UK government enshrined a new target in law to slash GHG 
emissions by 78 % by 2035 recently [1]. Since energy services are 
commonly expected to be the linchpin of efforts to cut GHG emissions 
and contribute to the UK’s decarbonization target. Significant change 
and efforts are needed for existing energy networks, the heating systems, 
and the fabric of homes and buildings by taking a whole-system 
approach. National decisions and policies already have a significant 
impact on energy transition pathways and system designs. However, 
buildings and existing energy networks all vary among different areas 
when it comes to the local level. The measures to decarbonize their 
energy systems are specific and different for each area accordingly. Due 
to these local differences, decisions need to be specified at a local level in 
line with decisions at the national level. 

1.1. Why local energy 

The local energy system is one of the keys to enabling the long-term 
transition to Net Zero 2050 as it plays a vital role to interact local 
building-level end-users with a whole nation’s energy system. Such in-
teractions provide possibilities for reducing local energy imbalances, 
offering flexibility for energy network, avoiding unnecessary network 
investment, as well as enhancing the whole-system resilience [2]. 
Although there are many benefits to be gained, local energy systems are 
not easy to set up. They are complex, disrupt the status quo, and require 
investments willing to take significant risks until proven. Therefore, 
grant challenges and opportunities exist for local energy systems as 
specified as follows: 

(1) Technically, with the great progress of decarbonizing the elec-
tricity sector nationally, heating is now the largest emitter of CO2 
in the UK. Different from the electricity that is mainly provided 
through national infrastructure and is most appropriately decar-
bonized at a national level, heating is mainly delivered via local 
infrastructure, therefore decarbonization of heating needs to be 
managed at a local level.  

(2) Economically, energy assets are developing rapidly and 
becoming much more widely distributed (e.g., electric vehicles, 
solar, local batteries, and heat pumps), and without proper co-
ordination, it would be a trouble to operate everything at once, 
meaning hugely expensive upgrades. Only by smart integration as 
a whole-system, it can make the best use of existing infrastructure 
and reward end-users the local flexibility and balancing of the 
system.  

(3) Societally, people live locally and tend to trust local communities 
more than anyone else. Change driven locally will be faster and 
more suited to needs. As the Climate Change Committee’s paper 
on local authorities’ role says: “Top-down policies go some way to 
delivering change but can achieve a far greater impact if they are 
focused through local knowledge and networks.” [3]. 

Overall, since all local areas are different, one centrally planned 
solution is unlikely to be appropriate areas across all local areas. A local 
energy planning tool is inevitably needed to provide evidence, guidance, 
and framework to enable the long-term transition to the Net Zero future. 

1.2. Literature review 

Energy systems are transforming to a more decentralized paradigm 
towards decarbonization with more distributed generation, local 
renewable energy, and emerging loads. These changes impact how en-
ergy systems are designed and operated. Different sectors, that are used 
to be managed separately, are now increasingly coupled with each other 
on the pathway towards “deep decarbonisation” from building-level, 
local-level, to national-level. 

At the building level, a flurry of recent studies has outlined and 
explored pathways to deep decarbonization by investigating the concept 
of Net Zero Energy Building (NZEB) or near-NZEB. One decisive factor 
for achieving NZEB is to integrate power, heating, cooling, transport 
sectors as a whole. Doroudchia et al. conceptualized an intelligent 
building energy system that coupled local solar photovoltaic (PV), bat-
tery storage, heat pump, and electric vehicle (EV). Through a developed 
optimization model and scenario analysis, they found that involving EV 
in the building’s energy system increases the chances of getting closer to 
a NZEB [4]. Karunathilake et al. developed a planning model to optimize 
a hybrid renewable energy system at the building level to support the 
net-zero goals, which indicated that the combination of heat pump and 
PV are the optimal choice for Net Zero residential buildings in Canada 
[5]. Wei et al. investigated economic feasibility for designing and scaling 
up near-NZEB homes in California [6]. A comprehensive series of energy 
efficiency measures, rooftop PV, and battery storage were modeled; and 
the 16 California climate zones case studies indicated that the 
renewable-based electrification and battery play the key role when 
designing a NZEB for the U.S. Liu et al. further incorporated both 
hydrogen vehicle and battery storage into a hybrid renewable zero- 
energy building design; and they found that battery storage is the key 
to achieve NZEB, which can improve the renewable self-consumption 
and hydrogen system efficiency [7]. In general, these researches 
reveal that sector-coupling is a promising way for decarbonization at the 
building level. However, in order to capture the interactions between 
neighboring buildings as well as the interactions between buildings and 
the utility grid, the local level research is essential as reviewed below. 

With the increasing penetration of distributed power sources and 
interactive demands, exploring the value of local energy flexibility and 
local balancing at the distribution network level gains increasing 
attention. In the UK, this is exemplified by the ongoing DNO–DSO 
transition (i.e., Distribution Network Operator towards Distribution 
System Operator), encouraging more active management on distribution 
networks, the provision of ancillary services at increasingly localized 
levels, and the increasing interest and business models around peer-to- 
peer (P2P) energy services, which allow end-users to become more 
active energy system participants [8]. Two promising aspects in the local 
energy research that deserve investigations are demand-side manage-
ment and P2P energy trading. 

The demand-side management refers not only to demand response 
but also thermal and electricity storage, as well as coupling with 
building (i.e., smart heating) and transport sector (i.e., smart EV 
charging and V2G). Wang et al. provided a systemic review of multiple 
demand-side management measures and their application within the 
scope of the multi-energy system and the prospect of corresponding 
technologies are foreseen accordingly [9]. Mimica et al. investigated the 
role of energy storage and demand response participating in the reserve 
and network-constrained joint electricity and reserve market. They 
found significantly higher revenue can be achieved when enabling 
storage and demand response participation in the reserve market [10]. 
Duman et al. proposed a home energy management system to unlock the 
value of smart thermostats for demand response in smart grids. The 
results indicate a daily bill saving up to $2.69 with a significant energy 
self-consumption rate up to 93 % can be expected [11]. Wei et al. 
explored the economic value of integrating EV V2G with a multi-energy 
system. The application of V2G in commercial cases turns out to be more 
cost-efficient than the residential cases in China [12]. 

Along with the technical advances, P2P energy trading, as an inno-
vative business model, is proposed and developed to better achieve local 
balancing and offer flexibility [13]. The trading mechanism, the benefit 
quantification, and the human reactions all deserve investigation. Jing 
et al. evaluated the heating and power co-trading between commercial 
and residential prosumers, a non-cooperative game based trading 
mechanism is proposed to ensure the fairness of the trading prices [14]. 
Morstyn et al. proposed a multiscale energy system design framework 
enabling P2P trading by inter-platform coordination and revealed that 
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integrating P2P trading into planning and operation is beneficial for the 
adoption of large-scale DERs and can create economic, environmental, 
and social co-benefits [15]. Pena-Bello et al. found that human decision- 
making is a vital factor for the financial benefits of prosumers and 
traditional consumers when participating in the P2P energy trading and 
also beneficial for reducing stress for the grid [16]. Based on the rapid 
growth of P2P energy trading research, Soto et al. reviewed the current 
approaches, challenges, and future research in this area and the whole 
area was reviewed by grouping into six topics, i.e., trading platform, 
blockchain, game theory, simulation, optimization, and algorithms[17]. 

More recently, the emerging blockchain technology enables more 
active participation of every related energy stakeholder with an equal 
opportunity without a central authority controlling the information in 
some cases. P2P energy trading becomes more transparent and demo-
cratic and the potential of blockchain has now gained significant 
attention from academics. Hua et al. proposed a blockchain-based P2P 
trading framework considering electricity and carbon flow trading 
simultaneously. Through the smart contract based automated stan-
dardized auction procedure, regional energy balance and carbon savings 
can be expected [18]. Chen et al. proposed a blockchain-as- 
coordination-committee energy trading framework to resolve the trust 
crisis in existing distributed-optimization-based trading schemes [19]. 
Esmat et al. constructed a decentralized P2P energy trading platform 
composed of market and blockchain layers, within which the smart 
contract was integrated into the blockchain layer to secure real-time 
settlements. A novel decentralized market clearing method is further 
proposed and verified by real network data [20]. Leeuwen et al. 
developed an integrated blockchain-based energy management platform 
enabling optimal power flow and trading as one optimization problem. 
The smart contract is utilized as a virtual aggregator and more than 34 % 
import cost reduction can be expected based on a real case analysis in 
Amsterdam [21]. In general, blockchain has been increasingly recog-
nized with great potential to facilitate P2P energy trading, however, as 
an emerging technology, its potential has not yet been explored, 

especially from the ‘trilemma’ perspective of scalability, security, 
decentralization [22]. 

Seen from above, a growing of pioneering efforts have been spent on 
exploring emerging technologies and business advances in electricity, 
heating, transport sectors, as well as supply-side and demand-side from 
building-level to local-level and up to national-level. Within this back-
ground, how to design and operate such a complex and deep decar-
bonized local energy system in a cost-efficient manner by integrating all 
available and emerging technologies as a whole remain a huge 
challenge. 

1.3. Motivation and contribution 

So far, more than 75 % of local authorities in the UK have declared a 
climate emergency with the target of 78 % reduction by 2035 and Net 
Zero by 2050, while few have a clear plan yet on how to get there [1]. 
This is due to the significant differences from place to place for the UK 
and many other countries in terms of social factors, buildings, and en-
ergy infrastructure. These differences can further make it confusing for 
local energy system investors and planners to understand where and 
how to grow their businesses to overcome this complexity. In the 
meantime, achieving energy system decarbonization at the local level 
would be more cost-competitive and easy-to-implement compared to 
individual buildings as local areas have more options and opportunities 
for innovation across energy generation, supply, storage, and use 
(including heating in buildings). 

However, research challenges remain in local energy decarbon-
ization, e.g., the increasingly stronger interconnections among sectors 
and rapidly development of cross-sector technologies leading to a high 
degree of uncertainty around the costs, benefits, and even risks of 
decarbonizing local energy systems. New approach is urgently needed to 
incorporate all energy-impacted sectors and technologies toward the 
local energy decarbonization while ensure systemic cost efficiency. 

To address the above challenge, we condense out a whole-system 

Fig. 1. Overview of developing the whole-system based local energy optimization (LEO) model. Six aspects of data inputs, i.e., social engagement, climate con-
ditions, spatial granularity, temporal dynamics, energy portfolio, and morphology & buildings, for constructing a whole-system based LEO model and the associated 
data acquisition methods. The LEO model follows the bottom-up structure, and it is a Mixed Integer Linear Programming (MILP) based optimization model. It 
optimizes the system design and operational decisions subjecting to the modeling constraints. Optimal outputs can be achieved including cost, emissions, system 
design and dispatch strategy. 
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based framework for local energy decarbonization that could bridge the 
building-level energy model and larger-scale energy model. Its core is a 
local energy optimization (LEO) model that can inform local stake-
holders the most cost-efficient design and operational strategy of local 
energy systems. Two major contributions of this study are:  

(1) Developing the LEO model that captures the interactions of all 
energy-impacted sectors (e.g., building, transport, power, heat-
ing) at local level and enables various technology advances so as 
to derive the least cost local energy solutions toward 
decarbonization. 

(2) Incorporating both cost and weather uncertainties into the sys-
tem design optimization, especially evaluating multiple weather 
uncertainties (e.g., rainfall, temperature, and wind speed) and 
even extreme weather risks based on the past 30-year historical 
and future 30-year projection weather data. 

The rest of the paper is organized as follows. Section 2 describes the 
methods related to the proposed LEO model. Section 3 presents the re-
sults of an illustrative local case study in Wales. Results are presented 
and broader implications are discussed in Section 4. Conclusions and 
future perspectives are summarized in Section 5. 

2. Method 

2.1. Outline of whole-system based design optimization 

The local energy optimization (LEO) model aims to find to most cost- 
efficient local energy solution toward the UK 2035 decarbonization 
target following the whole-system thinking. It optimizes the decisions on 
the design and operation of local energy systems satisfying the total 
energy demand of a local district and subjecting to the emissions con-
straints. As illustrated in Fig. 1, six key aspects of inputs need to be 
considered with either direct or indirect impacts when developing the 
LEO model covering a wide range from social engagement, climate 
conditions, spatial granularity, temporal dynamics, energy portfolio to 
morphology & buildings. Meanwhile, the local energy system can be the 
bridge between the building energy systems (energy demands can be 
simulated by EnergyPlus) and the larger-scale energy systems (e.g., 
regional or national). Both the technical & market and political & social 
changes from the regional/national energy systems will affect the local 
energy planning. 

2.2. Handling weather uncertainty 

The weather uncertainty is an increasingly crucial factor in energy 
system design and operation as more weather-dependent renewable 
technologies (e.g., solar and wind) are adopted. The weather uncertainty 
could affect the optimization results from two aspects, i.e., one is the 
extreme weather risk, another is the renewable output variations. To 
assess the extreme weather risk, both historical weather data and pro-
jected weather data are utilized. These historical and projection data are 
in daily resolution including maximum wind speed, maximum precipi-
tation, as well as minimum and maximum temperature, which corre-
sponds to the possible hurricane, flood, and extremely cold risk, 
respectively. The 30-year (1991–2020) historical weather data is ob-
tained from the NASA MERRA-2 database [23]. The projection data is 
obtained from the HadGEM2-ES climate model (developed and widely 
utilized by the UK Met Office) considering RCP8.5 (a high-emissions 
scenario) and applying the linear scanning bias correction method for 
downscaling the data to the local level [24,25]. To assess the renewable 
output variations, the local hourly resolution weather data, i.e., solar 
profiles, in this case, can be obtained from Renewable.ninja [26]. All 
solar profiles are then classified into four groups in accordance with four 
seasons (i.e., spring, summer, fall, and winter). 

For all groups, the k-means clustering technique (as detailed in 

Ref. [27]) is applied to generate the pre-defined number of representa-
tive solar profiles in consistence with the temporal setup of the LEO 
model. For instance, all solar radiance index (SRI) data points in one 
hour of a certain season are clustered into a pre-defined number of 
clusters (only one cluster in this case). Then, the centroid point for each 
hour is considered as the most representative SRI value for that hour. By 
connecting the centroid points of 24 h for one, the one representative 
solar profile for spring, summer, and fall can be obtained accordingly. 
The winter situation is slightly different as we specifically model the 
extreme cold and dark days during winter, all SRI data for winter is 
firstly divided into two groups, i.e., 5 % extreme low profiles and the rest 
95 % normal solar profiles. Then, one representative solar profile is 
identified for each group by the k-means technique following the same 
procedure as mentioned above. 

2.3. Buildings energy demand profiles 

The electricity demand profiles for various categories of customers 
are obtained from the Elexon [28] and further validated with the annual 
total electricity consumption of the local district. The heating demand 
includes the spacing heating and domestic hot water (DHW) demands. 
The typical days’ hourly heating demand profiles are generated by uti-
lizing the clustering-based approach [29] based on the published dataset 
for domestic buildings [30] and non-domestic buildings [31]. These 
heating demands in the dataset are based on building heat loss, heating 
technology, and outdoor air temperatures. 

2.4. Peer-to-Peer energy trading 

The peer-to-peer (P2P) energy trading is a decentralized trading 
scheme that enables individual prosumers, energy suppliers, and 
aggregators to directly exchange energy over utility grids in achieving 
the local energy balance and cost reduction [32]. Under such a decen-
tralized scheme, individual energy sellers can export surplus energy at a 
higher price compared to the wholesale market prices, and individual 
energy buyers can import energy at a lower price compared to the retail 
market prices. The decentralized offering or bidding prices can directly 
motivate individual sellers or buyers, respectively, to reshape their en-
ergy patterns to maximize their trade-offs. In this case, we consider the 
electricity trading among different aggregators assuming the smart 
metering and trading management facilities are available. The trading 
for other forms of energy is not considered, e.g., heating or gas, as the 
district heating network are uncommon in UK and there is no surplus on- 
site gas generation. Note that we merely consider the blockchain 
enhanced P2P energy trading as one emerging technology among all 
technical advances in our model, while not intend to advance the 
research on blockchain. Meanwhile, the P2P energy trading handled by 
a trusted third party could also work. 

The Blockchain technologies is expected to assist the existing infor-
mation infrastructures to enable energy trading with the features of 
automation, trustworthiness, and information efficiency [33]. As one of 
the most potential applications of Blockchain technologies in the energy 
field, smart contracts provide a platform to integrate the engagement of 
stakeholders in energy markets, e.g., generation companies, power 
system operators, and consumers. Each participant can register an ac-
count in the Blockchain networks and initiate a smart contract to 
execute predefined functions. The control policies, negotiation proced-
ures, and market clearing mechanisms during the operations of energy 
systems can be standardized and tailored into such functions as smart 
contracts. Each function is automatically self-enforced by smart con-
tracts, which prevents unforeseen trading behaviors in energy markets 
or malicious attacks on energy systems. 

The smart contracts are programmed by the Solidity language and 
executed on the Ethereum Blockchain networks [34]. Each cluster in the 
local area can register an account to participate in the P2P trading 
platform. Once the account is registered, an encrypted address would be 
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assigned as the unique identity. The account balance will be related to 
this unique identity. The execution of smart contracts and transactions 
will incur transaction fees in the form of GAS costs. The execution of 
smart contracts and transactions of energy trading are recorded in 
Markle partial tree and collectively updated by every node in the 
Blockchain networks. The Markle partial tree is stored in each block, and 
all blocks are chronologically linked together by including the hash of 
the previous block in the next block header, forming a Blockchain. 

2.5. Cost and benefit of building fabric retrofit 

Building fabric retrofit is well-documented priority action delivering 
consistent benefits for reducing energy bills. Based on the fact that over 
70 % of cavity walls and over 90 % of roofs or lofts have been insulated 
[35], only solid wall insulation (SWI) and double glazing window 
(DGW) retrofit measures are further considered. These measures could 
be either implemented individually or combined as listed in Table 1. The 
cost data for different measures and different house types are available 
in Ref. [36]. Note that the cost for one certain measure could be different 
as the material and labor cost would vary and the local most common 
house-type is the small detached house. The energy savings are esti-
mated by performing building energy simulation tools of EnergyPlus 
[37], the results are presented by percentage savings as the heating 
demand would scale down proportionally when implementing retrofit 

measures, while the shape of demand profiles remain similar. 

2.6. Domestic and EV demand response 

The smart EV charging and domestic appliances (i.e., dishwasher and 
washing machine) are considered taking part in demand response. They 
are considered as the shiftable tasks during certain time periods (i.e., 
between the earliest start and last finish) and the associated power loads 
are the shiftable loads. The model would identify cost-efficient time slots 
to execute these tasks, i.e., charging the EV and running the domestic 
appliances. The power requirements, earliest start time, latest finishing 
time, and operating time of these shiftable tasks are given in Table 2. The 
demand response model formulations are detailed in Appendix Eq. (A3). 

2.7. Model establishment 

As shown in Fig. 2, the proposed LEO model follows a bottom-up 
structure and considers the project horizon of 15 years. The design de-
cisions are optimized considering the operation and the 15-year project 
horizon. The LEO model captures the demand fluctuations at an hourly 
time interval and 9 typical days considering seasonal and weekday/ 
weekend differences; the operational decisions are optimized on an 
hourly basis. One extra typical day during winter is modeled so that the 
energy demands can be fulfilled even during dark and cold winter. 
Meanwhile, the whole local district is clustered into 5 clusters based on 
the building categories and the local Peer-to-Peer (P2P) energy trading is 
enabled among clusters. The technology advances mentioned in Section 
2.3–2.6 are all modeled in the LEO model including multi-energy 
sources integration, domestic demand response, energy storage, 
electro-mobility, and electro-heating. 

The outline of the LEO model is as follows. The objective function is 
to minimize the total discounted cost (TDC) of the local energy system 
over the modeling horizon. The TDC consists of annualized capital in-
vestment, fuel cost, and operation & maintenance cost. The model 
constraints include energy balances (heating and power supply are 
larger than demands), capacity constraints (expansion of installed ca-
pacity within limits and energy output constrained by capacity), oper-
ational constraints (on/off and ramp-up/down control), P2P trading 
constraints (electricity trading among local clusters), conversion con-
straints (other energy sources such as natural gas and coal to electricity), 
thermal storage constraints (constraints on water tank), battery con-
straints (constraints on battery charging and discharging), grid 
connection constraints, domestic demand response constraints (select 
optimal time slot to operate washing machines and dishwashers), EV 
charging constraints (select optimal time slot to charge EV), and GHG 
emissions limit (net zero). The mathematical formulations of LEO model 
are detailed in Appendix A.2. 

min objopt = total discounted cost (TDC). 
S.T. Energy balances. 
Capacity constraints. 
System operational constraints. 
Energy trading constraints. 
Energy conversion constraints. 
Thermal storage constraints. 
Battery storage constraints. 
Grid interaction constraints. 
Demand response constraints. 
EV charging constraints. 
Carbon emissions limit. 

In addition, the LEO model assesses the trade-off between cost- 
minimization and emissions-minimization as a multi-objective optimi-
zation problem, where the widely applicable epsilon-constraint method 
has been applied. More details on applying the epsilon-constraint 
method for solving energy systems’ multi-objective optimization 

Table 1 
Building retrofit measures with estimated energy savings and cost per house 
[35].  

Measures 
available 

Heating saving estimates per 
house 

Cost estimates per houseb (£) 

Low Medium High 

SWIa 8 % 8,900 10,200 12,000 
DGWa 10 % 5,000 5,900 7,000 
SWI + DGW 15 % 13,900 16,100 19,000  

a SWI is solid wall insulation, DGW is double glazing window. 
b Three levels of cost estimates per house are considered, i.e., low, medium, 

and high. 

Table 2 
Power and possible time schedules for domestic shiftable tasks.  

Shiftable tasks Power 
(kW) 

Earliest 
start 

Last finish Process 
duration 

Dishwasher (DW) 0.6 9 17 1 
Washing machine 

(WM) 
0.4 9 22 1 

Electric vehicle (EV) 3 18 8 (next 
day) 

6  

Fig. 2. Temporal setup of the LEO model.  
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problem have been presented in our previous research [38,39]. The 
system design trade-off between different objectives can be presented as 
a Pareto frontier for further decision-making [40]. 

Overall, the LEO model is formulated as a Mixed Integer Linear 
Programming (MILP) model and solved by CPLEX 28.2 solver via a 1.8 
GHz Core™ i7-8565U CPU with 8 GB of RAM. The model has 4.8 × 105 

variables (2.2 × 103 are binary variables) and is solved with an opti-
mality gap of 2 % in 4 min CPU time. 

3. Case description 

We applied the LEO model to a local district case in Flintshire, Wales, 

UK, lies in the fact that roughly 76 % of the population live in this kind of 
county accounting for 97 % of Welsh land. As shown in Fig. 3a, the local 
district has 200 houses, 15 offices, 2 food & beverage stores, 2 school & 
public buildings, and 1 shopping mall. Fig. 3a also shows the PV shading 
evaluation result for the local district indicating that all roofs would not 
be shaded by neighborhood buildings even during the dark winter. 
While the solar radiance varies significantly among different seasons as 
shown in Fig. 3b. The local authority is actively engaging in renewable 
energy development with a PV farm under construction and the onsite 
generated solar power can be either consumed locally, stored in battery 
storage or sold to neighbors. 

Overall, we apply the proposed LEO model to assess possible solu-
tions for the local energy system considering different scenarios in this 
case. The scenarios of two system operation modes under two capital 
cost levels are evaluated considering two objective functions. In specific: 

(1) Two system operation modes are the Cost-oriented and the Grid- 
impact-oriented. The Cost-oriented mode aims to minimize the local 
energy design and operational cost by formulating the objective function 
as detailed in Appendix A.2.1 and the Grid-impact-oriented mode aims 
to have minimum impact on the grid by flattening the demand profile. 
The Grid-impact-oriented mode is formulated by setting constraints on 
the variation of hourly grid import power while still using the objective 
function of cost minimization. In specific, we set the upper bound for the 
hourly variation of the grid import power by 3 %. (2) Two capital cost 
levels are Existing capital cost and Low capital cost. (3) Two objectives 
are minimizing cost and minimizing CO2 emissions. 

4. Results and discussion 

This section discusses the findings from the case study from five 
perspectives with the focus on cost-efficient decarbonization of local 
energy systems: (1) evaluating the possible weather risk that may lead to 
extra cost for hardening the energy system design and adjusting the 
system operation; (2) assessing the system performance trade-off when 
considering cost and emissions objectives with two different capital cost 
levels; (3) comparing the system operation between cost-oriented and 
grid-impact-oriented modes that has directly impact on the operational 
cost of the local energy system; (4) P2P energy trading schemes to 
achieve cost-efficient self-sufficiency at local level; (5) prioritizing the 
monetary value of the investigated technologies towards 
decarbonization. 

Fig. 3. The case district map. (a) All buildings in the case district are suitable to 
install PV panels with no shading from nearby buildings even during winter 
(the district map is adapted from [41]); (b) Hourly solar radiation for 
different seasons. 

Fig. 4. The historical and projected local climate data in this case. (a–c) The local historical (1991–2020) data and projection data (2021–2050) for maximal wind 
speed, temperature, and precipitation, respectively. (d) Flood risk assessment map for Wales showing the potential areas with flood risk from river and surface water. 
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4.1. Characterizing weather risks 

The local historical (1991–2020) and projection (2021–2050) 
weather data of daily maximum wind speed, the daily lowest tempera-
ture, and the daily maximum precipitation are plotted in Fig. 4a–c, 
respectively. It can be seen that the daily maximum wind speed is 20.9 
m/s and the lowest temperature is − 4 ◦C. Both these two parameters are 
expected to remain stable until 2050 indicating this area has very low 
hurricane and blizzard risks. In contrast, the historical daily maximum 
precipitation is not over 40 mm/day but the value could go up to 76 
mm/day during 2020–2050. So, we further performed the flood risk 
assessment using the tool developed by the Natural Resources Wales 
[42]. The assessment tool directly output the results indicating that the 
local district has a 0.1 %–1 % chance per year flooding risk from surface 
water and less than 0.1 % chance per year river flooding risk, which 
denotes a low and very low level, respectively. More details on calcu-
lating the risk can be found in Ref. [43], and the possible flood risk area 
has been visualized in Fig. 4d. Overall, the above extreme weather risk 

assessment indicate that the local energy infrastructure, e.g., the PV 
panels, heat pumps, distribution network, and gas network, would have 
low risk to be damaged by extreme weather events, e.g., flood, blizzard, 
or hurricane. Fortunately, it is not necessary to consider hardening the 
local energy infrastructure by increasing redundancy or backup (which 
would usually lead to a higher investment) in this case. 

4.2. System performance trade-off 

Fig. 5 shows the overall performance trade-off between Cost-oriented 
(i.e., minimize cost objective) and Grid-impact-oriented (i.e., flatten 
demand profile) considering two capital cost levels. Four Pareto fron-
tiers represent four scenarios and each dot on the Pareto frontiers de-
notes an optimal local energy solution. In general, feasible solutions can 
be found for all scenarios under the local emissions threshold of 482 
tonnes/year indicating that electrification of local energy systems can 
indeed achieve the 2035 emissions reduction target. The main reasons 
for the emissions reduction are: (1) The emission factor for the elec-
tricity grid would drop to 0.04 kg CO2/kWh. (2) Based on such a low 
emission factor, electrification of the transport sector by adopting EVs 
and electrification of the heating sector by using heat pump could 
significantly reduce the emissions from the local transport and heating 
sectors. Other minor reasons that also contribute to the emissions 
reduction include the building energy efficiency improvement and local 
PV installation. More details on how the emission reduction is achieved 
and the contribution of individual technology can be found in our pre-
vious study Ref. [41]. 

The local emissions can be further reduced significantly with a minor 
rise of system cost until 169 tonnes/year. While the local emissions 
cannot be further reduced because it is not possible to achieve 100 % 
electrification for the local building, heating, and transport sectors by 
2035 in this case even though the emissions factor for the electricity grid 
is already very low (i.e., 0.04 kg CO2/kWh). Meanwhile, the Cost- 
oriented solutions tend to achieve a 3.1 %–5 % lower overall system 
cost than the Grid-impact-oriented solutions. In addition, the two-level 
capital cost (i.e., existing cost and low cost) could result in a 29.4 %– 
30.8 % overall system cost difference. Note that since we calculate the 
cost and benefit from a local perspective, the costs of Grid-impact- 
oriented solutions are usually slightly higher than the Cost-oriented 

Fig. 5. System overall performance trade-off between two objectives under two 
capital cost levels. 

Fig. 6. Hourly electricity supply–demand balances for three typical days and two modes. (a) Cost-oriented mode in a typical hot summer weekday, (b) Cost-oriented 
mode in a typical winter weekend, (c) Cost-oriented mode in an extreme dark and cold winter weekend, (d) Grid-impact-oriented mode in a typical hot summer 
weekday, (e) Grid-impact-oriented mode in a typical winter weekend, (f) Grid-impact-oriented mode in an extreme dark and cold winter weekend. 
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solutions; but the Grid-impact-oriented solutions might generate larger 
benefits for the electricity grid, which is not taken into account in this 
case. 

4.3. Representative hourly energy balancing for two modes 

Fig. 6 shows the hourly electricity balances of the local energy sys-
tems in both Cost-oriented and Grid-impact-oriented modes during three 
typical days. The three typical days are a hot summer weekday, a winter 
weekend, and a winter extreme dark and cold day. In general, EV 
charging always happens during midnight and early morning, and the 
shiftable tasks of Dish washer and Wash machine are usually been car-
ried out during 9 am–2 pm so as to keep away from the evening peak 
around 7 pm. 

For the Cost-oriented mode as shown in Fig. 6(a–c), the local PV 
power output demonstrates significant seasonal differences, and such a 
difference is balanced by the power import from the grid. As for the 
heating, domestic hot water demand still exists during summer, the heat 
pump contributes the most in the typical winter weekend. In contrast, 
heat pumps contribute less amount in the extreme cold and dark winter 
weekend as the boiler might indicate a more cost-efficient solution. 
Meanwhile, the battery usually charges the surplus local PV generated 
power during 10 am–4 pm if the solar radiation is sufficient (extreme 
dark and cold winter days not applied), and then discharges during the 
evening period of 6 pm–10 pm. 

The Grid-impact-oriented mode aims to flatten the profile of the 
import power from the grid (as shown by the smooth bandwidth of the 
import power profile over 24 h) while minimizing the system total cost. 
As plotted in Fig. 6(d–f), compared to the Cost-oriented mode, the larger 
capacity of the battery has been installed and more actively utilized 
during 6 am and 3 pm when the local PV generation is abundant. The 
power mainly discharges during the evening peak around 5 pm–11 pm. 
Since a larger capacity of batteries has been utilized in this mode, the 
total system cost is slightly higher than the Cost-oriented mode 
accordingly. 

Note that Fig. 6 shows the energy balance from the whole local area 
perspective, while the energy trading within the local area cannot be 
observed directly. So, we further illustrate the energy trading results in 
the next section. 

4.4. Blockchain based P2P energy trading 

Fig. 7 shows the electricity trading among the five local clusters 
during four representative days under two operational modes. In gen-
eral, more amount of electricity is traded in the Cost-oriented mode than 
that in the Grid-impact-oriented mode. This is due to a larger capacity of 
batteries are deployed in the Grid-impact-oriented mode to better 
maintain the inner-cluster balancing other than trade with other clus-
ters. Another interesting finding is that the surplus electricity is usually 
traded from the non-residential sector (i.e., C2–C5) to the residential 
sector (i.e., C1) during the evening peak around 6 p.m.–10 p.m. The 
reason is that the residential and non-residential sector has demand 
supplementary effect, in other words, the demand for the non- 
residential sector drops to a minimum level during the off-work time 
period, while the demand for the residential sector reaches its peak. So 
that the surplus power from the non-residential sector is transferred to 
the residential sector. Besides, compared an extremely dark and cold 
winter weekend with a typical winter weekend, since less electricity can 
be generated from the PV panels while the demand for heating is higher, 

Fig. 7. Energy trading among five clusters (i.e., C1–C5) for four representative days under two operational modes. (a) Cost-oriented mode in a typical spring 
weekday; (b) Cost-oriented mode in a typical hot summer weekend; (c) Cost-oriented mode in a typical winter weekend; (d) Cost-oriented mode in in an extreme dark 
& cold winter weekend; (e) Cost-oriented mode in a typical spring weekday; (f) Cost-oriented mode in a typical hot summer weekend; (g) Cost-oriented mode in a 
typical winter weekend; (h) Cost-oriented mode in an extreme dark & cold winter weekend. 

Fig. 8. Schematic illustration of executing smart contracts in the Ethereum 
Blockchain networks. The solid black arrows indicate the information exchange 
among participants of Blockchain networks, and the dashed grey arrows indi-
cate the information recorded by the Blockchain networks. 
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the amount of surplus electricity for trading is less accordingly. 
Based on the optimal trading scheme, we demonstrated the execu-

tion of smart contracts for the P2P energy trading between local areas, 
the energy trading at 11 pm is instantiated. As presented in Fig. 8, the 
local areas C2 and C5 are energy sellers and the local area C1 is the 
energy buyer. First, the buyer C1 initializes the smart contracts with the 
specified information of trading time (11 pm), demand volume (102 
kWh), maximum accepted price (£115/MWh). The initialization of 
smart contracts is subsequently broadcast over the Blockchain networks. 
Second, the sellers C2 and C5 which are willing to sell their surplus 
energy enter the smart contracts of the C1 by providing their selling 
volumes (C2: 80 kWh and C5: 55 kWh) and offering prices (C2: £95/kWh 
and C5: £80/kWh). Third, the buyer C1 decides whether to accept the 
offers from sellers. Since the seller C5 offers a cheaper price of £80/kWh, 
the 55 kWh of selling volume is accepted by the buyer C1. The total £4.4 
of payment is subsequently deducted from the buyer C1’s account and 
frozen by the Blockchain networks. Fourth, the seller C2 further de-
creases its offering price to £85/kWh. The buyer accepts this offer to 
meet the remaining 47kWh of energy demand. The total £4.0 of payment 
is subsequently deducted from the buyer C1′s account and frozen by the 
Blockchain networks. Lastly, once the Blockchain networks receive the 
delivery signal from the buyer C1, the frozen £4.4 and £4.0 are trans-
ferred to the seller C2 and seller C5’s accounts. 

4.5. Prioritizing technologies towards decarbonization 

A series of technologies from electricity, building, heating and 
transport sectors are all integrated in the LEO model to achieve a cost- 
efficient solution meeting the emission reduction target. One inter-
esting question would be which technology should be deployed with a 
higher priority from the cost perspective? In other words, which tech-
nology contributes the most to the emission reduction target systemi-
cally? To answer the question, we applied the system value (SV) 
approach to quantify the value of all investigated technologies and 
prioritize them by the SV of each technology in the local energy system. 

The SV of a technology within a system is defined as the marginal 
benefit that the technology can bring to the whole-system as a function 
of its existence (i.e., installed capacity or investment). As illustrated in 
Fig. 9 (a), the system value can be calculated by the difference between 
Benefit Aggregate and Investment Aggregate; the maximal value of 
system value is achieved at the tipping point when the slope of Benefit 
Aggregate is less than the slope of Investment Aggregate. In this case, 
both the Benefit and Investment are the optimal cost (i.e., monetary) 
obtained from the LEO model. The optimal capacity and associated 
Benefit and Investment of a certain technology can be obtained by 
running the LEO model directly; the technology exclusion benchmark 
indicates the capacity of a certain technology is fixed to zero by adding 
an additional constraint to the LEO model. More details of the system 
value approach can be found in Ref. [29]. 

Specifically, we selected the Cost-oriented and Existing cost scenario 

and run the LEO model with the cost minimization objective. The system 
values of local PV, battery storage, heat pump, P2P energy trading, 
domestic demand response (DDR), smart EV charging, and building 
fabric retrofit options are plotted in Fig. 9(b–d), respectively. In Fig. 9 
(b), the maximal SV for heat pump reaches £125 × 103, which is the 
highest among all investigated technologies; the local PV and battery 
storage shows similar SV around £35 × 103. Fig. 9(c) shows the system 
value for P2P energy trading, EV smart charging, and DDR. Note that we 
only consider the ‘Dis-enabled’ and ‘Enabled’ as two discrete decisions 
for these technologies, though future research can calculate the SV of 
these technologies as a function of their participating ratio (i.e., 0–100 
%) with minor revisions of the LEO model. it is seen that compared to 
dis-enabled these technologies, the SV of P2P energy trading, EV smart 
charging, and DDR are £110 × 103, £28 × 103, and £18 × 103, respec-
tively. Fig. 9(d) shows the SV for four discrete decisions of building 
fabric retrofit. It is interesting to see that compared to ‘no upgrade’, 
implementing SWI achieves a SV of £8 × 103 as SWI is a cost-efficient 
option in this case. In contrast, implementing DGW and SWI + DGW 
achieve a negative SV indicating that these two decisions are not 
economically efficient as the associated energy saving cannot offset the 
extra investment, and forced to implement them would not generate any 
benefit (i.e., negative SV). Overall, based on the SV, the priority of 
technologies, in this case, is heat pump > P2P energy trading > local PV 
> battery storage > EV smart charging > DDR > building fabric retrofit 
by DGW. Note that though the system value method can also be applied 
to assess other quantitative values, the above priority is case specific and 
based on the cost assessment, the emissions reduction value and other 
social welfare of the investigated technologies have not been involved. 

5. Conclusion and the way forward 

To help understand how an electrified local energy system could 
contribute to the UK 2035 emission target and the associated cost, we 
develop a whole-system based local energy optimization (LEO) model. 
The LEO model enables comprehensive assessment for the trade-off 
between cost and emissions minimization and the performance of two 
system operational modes, i.e., cost-oriented and grid-impact-oriented, 
considering weather risks and different capital cost. The application of 
the LEO model to a representative local district case in Wales reveals a 
series of insightful implications as listed but not limited below:  

(1) Electrification of local energy systems can indeed meet the UK 
2035 emission target and operating the electrified local energy 
system in cost-oriented mode can save up to 5 % cost than in the 
grid-impact-oriented mode.  

(2) The capital cost assumptions can lead up to a 30.8 % overall cost 
difference of the local energy system while the weather risks 
would not affect significantly in this case.  

(3) Electrification of the local heating sector by heat pumps has the 
highest priority among all investigated technologies in terms of 

Fig. 9. System value approach quantifying the contribution of individual technology for the whole local energy system. (a) Illustration of the system value concept; 
(b) System value (×103£) for heat pump (capacity in kW), local PV (capacity in kW), and battery (capacity in kWh); (c) System value (×103£) for discrete options (i. 
e., dis-enabled and enabled) of P2P energy trading, EV smart charging, and domestic demand response; (d) System value (×103£) for discrete options of building 
fabric retrofit (i.e., No upgrade, SWI only, DGW only, and SWI + DGW). 
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contributing to achieving the emission target in a cost-efficient 
way. 

The model developed and the associated case analysis in this study 
demonstrate the feasibility of local energy electrification to meet the UK 
emission reduction target by 2035. Note that there is no one size fits all 
solution. It is important to retain optionality and flexibility in the energy 
network, transport, and building sectors so as to support an affordable 
transition towards net zero. For instance, many argue that low-carbon 
electricity and heat pumps will not be sufficient to heat every home in 
the UK, and the hydrogen and biomethane boilers could be an alterna-
tive as they can utilize existing engineering practice though heavy in-
vestment is needed to retrofit the gas network infrastructure. Hence, 
local energy electrification could help local authorities achieve the 2035 
near-term emission target and buy more time to develop other promising 
but not-ready-yet technologies for other difficult-to-decarbonize sectors 
towards Net Zero by 2050. 

Future research can further explore the following two directions: (1) 
the present study addresses the cost-efficiency problem of designing 
local energy systems, while the retirement and demolishment of the 
existing facilities have not been considered, future research could 
explore the transition pathway of the local energy system from its 
existing portfolio to that of 2035; (2) the present study use flattening the 
electricity import profile from the grid as a measure of minimizing the 
impact of local energy systems for the utility grid, future research could 
explore more comprehensive measures of minimizing the grid impact 
and how much economic benefit can be brought. 
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Appendix A 

This appendix provides (1) definitions of parameters and variables in LEO model, (2) LEO model formulations, and (3) parameters that supports the 
reported findings. 

A.1. Variable definitions 

The sets and variables in the model have been listed in Tables A1 and A2. 

A.2. Model formulation 

The mathematic formulation for the LEO model is explicated here (see Tables A3 and A4). 

A.2.1. Objective function 
One objective function is to minimize the total discounted cost (TDC) of a local energy system, including the annualized capital investment of all 

technologies (CAPEX), maintenance cost of all technologies (MC), and energy cost for electricity and gas consumptions supplied by utilities (EC), as 
shown by Eq. (A1) [39]. Note that the electricity tariff follows the Economy 7 plans, see Table A5. 

TDC = CAPEX+MC+EC (A1) 

Another objective function is to minimize the annual carbon emissions (GHGEGY) of a local energy system, as defined by Eq. (A2). 

GHGEGY =
∑Act

EFAct × Energyactivity (A2a) 

where GHGEGY is the local energy related annual emissions, EFAct is the emission factor, Energy activity is the energy consumed by that activity, i. 
e., electricity, heating, gas, transport. The value of EFAct can be found in Table A3. 

A.2.2. Model constraints 
The LEO model constraints are derived below. 
Energy balances. Electricity and heating balances are modeled. The heating balance is presented in Eq. (A3a–b). 

QBase
i,s,h −

∑

k
φFR
i=1,k × QFR

i=1,s,h,k +Qcha
i,s,h = Qdis

i,s,h +QHP
i,s,h +QB

i,s,h ∀j ∕= i (A3a)  

∑

k
φFR
i=1,k = 1 (A3b) 
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where the subscripts s is season, h is hour, i is clusters’ serial number, k is the building fabric retrofit options’ serial number, and these subscript 
symbols apply in the following description of models; QBase is the heating demand baseload, φRF is the binary variable to ensure at most one building 
fabric retrofit option been selected, QFR is the heating demand savings due to the building fabric retrofit, Qcha is the heating charged to storage tank, 
Qdis is the heating discharged from storage tank, QHP is the heating supply from heat pump, QB is the heating supply from boiler (see Fig. A1). 

Eq. (A4) shows the electricity balance. 

EBase
i,s,h + EShift

i,s,h +
∑

j
EP2P(i,j)
i,j,s,h + Eex

i,s,h + EHP
i,s,h + Echa

i,s,h = Edisc
i,s,h + Eim

i,s,h

+EPVroof
i,s,h + EPVfarm

i,s,h +
∑

j
EP2P(j,i)
j,i,s,h ∀j ∕= i, EShift

i,s,h = 0 when i = 2 ∼ 5
(A4) 

where EBase is the electricity baseload, EShift is the electricity load for the shiftable tasks that only exists when i = 1 (to be detailed in Eq. A5), EP2P(i,j) 

is the electricity transferred from cluster i to j, Eex is the electricity fed back to the grid, EHP is the electricity consumed by heat pumps, Echa is the 
electricity charged into battery, Edisc is the electricity discharged from battery, Eim is the electricity supplied by the grid, EPVroof is the electricity 
generated from rooftop PV panels, EPVfarm is the electricity generated from the local PV farm, EP2P(j,i) is the electricity transferred from cluster j to i. 

Demand response. The dishwasher, laundry, and EVs charging are considered as shiftable electricity load to participate in price-based demand 
response, as derived by Eq. (A5a–b). These three shiftable tasks will select the most cost-efficient time slots within pre-defined feasible time windows 
to operate depending on the time-of-use electricity tariff. In Eq. (A5a), the shiftable load (EShift) is the summation of all shiftable tasks’ electricity 
consumption (Eis,θr) and the process duration of shiftable tasks may last one than one hour. The shiftable task will not start once as derived in Eq. 
(A5b). More details can be found in [14]. 

EShift
i=1,s,h =

∑

is

∑H
pro
is − 1

θr=0

(
Eis,θr × Nis,s,h− θr

)
(A5a)  

∑

Hsta
is ⩽h⩽Hfin

is − Hpro
is

Nis,s,h = 1 (A5b) 

where is is the shiftable tasks’ serial number, and θr is a relative time index specifically for modeling the shiftable tasks, HPro is the shiftable tasks’ 
process duration, HSta is the shiftable tasks’ start time, HFin is the shiftable tasks’ finish time, N is a binary variable indicating the tasks’ start status (1 is 
start). 

Energy conversion. The heat pump, boiler, and PV panel energy conversion constraints are shown by Eq. (A6a–d). PV installation areas have a 
physical limit as constrained in Eq. (A6e–f). 

QHP
i,s,h = ηHP × EHP

i,s,h (A6a)  

QB
i,s,h = ηB × NGB

i,s,h (A6b)  

EPVroof
i,s,h = ηPV × SRIs,h × AREAPVroof (A6c)  

EPVfarm
i,s,h = ηPV × SRIs,h × AREAPVfarm (A6d)  

AREAPVroof⩽AREAPVroof (A6e)  

AREAPVfarm⩽AREAPVfarm (A6f) 

where η denotes efficiency, QHP is the heating supply from heat pump, EHP is the electricity consumed by heat pump, QB is the heating supply from 
boiler, NGB is the natural gas been consumed by boiler, SRI is solar radiation index, AREA is the PV installation area with a certain physical limit. Note 
the electricity generated from the PV farm is shared and assumed proportional to the rooftop area of each cluster. 

Storage constraints. Battery and heating storage are modeled. Here, we show the heating storage constraints as an illustrative example by Eq. 
(A7a–e), the battery storage constraints are similar from the modeling perspective. 

Qst
i,s,h = ηst × Qst

i,s,h− 1 + ηcha × Qcha
i,s,h − Qdisc

i,s,h (A7a)  

Qst
i,s,h⩽CAP

st
i (A7b)  

Qcha
i,s,h⩽αcha

i,s,h × Qcha
i,s,h (A7c)  

Qdisc
i,s,h⩽αdisc

i,s,h × Qdisc
i,s,h (A7d)  

αdisc
i,s,h + αcha

i,s,h⩽1 (A7e) 

where ηcha, ηdisc, ηst are energy charge, discharge, and in-storage efficiency; CAPst is the installed capacity of the storage; Qcha is the heating charged 
into the battery; Qdisc is the heating discharged from the storage; Qst is heating stored in tank; α is a binary variable to avoid the heating charging and 
discharging simultaneously. 

Grid connections. The electricity imported and exported to utility grid are formulated by Eq. (A8a–c). 

0⩽Eex
i,s,h⩽β

ex
i,s,h × Eex

i,s,h (A8a)  

0⩽Eim
i,s,h⩽β

im
i,s,h × Eim

i,s,h (A8b) 
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βex
i,s,h + βimi,s,h⩽1 (A8c) 

where Eim and Eex are electricity imported and exported to the grid, respectively; βex and βim are binary variables to represent the export/import 
status and avoid power export and import simultaneously. 

Energy exchange. The surplus local generation from each cluster can be transferred to others. Each cluster i cannot simultaneously receive and 
transfer energy to other sites j as constrained by Eq. (A9). 
∑

j
EP2P(i,j)
i,j,s,h ⩽χP2P

i,s,h × EP2P(i,j)
i,j,s,h ∀j ∕= i (A9a)  

∑

j
EP2P(j,i)
j,i,s,h ⩽

(
1 − χP2P

i,s,h

)
× EP2P(j,i)

j,i,s,h ∀j ∕= i (A9b) 

where EP2P(i,j) is the electricity transferred from site i to j, EP2P(j,i) is the electricity transferred from site j to i, χP2P is a binary variable to control the 
status of transfer or receive. 

Emissions reduction. By 2035, the local energy related emissions are required to reduce 78 % compared to 1990 level, as constrained by Eq. 
(A10). Note that the GHGEGY has been defined as an objective function by Eq. (A2). When applying the epsilon-constraint method for solving multi- 
objective problem, the TDC minimization remains as the objective function while the GHGEGY minimization is converted to constraints, then Eq. (A10) 
would act as an extra constraint. 

GHGEGY
2035⩽(1 − 78%) × GHGEGY

1990 (A10) 

Table A1 
Definitions of indices.  

Indices/subscript/superscript Definitions 

s Set of 15 typical days denoting seasonal and week/weekend differences 
h Set of 24 h 
i Set of 5 clusters 
j Equivalent sets of 5 clusters, j ∕= i 
y Year of y 
is Set of shiftable tasks 
θr Set of relative time index for shiftable tasks 
k Set of three building fabric retrofit options (k = 1 solid wall insulation, k = 2 window insulation, k = 3 combine 1 and 2)  

Table A2 
Definitions of variables.  

Variables Definitions 

GHGEGY Annual carbon emissions [ton/year] 
TDC The objective of total discounted cost [£/year] 
Binary Variables 
φFR =1 if select a certain building fabric retrofit option 
N =1 if shiftable task start 
αcha =1 if energy is charged into storage 
αdisc =1 if energy is discharged from storage 
βex =1 if electricity is fed back to the grid 
βim =1 if electricity is bought from the grid 
χP2P =1 if electricity is transferred 
Positive Variables 
CAPEX The capital cost of the whole-system [£] 
MC The maintenance cost [£/year] 
EC The energy cost [£/year] 
EHP The electricity consumed by heat pump [kWh] 
EShift The total load of shiftable tasks 
Echa The electricity charged into battery [kWh] 
Edisc The electricity discharged from battery [kWh] 
EPVroof The electricity generated from roof PV panels 
EPVfarm The electricity generated from local PV farm 
EP2P The electricity transfer among clusters [kWh] 
Eim The electricity bought from the grid [kWh] 
Eex The electricity fed back to the grid [kWh] 
Energy activity All related energy activity 
GHGEGY The energy related CO2 emissions 
AREAPVroof The installed area for roof PV panels [m2] 
AREAPVfarm The installed area for local PV farm [m2] 
EP2P(j,i) The electricity transfer from cluster j to i [kWh] 
QHP The heating output from heating pump [kWh] 
QB The heating output from boiler [kWh] 
Qst The heating stored in storage tank [kWh] 
Qcha The heating charge into cooling storage [kWh] 
Qdisc The heating energy discharged [kWh] 
Qst The heating energy stored in the tank [kWh] 
NGB The natural gas consumed by boiler [kWh]  
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Table A3 
Definitions and values of parameters.  

Parameters Definitions Values 

EBase Electricity baseload [kWh] See Fig. A1 
Eis,θr Shiftable tasks power rate [kW] See Table 2 
η Efficiency of each energy technology See Table A4 
QBase Heating baseload [kWh] See Fig. A1 
QFR Heating savings by building fabric retrofit [kWh] See Table 1 
SRI Solar radiation index [w/m2] See Fig. 2b 
HPro Shiftable tasks’ process duration See Table 2 
HSta Shiftable tasks’ start time See Table 2 
HFin Shiftable tasks’ finish time See Table 2 
EFAct Emission factor for electricity from the utility (in 1990) 0.718 kg/kWh 
EFAct Emission factor for electricity from the utility (in 2020) 0.233 kg/kWh 
EFAct Emission factor for electricity from the utility (in 2035) 0.041 kg/kWh 
EFAct Emission factor for gas from the utility (in 1990, 2020 & 2035) [44] 0.184 kg/kWh  

Table A4 
Efficiency assumptions for each energy technology.  

Parameters Definitions Values 

ηHP Efficiency of heat pumps 3 
ηPV Efficiency of PV panels 0.14 
ηB Efficiency of boilers 0.85 
ηst Efficiency of battery self-discharge 0.98 
ηst Efficiency of heat storage self-discharge 0.95 
ηcha Efficiency of battery charge 0.94 
ηcha Efficiency of heat storage charge 0.92  

Table A5 
Cost assumptions for each energy technology and electricity tariff.  

Cost terms Values 

Air source heat pump existing capital cost 1600 £/kW 
PV panel existing capital cost 1300 £/kW 
Battery existing capital cost 1300 £/kWh 
Heating storage tank existing capital cost 200 £/kWh 
Gas boiler existing capital cost 400 £/kW 
Electricity tariff standing charge 0.215 £/day 
Electricity night-time tariff (0:30–7:30) 0.12 £/kWh 
Electricity day-time tariff (rest of time) 0.2 £/kWh  

Fig. A1. The electricity and heating demand per building for five categories of buildings in the local district [28,45]. a–e, electricity demand per building for five 
categories of buildings. f–j, heating demand per building for five categories of buildings. 
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A.3. Model parameterization 

All the parameters in the case study are presented below. 
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