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A B S T R A C T   

This work presents the development of a 3D hybrid coupled dual continuum and discrete fracture model for 
simulating coupled flow, reaction and deformation processes relevant to fractured reservoirs with multiscale 
fracture system, e.g., coal and shale, efficiently and accurately. In this hybrid model, the natural fracture network 
and coal matrix are described together by a dual continuum approach and the large fractures are represented 
explicitly by the discrete fracture approach. A combination of different types of elements is used for spatial 
discretization. Large fractures are discretised with lower-dimensional interface elements and continuum domains 
with higher-dimensional elements. The coupling between the two models is achieved via the principle of su
perposition. To reduce computational time of simulations for complex and large-scale problems, a hybrid MPI/ 
OpenMP parallel scheme is implemented in this work. The developed model is applied to investigate coupled 
thermal, hydraulic, and mechanical processes associated with CO2 sequestration and enhanced coalbed methane 
recovery. The results demonstrate capabilities of the model to adequately capture the effects of multiscale 
fracture system and their coupled behaviour during CO2 injection and methane recovery from coal reservoirs. 
Performance of the proposed parallelisation scheme was tested by comparing computation times of serial and 
parallel implementations. A good performance improvement was achieved, the speedup using parallelized 
scheme reaches up to about 10 times along with satisfactory scalability for considered application example. The 
findings of this work support developments and improvements of efficient advanced numerical models to study 
coupled THCM behaviour in fractured porous geomaterials.   

1. Introduction 

Numerical modelling techniques are often implemented in under
standing large spatio-temporal subsurface flow, reaction, and deforma
tion problems encountered in geoenvironmental and geo-energy 
applications, such as carbon sequestration, nuclear waste disposal, 
contaminated land remediation, oil and gas recovery, geothermal en
ergy etc. (Chen et al., 2019; Cui et al., 2022; Rutqvist et al., 2002; Taron 
et al., 2009). These techniques involve approximation of governing 
partial differential equations and finding approximate solutions that are 
close to the exact solutions of a specific problem. Numerous methods 
have been developed over the years. An overview of the popular 
computational methods has been presented in Jing (2003), Lei et al. 
(2017) and Jenabidehkordi (2019). However, for subsurface flow and 
deformation problems, finite element and/ finite volume methods for 

spatial discretisation and finite difference methods for temporal dis
cretisation are often implemented or preferred. Although the methods 
are well established, understood and widely applied, they still suffer 
from computational efficiency, especially for complex and coupled 
problems. For example, numerical modelling of carbon sequestration or 
coalbed methane recovery involves multi-scale, multi-phase flow and 
mass transfer processes occurring at multiple interconnected model 
domains. Numerical simulations of such problems are computationally 
demanding and require implementation of high-performance computa
tional platforms for adequately capturing the processes occurring at all 
scales in model simulations (Thomas et al., 2010). 

Coalbeds are highly fractured media containing porous matrices, 
cleat network, and large scale geological fractures like faults. The 
modelling concepts for fractured porous media are usually based on 
equivalent continuum model (EC), multi-continuum model (MC), 
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discrete fracture-matrix model (DFM) and discrete fracture network 
model (DFN). Among these, the MC approach proposed by Barenblatt 
et al. (1960), has been widely improved and applied to predict flow and 
transport in fractured rocks, because of its advantages in representation 
accuracy, computational efficiency and filed practicality. In their 
approach, Barenblatt et al. (1960) represented a fractured porous me
dium as two or more overlapping continua. Dual continuum models, 
also known as dual porosity model (DP), are the most common form of 
multi-continuum model (e.g. Chen et al., 2019; Gerke and Genuchten, 
1993; Hosking et al., 2017; Masum et al., 2022). This approach can 
capture different characteristics of fractures and rock matrices in a 
systematic way. The fracture continuum generally covers the conductive 
part, whereas the matrix continuum generally provides the storage ca
pacity. For reservoirs of highly connected small-scale fractures, con
ventional DP model offers a better representation of flow characteristics, 
but this modelling approach fails to accurately represent large-scale 
fractures like hydraulic fracture and localized anisotropy. The DFM 
model overcomes the limitations of the dual-continuum approach by 
representing individual large-scale fractures explicitly (Moinfar et al., 
2013). The combination of DP model and DFM model perhaps provide a 
promising approach to account for the effects of multiscale fracture 
systems. However, when such hybrid model is used, especially for 3D 
problems, additional treatments are required for improvement of 
computational efficiency. For example, simulation domain can be 
reduced geometrically from a higher dimension to a lower dimension or 
by applying principle of symmetry (Chen et al., 2019, 2020a). When 
high spatial resolution results are not required, coarsely discretised 
mesh can be considered. However, many cases are inherently three- 
dimensional due to the geometry of the analysed domain, as well as 
circumstances where accuracy of results requires the whole system to be 
considered during model simulations (Vardon et al., 2011). Develop
ment of more efficient numerical algorithms and faster solution schemes 
are therefore essential to reduce computational time. 

With increasing computing power, high performance computing 
(HPC) is becoming a desired technique to process data and perform 
complex calculations at faster speeds (Kolditz et al., 2006; Thomas et al., 
2010; Vardon et al., 2009). Parallel processing technique, which in
volves multiple, connected computers via fast communication networks 
or computers with multiple processors (dual-core, quad-core, super
computers, etc), is the most commonly used approach to speed-up finite 
element or finite volume methods together with subsurface coupled flow 
and deformation models (Chiang and Fulton, 1990; Smith et al., 2013). 
Domain decomposition method where sections of a domain are solved 
independently, is often used in parallel computational method. Jimack 
and Touheed (2000) discussed the details of a simple parallel finite 
element algorithm based on domain decomposition method. Similar 
parallel finite element scheme has also been developed by Wang et al. 
(2009) for multi-physical processes in porous media. But more care is 
required when splitting a domain in terms of limiting iterations for 
convergence and computational work-balancing. For the sake of effi
ciency, third-party Mesh-partitioning Tools METIS (Karypis and Kumar, 
1999) has been used to split finite element mesh prior to the calculation 
and the Portable Extensible Toolkit for Scientific Computation (PETSc) 
has been used for solution (Wang et al., 2017). However, these tools 
should be integrated into existing codes which cannot be achieved easily 
in most cases (Castro et al., 2009). 

The motivation of this work is driven by the necessity for improving 
computational efficiency while maintain adequate accuracy of a coupled 
finite element based model for CO2 storage in fractured reservoirs like 
coalbeds and shale. In this paper, the previously developed model of 
(Chen et al., 2020b) is extended using a parallel, finite element based 
scheme to model coupled THCM problems for large-scale, three- 
dimensional applications. This paper includes (1) the development of a 
theoretical model for non-isothermal, multicomponent flow through 
elastically deformable unsaturated fractured rock under a coupled 
thermal, hydraulic, chemical, and mechanical framework, (2) a hybrid 

coupled dual continuum and discrete fracture model accounting the 
effects of multiscale fractures, in which numerous small scale fractures 
network and porous matrix are modelled with dual continuum model 
and the large scale fractures are represented explicitly using discrete 
fracture model, and (3) a hybrid Message Passing Interface (MPI)/Open 
Multi-Processing (OpenMP) method to parallelise the computer code. 
The structure of this paper is as follows: firstly, a comprehensive theo
retical framework for modelling coupled processes in fractured porous 
geomaterials based on hybrid coupled dual continuum and discrete 
fracture model is presented along with numerical solution in section 2. 
Section 3 presents the details on hybrid MPI/OPENMP parallelization 
scheme, followed by verification and validation tests in section 4. An 
application example in CO2-enhanced coalbed methane recovery is 
presented in section 5. Analyses and discussion of the computational 
efficiency of the proposed parallel scheme is presented in detail in 
Section 6. Finally, the conclusions are drawn in section 7. 

2. Model development 

Coal reservoirs are highly heterogeneous systems of multi-scale 
fractures including a uniformly distributed network of natural frac
tures i.e., cleats, and sparse, large-scale fractures such as faults, hy
draulic fractures etc., as shown Fig. 1(a). It is not feasible to represent 
numerous pre-existing fractures individually and explicitly. Due to 
conductivity contrast and roles of fracture scales, only the large fractures 
are modelled explicitly with discrete fracture model. The coal cleat 
network and coal matrix are modelled using a dual continuum approach. 
Fig. 1(b) shows flow connectivity between dual continuum and discrete 
fracture models. The proposed model consists of three different media: 
(i) matrix continuum with relatively large porosity and low perme
ability, (ii) fracture continuum with intermediate porosity and perme
ability, and (iii) discrete fractures with relatively high permeability. 
Mass exchange may take place between any two pore regions. However, 
the fluid in the larger fractures has a preference to penetrate into the 
natural fractures network due to much higher permeation of fracture 
network compared to rock matrices. Hence, in this work, mass exchange 
between matrix continuum and hydraulic fractures is neglected because 
the matrix continuum predominantly exchanges mass with the natural 
fracture network. Fig. 1(b) illustrates the flow connectivity between 
different continua. 

Theoretical formulations describing non-isothermal, multiphase, 
multicomponent gas flow in deformable coalbeds are presented below. 
Following assumptions are made: (1) The cleat network and matrix re
gions of coals are treated as homogenous and isotropic continua. (2) 
Each continuum is treated as a multiphase system of solid, liquid, and 
gas. Hence, voids are filled partially with liquid water and partially with 
gas. (3) Coalbeds are in local thermal non-equilibrium (LTNE). (4) Coal 
deformation is linear and elastic. In the following sections, fracture and 
matrix continua are denoted by subscripts κ = f, m. Pore regions, e.g., 
fracture continuum, matrix continuum, and discrete fractures are 
denoted by subscripts α = f, m, F, respectively; and solid and fluid phases 
(gas and water) are denoted by subscripts β = s, g, l, respectively. Gas 
species in a multi-component system is labelled by superscripts i = 1, 2 
3…. ng. Detailed descriptions and derivations of the equations are 
available in (Chen, 2019). 

2.1. Mass balance equation 

Based on the principle of conservation of mass, the governing 
equations for water flow can be expressed as: 

∂
∂t
(Slκρlnκ) = − ∇ • (ρlvlκ)+Γlκ κ = [f ,m] (1) 

And multicomponent reactive gas flow can be expressed as: 
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∂
∂t

(
ci

gκSgκnκ + ci
dκSlκnκ

)
= ∇ • qi

gκ +∇ • qi
dκ +Ri

gκ +Γi
gκ (2) 

As mentioned above, the discrete fracture model is used to represent 
the large fractures explicitly. Because of high aspect ratio of large frac
ture with thickness orders of magnitude lower than its length, the large 
scale fracture is treated as a lower dimensional object, that is, 2D plane 
in 3D space, as shown in Fig. 2. Therefore, the flow continuity of fluid in 
large fractures can be written as: 

∂
∂t
(wρlSlF) = − w∇l • (ρlvlF)+ΓlF (3)  

∂
∂t

(
ci

gFSgFw+ ci
dFSlFw

)
= − ∇ld • qi

gF − ∇l • qi
dF +Γi

gF +Ri
gF (4)  

where nκ is porosity, κ = f, m, Slα is degree of water saturation, α = f, m, F, 
Sgαis the degrees of gas saturation, ρl is the density of water, vlα is the 
water velocity, cgα

i is gas concentration in gas phase, cdα
i is the concen

tration of the gas dissolved in the water phase, qgα
i and qdα

i are the fluxes 
of the ith gas component in the gas phase and in the liquid phase, Γlα and 
Γgα

i sink-source term for mass exchange between different pore regions, 
and Rgα

i represents the sink-source term for geochemical reactions. w is 
the fracture aperture, ∇l is the lower dimensional gradient operator, for 
example, if ∇ = ∂

∂x +
∂
∂y+

∂
∂z, ∇ld can be expressed as ∇ld = ∂

∂x′ +
∂

∂y′ , x
′-y′ is 

local coordinate, as shown in Fig. 2. 
Assuming a thermodynamic equilibrium between the dissolved gas 

and the free gas, concentration of the dissolved gas in eqs. (2) and (4) 
can be obtained with Henry’s law (Kühne et al., 2005): 

ci
dα = Hi

g(T)p
i
gα (5)  

where Hg
i is the Henry’s coefficient to determine dissolved gas volume in 

water, pgα
i is partial pressure of ith species. 

Gas flow is generally considered to be driven by advection and 
diffusion, and the fluxes qgα

i and qdα
i can be given as: 

qi
gα = ci

gαvgα − SgαDgeα∇ci
gα (6)  

qi
dα = ci

dαvlα − SlαDdeα∇ci
dα (7)  

where vgα is the velocity of the gas phase and Ddeα is effective diffusion 
coefficient. 

Following Darcy’s law, velocity of fluids is expressed as: 

vβα = −
KαKrβα

μβα
∇pβα (8)  

where Kα is the intrinsic permeability. For hydraulic fractures, the 
permeability is associated with fracture aperture, which can be calcu
lated by KF = w2/12 (Pouya, 2015). The variations of permeability is 
stress dependent, Kk = Kκ0exp

(
− CpκΔσ

)
, Kκ0 is permeability at refer

ence state, Cpκ is pore compressibility and it is influenced by stress state 
and coal-gas interaction (Chen et al., 2022), and σ is mean stress, Krβα is 
the relative permeability to water (β = l) or gases (β = g), μβα is the fluid 
viscosity. The gas mixture viscosity is calculated using method of Chung 
et al. (1988) in this work, pβα is fluid pressure. For real gases, the gas 
pressure is expressed as: 

pgα = ZαRTα
∑ng

i=1
ci

gα (9)  

where Tα is temperature, and Zα is gas compressibility factor, which is 
calculated with the Peng-Robinson equations of state or PR-EoS (Peng 
and Robinson, 1976). 

The relative permeability to water is associated with the degree of 
saturation and calculated following the van Genuchten model (Van 

Dual continuum 
model

Fracture continuum 

Matrix continuum Matrix continuum 

Fracture continuum 

Dual continuum model + DFM

Large scale 
fractures

Small scale 
Fractures + matrix

Matrix +
Small  fractures + 
Large fractures

Large scale fractures

(a)

M M M M

M

M

M

M

M

M

M

M

M

M

M

M

SF SF SF SF

SF SF SF SF

SF SF SF SF

SF SF SF SF

LF LF LF LF W

(b)

Fig. 1. (a) Conceptual development process for the hybrid dual continuum and 
discrete fracture model. (b) Flow connectivity between multiple pore regions in 
the proposed model (W: injection well, LF: large scale fractures, SF: Fracture 
continuum, and MC: matrix continuum). 

Fig. 2. Schematic representation of the discrete fracture matrix approach (x′-y′

is local coordinate). 
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Genuchten, 1980): 

Krlα = Slαe
1/2[1 −

(
1 − Slαe

1/ψα
)ψα ]2 (10)  

where Slαe is the effective water saturation and it is calculated using the 
following capillary pressure-saturation relationship (Van Genuchten, 
1980): 

Slαe =
Slα − Slαr

Slαmax − Slαr
=

(

1 +

⃒
⃒
⃒
⃒

sα

p0α

⃒
⃒
⃒
⃒

γα
)− ψα

(11)  

where Slαmax is the maximum water saturation, Slαr are the residual 
water saturation, γα and ψα (ψα = 1 − 1/γα) are constants based on the 
water retention characteristics and p0α is a characteristic pressure, p0α 
are different for fractures and porous matrix. 

Bogdanov et al. (2003) proposed a simple model for gas phase 
relative permeability in fractures: 

Krgf =
(
1 − Slf

)N (12)  

where N is the power exponent for the relative permeability in fractures, 
such relative permeability relationship is also used for large fractures. 

Gas sorption in coal mainly occurs at the surfaces of coal matrices. 
Therefore, Rgf

i = 0, RgF
i = 0. The sink/ source of or the ith gas component 

from gas adsorption in matrix pores is expressed as: 

Ri
gm = −

dRi
gm→ad

dt
(13)  

Ri
gm→ad = ρsc

i
s (14)  

where cs
i is adsorbed gas concentration, ρs is coal density. 

Adsorption of multicomponent gases in coal is generally described 
with extended Langmuir isotherm model: 

ci
s =

ci
Lbi

Lxi
gmpgm

∑n
i=1bi

Lxi
gmpgm + 1

(15)  

where xgm
i is molar gas fraction of the ith species, cL

i is the Langmuir 
volume constant, and bL

i is the Langmuir pressure constant, which are 
affected by temperature and moisture content, given as (Chen et al., 
2020c, 2021): 

ci
L = ci

L0exp
(
− δiΔTα − ξimw

)
(16)  

bi
L = bi

L∞exp
(

Ei
in

RT

)

(17)  

mw =
ρlnmSlm

ρs
(18)  

where cL0
i is the theoretical maximum adsorption capacity for gases, δi is 

a reduction coefficient related with temperature increase, ξi is an 
adsorption capacity decay coefficient with moisture content (mw) in 
weight percentage before equilibrium moisture content, Ein

i is the 
interaction energy between the adsorbate and the adsorbent, and bL∞

i is 
the affinity at infinite temperature. 

In addition to the sink-source from gas adsorption expressed in eq. 
(13), the mass exchange between different regions can also contributes 
to the sink-source term. Water flow between fracture and matrix con
tinua are estimated by the mass exchange term, Γlα. It has been sug
gested that a quasi-steady state water pressure distribution prevails in 
coal matrix blocks. The process is purely advective, and the water ex
change rate is expressed as a linear function of the difference between 
the average pore water pressures in the fracture and the matrix continua 
(Barenblatt et al., 1960; Warren and Root, 1963): 

Γlf = − Γlm = − σl
(
plf − plm

)
(19)  

where σl is the mass exchange coefficient for water. 
The mass exchange between both continua includes the exchange in 

gas phase and also in liquid phase as dissolved state. It is expressed as: 

Γgf = − Γgm = − σgD

(
ci

f − ci
m

)
− cdσl

(
plf − plm

)
(20) 

Where cd is the average dissolved gas concentration between both 
continua. σgD is the first order mass exchange coefficient for diffusion of 
the ith gas component, which is given by: 

σgD =
a

lb
2Di

gem (21)  

where a is a factor related to geometry of the matrix blocks, a = 3π2 for 
3D cases, Dgem

i is effective diffusion coefficient of the ith gas component 
and lb is the matrix block length. 

2.2. Energy balance equation 

In this study, a local thermal non-equilibrium (LTNE) approach is 
applied to consider heat transfer between different domains. However, 
there is no heat exchange between the phases in individual continuum, 
in other words, different phases always have the same temperature in a 
single continuum. The energy balance question can be expressed as 
(Hosking et al., 2020): 

(
ρκCpκ

)

eff
∂Tκ

∂t
= ∇ • (λeκ∇Tκ) −

(
SlκρlCplvlκ + SgκρgκCpgκvgκ

)
• ∇Tκ + qκ

(22) 

For heat transfer through the fluid in the discrete fractures can be 
written as: 

w
(
ρFCpF

)

eff
∂TF

∂t
= ∇ • (wλeF∇TF) −

(
wSlFρlCplvlF +wSgFρgFCpgFvgF

)

• ∇TF + qF

(23)  

where (ραCpα)eff and λeα are effective specific heat capacity and effective 
the average thermal conductivity of each continuum, qα is heat source 
accounting for heat transfer among pore domains and heat supply, for 
example, through geochemical reactions. 

Effective specific heat capacity can be obtained from the density and 
specific heat capacities of all components within a coal matrix as (Gupta 
et al., 2015): 
(
ρmCpm

)

eff =
(
1 − nm − nf

)(
ρsCps + ρaCpa

)
+ nmSlmρlCpl + nmSgmρgmCpgm

(24a)  
(
ρf Cpf

)

eff = nf Slf ρlCpl + nf Sgf ρgf Cpgf (24b)  

(
ρFCpF

)

eff = SlFρlCpl + SgFρgFCpgF (24c)  

where Cps and Cpl is the specific heat capacities of solid phase and water, 
respectively, Cpa and ρa the specific heat capacities of the adsorbed phase 

gas, ρgα

(

=
∑ng

i=1ci
gαMi

)

, is the density of the gas mixture, Mi is the 

molar mass of ith gas component and Cpgα is specific heat capacity of the 
gas mixture, which can be calculated as: 

Cpgα =
∑ng

i=1
Xi

αCi
pgα (25)  

where Xα
i is the mass fraction of ith gas component, which is calculated 

as: 
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Xi
α =

xi
αMi

∑ng

i=1
xi

αMi
(26) 

Unlike the effective specific heat capacity, for which an arithmetic 
mean is used, the effective thermal conductivity is obtained based on the 
geometric mean of the thermal conductivities of the three phases (Sass 
et al., 1971): 

λme = λ(
1− nm − nf )

s λnmSlm
l λnm(1− Slm)

g (27)  

λef = λnf Slf
l λ

nf (1− Slf )
g and λeF = λSlF

l λ(1− SlF)
g (28)  

where λs, λl and λgα =
∑ng

i=1Xαiλi
g are the thermal conductivities of the 

solid, water and gas phases, respectively. 
Heat transfer is separated into two processes, namely, heat transfer 

between the rock matrix and fracture fluid by conduction through the 
fracture surfaces, and heat transfer by advection through mass exchange 
between the continua (Heinze and Hamidi, 2017), given as: 

qF=− qm = hT Afm
(
Tf − Tm

)
+
(
ΓlfmCpl +ΓgfmCpg

)(
Tf − Tm

)
(29)  

where hT is the heat transfer coefficient between the fracture and matrix 
continua, and Afm is the interfacial fracture-matrix specific area, which 
can be estimated based on the geometric relation between the natural 
fractures and the rock matrix. The first term on the right-hand side of eq. 
(29) represents the heat exchange between matrix and fracture continua 
by conduction through the fracture surfaces, and the second term rep
resents heat transfer by advection through the mass exchange term (Hao 
et al., 2013). Both hT and Afm are important parameters, influencing 
fracture-matrix interactions. The heat transfer coefficient is typically 
calculated by harmonic averaging of the matrix-fracture thermal con
ductivity (Hao et al., 2013): 

hT =
λemλef

lλef + wλem
(30) 

The interfacial fracture-matrix specific area is derived using 
geometrical considerations for an aperture w and a matrix block length lb 
(Heinze and Hamidi, 2017): 

Afm =
8lb

(2lb + w)2 (31)  

2.3. Deformation 

The deformation behaviour of fractured rock is represented using 
dual poroelastic theory. The three basic principles of poroelastic theory, 
namely, the stress equilibrium, strain-displacement, and strain-stress 
relations are used. Based on the effective stress law, the total stress 
can be expressed in terms of the effective stress and the average pore 
pressure, as (Chen et al., 2019; Pao and Lewis, 2002): 

dσ ′

= dσ − αmIdpm − αf Idpf (32)  

where σ is the total stress tensor, σ′ is the effective stress tensor, m is a 
vector with mT ¼ (1,1,1,0,0,0) and (1,1,0) for 3D and 2D problems, 
respectively, αm and αf are the Biot’s effective stress coefficients of the 
matrix and matrix, respectively. pm and pf are the effective average pore 
pressures. For unsaturated fractured porous rock, the effective average 
pore pressure is weighted by the saturations for both the matrix and the 
fracture systems (Lewis and Schrefler, 1998; Pao and Lewis, 2002): 

pm = Slmplm + Sgmpgm (33)  

pf = Slf plf + Sgf pgf (34) 

The Biot’s effective stress coefficients, αf and αm, can be obtained in 
terms of physically measurable mechanical parameters (Lewis and Pao, 

2002; Pao and Lewis, 2002), it can be shown that: 

αf = 1 −
K
Km

(35)  

αm =
K
Km

−
K
Ks

(36)  

in which K = E/3(1 − 2v), is the bulk modulus of fractured porous rock, 
and E is the Young’s modulus, Km = Em/3(1 − 2v), is the modulus of coal 
matrix with Em being Young’s modulus of the coal matrix, which can be 
obtained from the experiments performed on specimens an order of 
magnitude larger than the spacing of the matrix pores but devoid of 
fracture, and Ks is the modulus of solid constituent. 

The stress-strain constitutive relation is defined as: 

dσ′

= Ddεe (37)  

where D is the elastic stiffness tensor. 
The total strain can be expressed as: 

dε = dεe +
1
3

Idεs +
1
3

IdεT (38)  

where ε is the total strain vector, εe is the elastic strain vector, εs is the 
sorption-induced volumetric strain, and εT is thermal expansion- 
contraction strain. 

The strain-displacement relation is written as: 

dε = Bdu (39)  

where u is the solid displacement vector. 
The thermal strain caused by temperature increases or decreases can 

be defined as: 

εT = αT(T − T0) (40)  

where αT is thermal expansion coefficient. 
The total adsorption-induced strain is calculated using surface stress 

approach as: 

εs = −
αmua

K
(41)  

ua = ζΔσs (42)  

where ζ is a material parameter representing the correlations between 
adsorption area variations of the matrix pore and in porosity of the 
matrix (Nikoosokhan et al., 2013). Δσs is the change in surface stress due 
to gas adsorption. For the case of a pure gas, the change in surface stress 
can be obtained according to the Gibbs-Duhem relation (Chen et al., 
2019; Nikoosokhan et al., 2012): 

Δσs = −

∫ ug

ug0

ΓVbdugm (43)  

where Γ is the number of moles of fluid molecules adsorbed per unit area 
of the fluid-solid interface, and Vb = RT/ugm is the molar volume of the 
bulk fluid. If the fluid adsorption obeys Langmuir isotherm, the change 
of surface stress is written as: 

Δσs = −
RTm

∑ng
i=1Γmax

i bLixi
∑ng

i=1bLixi
ln

(

1+ pgm

∑ng

i=1
bLixi

)

(44)  

2.4. Numerical solution 

This section presents the implementation of numerical techniques to 
solve the governing equations of water flow, multicomponent gas 
transport, heat transfer and mechanical deformation. A Galerkin-based 
finite element method is used for the spatial discretisation of the 
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governing eqs. A fully implicit, mid-interval, backward difference time- 
stepping algorithm is employed for temporal discretization. 

2.4.1. Spatial discretization 
Based on the Galerkin weighted residual method, the primary vari

ables (unknowns) and their spatial derivatives are approximated using 
shape functions. For an element with Inα nodes, this gives: 

ωα ≈ ω̂α =
∑Inα

1
Nαωsα (45)  

∇ω̂α =
∑Inα

1
(∇Nα)ωsα (46)  

where ωα represents any of the primary variables in medium α out of plα, 
cgα

i , Tα and u, Nα is the shape function, the Inα is the number of node of an 
element, and the symbol ̂ denotes the approximate value of the primary 
variable. In this work, discrete large fractures are idealized as lower- 
dimensional geometric objects and represented as, for example, plane 
in 3D space. Domains composed of a porous matrix, natural fracture 
network, and discrete large fractures can be discretised using a combi
nation of multiple element types. The lower-dimensional interface ele
ments, NF, are used to discretise the large fracture domain. The fracture 

and matrix continua are discretized with the same mesh, Nf = Nm = N. 
Conforming mesh in which the interface elements for fractures are 
located on the edges of grids for both continua and share the same nodes 
is employed, as shown in Fig. 3. 

Based on the flow connectivity shown in Fig. 1(b), the flow variables 
(gas concentration, water pressure and temperature) are continuous 
over the fracture continuum and large-scale fracture domains are 
assumed to be continuous, i.e. cf

j = cF
j , ulf = ulF and Tf = TF. The coupling 

between two flow systems is achieved by using the principle of super
position (Chen et al., 2020a). Another advantage of using the principle 
of superposition is that the mass exchange term between the fracture 
continuum balances that of the large fracture domain, hence, no explicit 
calculation of mass exchange is required. It is worth pointing out that the 
local coordinate system for large fracture is generally not consistent with 
global coordinate system. The local coordinate system should be trans
formed into the global coordinate system. 

The spatially discretized equations for water, multicomponent gas, 
heat transport and deformation can be combined in a matrix form as 
shown in eq. (47), the term ̇ represents the time differentials of water 
pressure, gas concentration, temperature and deformation variables 
with respect to time, respectively. The matrix coefficients are provided 
in Appendix A.  

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Cll,m Clc1
g ,m ⋯ Clcng

g ,m ⋯ ClT,m

Cll,f+F ⋯ Clc1
g ,f+F ⋯ Clcng

g ,f+F ClT,f+F

Cc1
gl,m Cc1

gc1
g ,m ⋯ Cc1

gcng
g ,m ⋯ Cc1

gT,m

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
Ccng

g l,m Ccng
g c1

g ,m
⋯ Ccng ng

gm
⋯ Ccng

g T,m

Cc1
gl,f+F ⋯ Cc1

gc1
g ,f+F ⋯ Cc1

gcng
g ,f+F Cc1

gT,f+F

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
Ccng

g l,f+F ⋯ Ccng
g c1

g ,f+F ⋯ Ccng
g cng

g ,f+F Ccng
g T,f+F

⋯ ⋯ CTT,m

⋯ ⋯ CTT,f+F

Cul,m Cul,f Cuc1
gm

⋯ Cucng
gm

Cuc1
gf

⋯ Cucng
gf

CuTm CuTf Cuu

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ṗlm

ṗlf

ċ1
gm

⋮
ċng

gm

ċ1
gf

⋮
ċng

gf

Ṫm

Ṫf

u̇

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

3D element

2D interface element

Fig. 3. Schematics of hybrid multi-dimensional mesh: fracture and matrix continuum is discretized with the 3D tetrahedron elements and large fracture is discretized 
with 2D triangular elements. 
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2.4.2. Temporal discretization 
The matrix eq. (47) can be conveniently expressed as follows: 

𝒜ϕ+ℬ
∂ϕ
∂t

+𝒞 = {0} (48)  

where ϕ =
[

p̂wm, p̂wf , ĉ1− ng
gm , ĉ1− ng

gf , T̂m, T̂ f , û
]

is the vector of global 

variables, 𝒜, ℬ and 𝒞 are the matrices of coefficients obtained by dis
cretizing the governing equation. The details of the finite element 
method are not be elaborated here but can be found elsewhere (e.g. 
Zienkiewicz et al., 2005). 

Applying a fully implicit, mid-interval, backward-difference time- 
stepping scheme to eq. (48) produces: 

𝒜
ϕl
[
(1 − Θ)ϕn +Θϕn+1 ]+ℬϕl

[
ϕn+1 − ϕn

Δt

]

+𝒞ϕl = {0} (49) 

In eq. (49), Θ is an integration constant equal to 1 for an implicit time 
integration scheme, 0.5 for a Crank-Nicholson scheme, and 0 for an 
explicit scheme. The superscript parameter ϕl denotes the level at which 
the matrices 𝒜, ℬ, and 𝒞 are evaluated, and can be expressed in general 
as: 

ϕl = ϰ(n+ 1)+ (1 − ϰ)n (50)  

where ϰ is a constant, which controls the interval for which matrices 𝒜, 
ℬ, and 𝒞 are evaluated. In this work, a fully implicit, mid-interval al
gorithm is used, hence Θ and ϰ take the values of 1 and 0.5 respectively. 

Substitution of eq. (50) into eq. (49) yields: 

𝒜
n+1/2ϕn+1 +ℬn+1/2

[
ϕn+1 − ϕn

Δt

]

+𝒞n+1/2 = {0} (51) 

Eq. (51) can be rearranged to give: 

ϕn+1 =

[

𝒜
n+1/2

+
ℬn+1/2

Δt

]− 1[
ℬn+1/2ϕn

Δt
− 𝒞n+1/2

]

(52) 

Eq. (52) indicates that vector ϕn+1 can be evaluated if matrices 𝒜, ℬ
and 𝒞 can be valuated at time interval n + 1/2. All the coefficients in 
matrices 𝒜, ℬ and 𝒞 are nonlinear and are dependent on the values of the 
defined variables. Therefore, iterative solution procedures are per
formed within each time step to obtain the solution, which is achieved 
by implementing the eq. (52) into computer code, COMPASS, developed 
at the Geoenvironmental Research Centre by Thomas and co-workers 
(Chen, 2019; Chen et al., 2020b; Hosking et al., 2017; Thomas and 
He, 1997; Thomas and He, 1998). 

2.4.3. Solver 
The matrices in eq. (47) are significantly sparse when applied to 

simulate coupled multi-phase, multicomponent spatio-temporal prob
lems, such as, modelling CO2 injection and storage in subsurface coal 
deposits. Such large and sparse matrices can be solved using a Krylov 
subspace solver, e.g., the biconjugate gradient stabilized method 
(BiCGSTAB). The BiCGSTAB is the fastest of all the other conjugate type 
methods in terms of iteration number. Furthermore, the provision of 
preconditioning allows it to be an efficient method for solving 
nonsymmetric linear systems (Van der Vorst, 1992). Therefore, together 
with a Jacobi pre-conditioner, the method is implemented in this work 

Table 1 
Pseudo code for the preconditioned BiConjugate Gradient Stabilized method. 

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Kll,m Kll,mf ⋯ ⋯
Kll,fm Kll,f+F ⋯ ⋯
Kc1

gl,m Kc1
gl,mf Kc1

gc1
g ,m ⋯ Kc1

gcng
g ,m ⋯ Kc1

gT,m

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
Kcng

g l,m Kcng
g l,mf Kcng

g c1
g ,m

⋯ Kcng
g cng

g ,m ⋯ Kcng
g T,m

Kc1
gl,fm Kc1

gl,f ⋯ Kc1
gc1

g ,f+F ⋯ Kc1
gcng

g ,f+F Kc1
gT,f+F

⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯ ⋯
Kcng

g l,fm Kcng
g l,f ⋯ Kcng

g c1
g ,f+F ⋯ Kcng

g cng
g ,f+F Kcng

g T,f+F

⋯ ⋯ KTT,m + Kv
TT,m

⋯ ⋯ KTT,f+F + Kv
TT,f+F

0 0 0 ⋯ 0 0 ⋯ 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

plm

plf

c1
gm

⋮
cng

gm

c1
gf

⋮
cng

gf

Tm

Tf

u

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

f lm

f lf

f1
gm

⋮
fng

gm

f1
gf

⋮
fng

gf

fTm

fTf

fu

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
0
0
⋮
0
0
⋮
0
0
0
0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(47)   
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to achieve fast and accurate solutions for computationally expensive 
subsurface flow simulations. The solution algorithm is presented in 
Table 1. 

3. Hybrid MPI/OPENMP parallelization scheme 

Due to growing availability of inexpensive symmetric multi- 
processors (SMPs) and advances in high-speed network devices, most 
HPC machines have a cluster architecture consisting of hybrid shared 
and distributed memory systems. In HPC clusters, a large number of 
distributed computer nodes are linked through high performance net
works and there is no global memory space across all nodes. They have a 
communication network to connect individual memory. But each com
puter node itself generally is a symmetric multiprocessor (SMP) system, 
on which shared memory architecture allow all the processors to access 
the global memory space (Smith and Bull, 2001; Wang et al., 2016). The 
commonly used data transferring model between nodes is message 
passing, which has been realized by many parallel programming tools, 
such as, Aggregate Remote Memory Copy Interface (ARMCI) (Nieplocha 
and Ju, 2000), Message Passing Interface (MPI) (Walker and Dongarra, 
1996), Parallel virtual machine (PVM) (Geist et al., 1994). Among these 
parallel programming tools, MPI, as a distributed memory model with 
explicit control parallelism, is the most widely used parallel 

programming tool when parallelizing scientific codes. Although the 
explicit parallelism often provides a better performance, some limita
tions cannot be neglected. For example, communication can create a 
large overhead, which needs to be minimised, and the code granularity 
often has to be large to minimise latency (Smith and Bull, 2001). It is 
generally not an efficient technique within a SMP node. In contrast, a 
shared memory parallel programming model with implicit messaging 
like OpenMP can make a better use of the shared memory architecture 
(Castro et al., 2009). The programs using OpenMP can create threads 
and transform into multithreaded programs where the threads share the 
same memory address space and therefore the communications between 
threads are highly efficient. OpenMP offers a more efficient paralleli
zation strategy for fine grain parallelism. In this work, both MPI and 
OpenMP are adopted for parallel implementation of the numerical code 
COMPASS to exploit the benefits of both models. 

The major components of a finite element analysis are: initialization, 
global matrix build, matrix solution and update. For most problems, the 
time consumed by global matrix build and matrix solution accounts for 
the majority of simulation time (Mahinthakumar and Saied, 2002; 
Vardon et al., 2009; Wang et al., 2016). Thus, implementing parallel 
computing at these two stages significantly reduces the computational 
time. 

Assembly of global matrix involves computation of local element 

Fig. 4. Schematics of parallel finite element computations.  
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matrices and addition to a global matrix. All information required to 
complete this step is known at the start of each iteration, and there is no 
need for communication for each element matrix calculation within 
each iteration. Therefore, coarse-grained domain decomposition can be 
employed, meaning that the number of finite elements (NE) is split over 
the number of processing cores (NP). After completion of each element 
matrix, the MPI collective communication calls are used to assemble all 
element matrices together and form the global matrix for solution. 

The solver section solves the global matrix by using a preconditioned 
BiCGSTAB solver which is mentioned earlier and shown in Table 1. The 
sparse matrix-vector multiplication and vector-vector operations are the 
most computationally intensive operations in this algorithm (Mahin
thakumar and Saied, 2002). Coarse grained parallelism is used for the 
matrix-vector multiplication, which is carried out across nodes of a 
cluster using MPI. The vector-vector operations are relatively simple. In 
this case parallelizing using MPI is not suitable as the communication 
may take longer than the calculation itself. However, OpenMP provides 
efficient, fine-grained parallelism (Mahinthakumar and Saied, 2002; 
Vardon et al., 2009; Wang et al., 2016). Fig. 4 shows an overview of the 
hybrid parallel computing scheme used in this work. Hybrid parallel 
computation is performed by MPI between nodes and by OpenMP within 
each node. 

4. Model verification and validation 

In this section, the parallel hybrid discrete fracture – dual continuum 
model is tested against an analytical solution and a laboratory experi
ment to demonstrate implementation accuracy and reliability of the 
proposed model to interpret underlying physical processes. The 
analytical solution derived by Strack (1982) and laboratory tests by Pini 
et al. (2009) are used as the benchmarks for model evaluation. More 
verification and validation exercises can be found in our previous work 
(e.g. Chen, 2019; Chen et al., 2020a; Chen et al., 2022; Hosking et al., 
2020), including unsaturated flow, THM coupling, dynamic fracture 
aperture, adsorption induced deformation, stress dependent perme
ability, historical matching of field production data, and so forth. 

Firstly, for comparison against the analytical solution, 3D infinite 
horizontal plane with an embedded fracture is considered. The mid- 
point of the discrete fracture coincides with the centre of the plane, as 
shown in Fig. 5 (a). The discrete fracture has a length of 2 m and is in
clined at an angle of 45◦ with aperture of 0.05 m, represented as a 2D 
geometry. The prescribed water pressures at the lateral boundaries are 
496,465 Pa and − 496,465 Pa, respectively and zero flux is assigned to 
the top and bottom boundaries. The matrix permeability is 1.0e-8 m2 

and viscosity of water is 1.0e-3 Pa⋅s, which are chosen from (Chen, 
2019). Pressure distribution along a diagonal line from the bottom-left 
to the top-right of the domain at steady state is shown in Fig. 5(b). 

10 m

45
2 m

No flow

No flow

x

y

z

o

(a) (b)

Fig. 5. (a) Computational domain embedded with a discrete fracture and boundary conditions for verification test and (b) Comparison of analytical solution and 
numerical result for the pressure profile along a diagonal line from the bottom-left to the top-right of the domain. 
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Fig. 6. Geometry and boundary conditions for matching of an experiment performed by Pini et al. (2009).  
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The results show a good agreement with the analytical solution, 
demonstrating the correctness of the implementation of developed 
model. For verification of parallelized code, the coefficient matrix and 
right hand side vector (Eq. 47) calculated by both serial and parallel 
versions are compared, the values are almost the same. The numerical 
solutions obtained from both versions were also compared against each 
other. 

Secondly, Pini et al. (2009) performed gas injection (He, N2 and CO2) 
experiments on coal cores with transient step method. The coal core was 
2.54 cm in diameter and 3.6 cm in length, injection pressures ranged 
from 1 MPa to 8 MPa under constant and varying confining pressure. 
The results for CO2 under a constant confining pressure were collected as 
benchmarks for validation of the numerical model in terms of the gas 
flow in deformable coals. Fig. 6 (a) shows the schematic of the coal core 

used by Pini et al. (2009), which is simplified to the simulation domain 
shown in Fig. 6(b) via principle of axisymmetry. No flow boundaries are 
used along the left- and right-hand sides of the domain. A time- 
dependent upstream CO2 injection pressure (see Fig. 7b) is prescribed 
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Fig. 7. (a) Comparison of CO2 adsorption, swelling strain, permeability evolution predicted by the model against the experimental data of Pini et al. (2009), and (b) 
Comparisons between model results (lines) and experimental measurements (symbols) of the upstream and downstream pressure. 

Table 2 
Model inputs used for the validation test against data by Pini et al. (2009).  

Material parameters Value Source 

Young’s modulus of coal, E (GPa) 1.12 Pini et al. (2009) 
Matrix modulus, Km (GPa) 10.34 Hosking et al. (2020) 
Poisson’s ratio, v (− ) 0.26 Pini et al. (2009) 
Initial permeability, Kf0 (m2) 1.1 × 10− 19 Pini et al. (2009) 
Initial matrix porosity nm0 (− ) 0.02 Pini et al. (2009) 
Initial fracture porosity nf0 (− ) 0.0042 Pini et al. (2009) 
Density of coal, ρs (kg/m3) 1356.6 Pini et al. (2009) 
Langmuir volume constant, cL (mol/kg) 2.49 Pini et al. (2009) 
Langmuir pressure, bL (MPa− 1) 1.25 Pini et al. (2009) 
Fracture compressibility, Cpf0 (MPa− 1) 0.092 Fitting 
Mass exchange coefficient, σgD (s− 1) 3.9 × 10− 6 Hosking et al. (2020) 
Temperature, T (K) 318.15 Pini et al. (2009)  

Fig. 8. Schematic of the model domain and boundary conditions.  
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on top boundary, whilst for coal deformation a vertical constraint is 
applied to upstream and downstream boundaries, no horizontal 
displacement is assigned to left-hand side of the domain with a constant 
confining stress of 10 MPa at the right-hand boundary, as shown in Fig. 6 
(b). The initial pressure is 1 MPa. The material parameters used for this 
test are provided in Table 2. The permeability evolution is captured by 
the stress dependent permeability model presented in the previous work 
(Chen et al., 2022), fracture compressibility is obtained by matching the 
permeability data by Pini et al. (2009). 

Comparisons of adsorption, coal swelling, permeability variation 
with pressure and transient downstream pressure predicted by devel
oped model against the experimental measurements are shown in Fig. 7. 
It can be seen that the developed model can successfully capture the CO2 
flow dynamics in coal at the laboratory scale under the conditions 
considered, which indicates the ability of model to interpret the un
derlying physical processes. 

5. Application of numerical model to CO2 sequestration in coals 

CO2 sequestration in coal seams is a potential technique to reduce 
CO2 emission into atmosphere since CO2 adsorption capacity of coal is 
stronger, and at the same time, coalbed methane (CBM) is displaced, 
improving the CBM production, this process is known as CO2-enhanced 
coalbed methane recovery (CO2-ECBM). In this section, the parallel code 
is applied to CO2-ECBM recovery simulation scenario. CO2 injection, 
storage, and coalbed methane displacement in a fractured coalbed is 
modelled using the integrated dual continuum and discrete fracture 
model presented in Section 2. This application example will be used to 
assess improvement of performance of developed parallel finite element 
scheme for simulating large spatio-temporal THCM coupling problem in 
the following section. 

5.1. Computing platform 

The simulations presented in this work were performed on a Linux 

based HPC cluster, Hawk, located at Cardiff University, UK. Hawk Linux 
cluster comprises of both Intel Skylake Gold (2.4GHz / 4.8GB per core / 
20 cores per processor) and AMD nodes comprising dual AMD EPYC 
Rome 7502 processors (2.5 GHz / 4.0 GB per core / 32 cores per pro
cessor). Hawk includes Intel Skylake Gold 6148 processors as the main 
parallel MPI partition (including a High Memory, SMP section), as well 
as dual processor AMD Rome 7502 nodes providing X86–64 capability, 
plus additional Intel Skylake Gold as a serial/high throughput subsys
tem. Nodes are connected with InfiniBand EDR technology (100 Gbps/ 
1.0 μsec latency) from Mellanox. More details can be found in https 
://www.cardiff.ac.uk/advanced-research-computing/about-us/our 
-supercomputers. In this study, the Intel Skylake Gold processors are 
used. 

5.2. Simulation setup 

A typical five-well layout is usually designed for CO2-ECBM recovery 
(Ma et al., 2017), as shown in Fig. 8(a). In this layout, the CO2 injection 
well (IW) is drilled at the centre of a near-square array composed of four 
production wells (PW). Due to symmetry, only a quarter of the 3D 
reservoir domain represented by a 150 m × 150 m × 4 m block shown in 
Fig. 8(b), is considered in the simulation. Z-direction is perpendicular to 
the coal bedding-plane and the coal-seam is 4 m in thickness at a depth 
of 400 m. It is assumed that prior to infection there is no CO2 present in 
the model domain. The initial reservoir pressure and temperature are 
4.0 MPa and 303 K, respectively. The initial vertical stress and hori
zontal stress are estimated to be 9 MPa and 6.3 MPa according to depth. 
A zero-flux boundary is applied at the external boundaries for water and 
gas flow, with the fixed pressure of 0.1 MPa for the production well. The 
gas pressure boundary and initial gas pressure were converted into the 
equivalent free gas concentrations using the real gas law in simulation. 
For coal deformation, a constant volume condition is applied, as shown 
in Fig. 7(b). The model domain is discretized by 201,846 tetrahedra 
elements containing a total of 472,355 degrees of freedom. The CO2 
injection pressure is set 6 MPa. The simulation parameters are listed in 
Table 3. 

5.3. Simulation results 

Fig. 9 shows the spatial distribution of free phase CO2 and CH4 after 
90 days and 180 days of CO2 injection. Due to higher conductivity of 
hydraulic fractures, CO2 prefers to flow within the hydraulic fracture, 
and then it migrates from hydraulic fractures into surrounding domain. 
The gas phase CO2 concentration in hydraulic fractures is almost iden
tical to the injection well, as shown in Fig. 11. With continuous injection 
of CO2, exiting free CH4 is driven by CO2 and advances toward pro
duction well, as illustrated in Fig. 9(b). It is evident that the displaced 
CH4 accumulate in the vicinity of the advancing CO2 front which con
tributes to CH4 recovery, as higher pressure gradient forms toward the 
production well. 

To demonstrate the role of hydraulic fractures, a simulation scenario 
in absence of hydraulic fractures is simulated for comparison. After 180 
days of CO2 injection, gas phase CO2 and CH4 concentration contour 
plots without hydraulic fractures are presented in Fig. 10. It can be seen 
that the injected CO2 flows, radially, away from the injection well in this 
case, which produces a uniform CO2 distribution around the injection 
well. The spread of CO2 in the domain is also much smaller than that 
with considering hydraulic fractures. The gas phase CH4 concentration 
at the advancing CO2 front reaches to 2450 mol/m3 after 180 days when 
considering hydraulic fractures, whereas the concentration is roughly 
1726 mol/m3 when hydraulic fractures are ignored. Fig. 11 compares 
the gas phase concentration distributions of CO2 and CH4 along the di
agonal length of the domain (marked by dotted lines in Fig. 8b) after 90 
days and 180 days of CO2 injection. It can be observed that when hy
draulic fractures are absent, the accumulation of CH4 at the advancing 
CO2 front is far less than that with considering hydraulic fractures, this is 

Table 3 
Model parameters for simulations of CO2-ECBM recovery.  

Material parameters Value 

Bulk modulus of coal, K (GPa) 2.1 
Bulk modulus of coal matrix, Km (Gpa) 14.3 
Bulk modulus of coal solid, Ks (Gpa) 29.0 
Poisson’s ratio, v (− ) 0.32 
Coal density, ρs (kg/ m3) 1470 
Initial fracture porosity, nf0 (− ) 0.018 
Initial matrix porosity, nm0 (− ) 0.045 
Initial permeability, kf0 (m2) 1.5e-15 
Cleat compressibility, Cpf, MPa− 1 0.029 
Initial saturation, Sw,- 0.9 
Interaction energy of CH4, Ein (J/mol) 9238 
Reduction coefficient of CH4 δ (K− 1) 0.0083 
Interaction energy of CO2, Ein(J/mol) 5266 
Reduction coefficient of CO2, δ (K− 1) 0.023 
Langmuir pressure constant for CO2, bL (MPa− 1) 0.73 
Langmuir constant for CO2, cL (mol/kg) 1.5 
Langmuir pressure constant for CH4, bL (MPa− 1) 0.5 
Langmuir constant for CH4, cL (mol/kg) 0.63 
Moisture induced reduction coefficient of CH4, ξ (− ) 0.145 
Moisture induced reduction coefficient of CO2, ξ (− ) 0.172 
Thermal expansion coefficient, αT (K− 1) 9.0e-5 
Thermal conductivity of CO2, λg (W/m/K) 0.0246 
Thermal conductivity of CH4, λg (W/m/K) 0.0371 
Thermal conductivity of coal, λs (W/m/K) 0.33 
Specific heat capacity of coal, Cps(J/K/kg) 1250 
Specific heat capacity of water, Cpl(J/K/kg) 4200 
Thermal expansion coefficient of water, αlT (1/K) 6.9×10− 5 

Saturation constant, γ (− ) 4.25 
Saturation constant, p0 (Pa) 2.5e4 
Water viscosity, μl (Pa•s) 1.0e-3 
Matrix block length, lb (m) 0.01  
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because less CO2 is injected into the coal seam, leading to less CH4 
displacement. The CH4 concentration distributions in the vicinity of 
production well are also different, i.e. its concentration in this region 
when considering hydraulic fractures is higher than that without hy
draulic fractures. The spatial distributions of adsorbed phase CO2 and 
CH4 concentrations are similar to gas phase CO2 and CH4 concentration 
and not presented here. 

Fig. 12(a) shows the spatial distribution of water saturation after 30 
days, 90 days of CO2 injection. Since, the CO2 injection pressure is 
higher than the reservoir pressure, the injected CO2 drives the formation 

water away from the injection well. After 90 days of injection, the mo
bile/ free water is drained and the seam reaches to the residual water 
saturation level. This is consistent with field observations in the field 
test, where water production rate is higher only at early stage of injec
tion. Fig. 12 (b) demonstrates the temperature evolution of coalbed 
along the diagonal length of the domain. Since the temperature of 
injected CO2 is lower than that of the coalbed, the temperature of 
coalbed decreases with continuous gas injection. As a response to gas 
adsorption/desorption-induced swelling/shrinkage, the coal perme
ability could experience dramatic alteration. As shown in Fig. 12(c), in 

10 days 90 days 180 days

(a) CO2
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(b) CH4

Cg/mol/m3

Cg/mol/m3

Fig. 9. Spatial distribution of gas phase CO2 and CH4 concentration after 90 days and 180 days.  

(a) CO2 (b) CH4

Cg/mol/
Cg/mol/

Fig. 10. Spatial distribution of gas phase CO2 and CH4 concentrations ignoring hydraulic fractures. The results are plotted after 180 days of simulation.  
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the region where CO2 reached, the coal permeability has dropped 
significantly from 1.5 mD to 0.3 mD due to CO2 induced coal swelling. 
However, the coal permeability in the vicinity of production well un
dergoes an increase. This is because CH4 desorption from the coal matrix 
causes coal matrix shrinkage, which results into increase in the fracture 
permeability. 

6. Results and discussions 

Here, computational efficiency of the proposed parallel scheme 
developed for the coupled THCM model (Section 2) is analysed and 
discussed by focusing on the application example presented in the pre
vious section. The wall-clock time, which is defined as the time that has 
elapsed between the start and end of the code execution, is used to assess 
the performance of the parallel scheme. The time spent on the system 
matrix formation and solution for discretised equations has been 
calculated. For initial performance test, parallel simulations have been 
carried out using 2, 4, 6, 8, 12 and 24 Intel processing cores for MPI 
parallelization and 2, 6 and 10 cores for OpenMP threads, each case is 
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run for 5 timesteps only. 
The computational performance of system-matrix build against the 

number of processing cores is shown in Fig. 13(a). Here it is worth 
pointing out that the wall time against 1 core in following plots refers to 
serial execution time, that was obtained by executing serial code. It can 
be seen from Fig. 13 that the parallel scheme for system matrix build 
shows an excellent improvement with increase in the number of 
involved processing cores. For serial implementation, the time spent on 
system matrix formation is 168 s. A satisfactory scalability is achieved 
when the number of processors increases to 8. The wall time for system 
matrix build is reduced from 86 s to 24 s. The speedup, which is defined 
as the ratio of run time of a serial implementation by running time of 
parallel execution (Pacheco, 2011), increases from 1.95 to 6.5 to the 
parallel efficiency, which is computed as the speedup divided by 
involved number of processing cores (Pacheco, 2011), drops from 97.5% 
to 87%, which is close to an linear speedup (100%). Although the 
execution speed increases with the number of assigned cores (16.5 s and 
9.6 s for 12 and 24 cores, respectively), the efficiency decreases (85% 
and 73% for 12 and 24 cores, respectively). This is because communi
cation cost of MPI increases with the number of processors, in particular, 
when more than one nodes are involved, speed up is reduced (Mahin
thakumar and Saied, 2002; Vardon et al., 2011). 

Fig. 13(b) shows the performance efficiency of the parallel solver 
algorithm. The solver mainly performs vector-vector and matrix-vector 
operations, which are parallelized with OpenMP and MPI, respec
tively. Solver performance with various MPI processes and OpenMP 
threads is tested. Overall, the time for solver decreases with increase in 
number of OpenMP threads. The wall time for serial implementation is 
171 s, as shown in Fig. 13(b), which is reduced significantly for hybrid 
parallelized execution. When 4 MPI processes are used, the wall time for 
solver is 65 s, 34 s and 28 s and the speedups are 2.6, 5.0 and 6.1 for 2, 6 

and 10 OpenMP threads, respectively. Although the wall time is reduced 
with increasing number of threads, speed-up increase slow down. This 
may be because multiple threads access the same shared array and cause 
synchronization overheads. When the number of OpenMP threads re
mains constant, the speedup increase is hardly possible when more than 
8 MPI processes are used, especially when more OpenMP threads are 
used, even speedup drop occurs because of increasing cost of MPI 
communications with MPI processes. This also indicates that the vector- 
vector operations within each node are dominant in the solving process. 
This is also realized by the fact that the running time of solver drops with 
increase in OpenMP threads as MPI processes remain constant. 

The total wall time for system matrix build and solver is illustrated in 
Fig. 13(c). Since the time required for global matrix formation and 
solver is reduced, the total time of the parallel scheme is also be reduced. 
It requires only 34 s comparing to 339 s required for serial imple
mentation with about 10 speedup. The performance efficiency of par
allelized solver is also examined. The parallel computations of solver 
with pure OpenMP are considered as benchmark. 2 MPI processes are 
used for parallelized solver with a hybrid approach. Fig. 14 shows the 
comparison of wall time spent on solution for different parallel schemes 
of solver. it is found that the mixed MPI/OpenMP model performs better 
than pure OpenMP on such architectures, similar results were also re
ported by Lanucara and Rovida (1999). 

In addition to examining the performance of parallel implementation 
with respect to number of processing cores, the performance of hybrid 
approach for different simulation sizes are also investigated. To this end, 
another two finer spatial discretizations were selected for the analysis, 
the grid is refined with 401,649 and 625,667 tetrahedra elements 
(approximate fold increase). Due to insufficient memory of a core for 
simulation domain discretised with 625,667 tetrahedra elements, the 
time for two MPI processes is selected as benchmark. Fig. 15 shows the 
time spent on matrix build and solving the system of equations. For two 
MPI processors, the times on matrix build are 86 s, 167 s and 252 s for 
three different size simulations, respectively, as shown in Fig. 15(a). 
With an increase to 24 cores for MPI process, the times on matrix build 
decrease to 10 s, 18 s and 26 s, respectively. The ratio of time for 2 cores 
to 24 cores are 8.6, 9.3 and 9.7 for three different size simulations, 
respectively. This implies that with increasing simulation size, the 
speedup for matrix build increases, similar observation was also re
ported in literature (e.g. Pacheco, 2011; Su et al., 2017). As shown in 
Fig. 15(b), although a slight increase in time of solver for 12 MPI pro
cesses is observed, the time on solver shows a drop with increase MPI 
processes. When MPI process increase to 8, the ratios of time for 2 MPI 
processes to 8 MPI processes are 1.86, 183 and 1.88 for the three sizes 
investigated here, respectively. These results show a satisfactory scal
ability of the adopted parallel scheme. 

7. Conclusions 

To improve computational efficiency of a numerical model that is 
developed to study CO2 storage and ECBM recovery in naturally frac
tured reservoirs such as coal and shale deposits, this work presents a 
comprehensive description of a hybrid dual continuum and discrete 
fracture model with detailed procedure for implementing a high- 
performance parallel scheme. In the model, large scale fractures are 
represented explicitly with discrete fracture model and treated as a 
lower dimensional object. Numerous small scale fractures and porous 
matrices are modelled using dual porosity approach. The principle of 
superposition is employed to achieve the coupling between both 
modelling approaches. Hybrid dimensional elements are used for spatial 
discretization. Lower dimensional interface element sharing the same 
nodes between the two continua is used to discretize the large scale 
fractures. In order to facilitate numerical modelling of large-scale, long- 
term computationally intensive problems, a hybrid MPI/OpenMP par
allel scheme is designed and has been implemented into the in-house 
finite element based modelling code, where the code for finite element 
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matrix build is parallelized with MPI communication operations and the 
parallelization of codes for vector-vector and matrix-vector operations 
of the biconjugate gradient stabilized (BiCGSTAB) solver are achieved 
via OpenMP and MPI implementation, respectively. 

The model is evaluated against an analytical solution and a labora
tory experiment to demonstrate its reliability and implementation ac
curacy. Performance and computational efficiency of the proposed 
parallel scheme are analysed by 3D modelling CO2 sequestration and 
enhanced coalbed methane recovery. The simulation results show that 
the proposed model is able to capture the role of large scale fracture and 
coupled behaviour during CO2 injection in coal reservoirs. The perfor
mance test of the present parallel scheme show that it can provide a 
significant improvement compared to the serial implementation. The 
speedup of up to about 10 times and satisfactory scalability have been 
achieved for considered model problem. The developments presented in 
this work provides an efficient computational tool for 3D dimensional 
modelling of large scale coupled processes in fractured porous media 
with complex fracture systems. 
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ci
gm

KmKrgm

μg
ZmTmR∇NT∇N

]

dΩe  

Kci
g l,f =

∑nele

e=1

∫

Ωe

[
cdσlNT N

]
dΩe  

Kci
g l,fm =

∑nele

e=1

∫

Ωe

[
− cdσlNT N

]
dΩe  

Kci
gcj

g ,f+F =
∑nele

e=1

∫

Ωe

[(

ci
gf

Kf Krgf

μg
Zf Tf R

)

∇NT∇N

]

dΩe +
∑neleF

e=1

∫

ΓFe

[

ci
F
KrgFw3

12μgF
ZfRTF∇lNF

T RT R∇lNF

]

dΓFe 
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Kci
gT,f+F =

∑nele

e=1

∫

Ωe

[(

ci
gf

Kf Krgf

μg
Zf R

∑ng

j=1
cj

gf + Sgf Dgef δij + Slf Ddef Hi
gδij

)

∇NT∇N

]

dΩe +
∑neleF

e=1

∫

ΓFe

[

ci
F
KrgFw3

12μgF
ZFR

∑ng

j=1
cj

F∇lNF
T RT R∇lNF

]

dΓFe  

KTT,m =
∑nele

e=1

∫

Ωe

[
λem∇NT∇N

]
dΩe  

KTT,f+F =
∑nele

e=1

∫

Ωe

[
λef∇NT∇N

]
dΩe +

∑neleF

e=1

∫

ΓFe

[
wλeFNF

T RT R∇NF
]
dΓFe  

Kv
TT,f+F =
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e=1

∫

Ωe

[(
− Sgf ρgf Cpgf vgf − Slf ρlCplvlf

)
NT∇N

]
dΩe +

∑neleF

e=1

∫

ΓFe

[(
− wSgFρgFCpgFvgF − wSlFρlCplvlF

)
NF

T RT R∇NF
]
dΓFe  

f lm =
∑nele

e=1

∫

Γe
Ns

T[fl,m
]
ndΓe  

f lf =
∑nele

e=1

∫

Γe
Ns

T[fl,f
]
ndΓe  

f i
gm =

∑nele

e=1

∫

Γe
NT
[
f j
g,m

]
ndΓe  

f i
gf =

∑nele

e=1

∫

Γe
NT
[
f j
g,f

]
ndΓe  

fTm =
∑nele

e=1

∫

Γe
NT[fT,m

]
ndΓe  

fTf =
∑nele

e=1

∫

Γe
NT[fT,f

]
ndΓe  

fu =
∑nele

e=1

∫

Γe

[
NT̂r

]
dΓe  
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