
  

Abstract— Building on the knowledge that human drivers 

(HD’s) and self-driving cars (SDC’s) are not blamed and 

trusted in the same way following a road traffic accident (RTA) 

or near-miss event, this paper proposes a novel method to 

investigate whether the manipulation of anthropomorphism in 

part using humanoid robots (HR) leads to reduced levels of 

blame and increased trust in SDC’s that is more akin to HD’s. 

I. INTRODUCTION 

RTA’s are largely attributable to human error. However, 
the emergence of SDC’s could replace the need for humans 
to drive road vehicles (at least some of the time and/or under 
some conditions) consequently mitigating the source of many 
error-related RTA’s caused by poor (human) driving. 

The Society of Automotive Engineers defines 6 levels of 
driving automation: Level 0, no automation to Level 5 (L5), 
fully autonomous [1]. As the levels increase, so does the cars 
ability to drive itself under more conditions and 
circumstances eventually without the need for any human 
interaction at L5. 

However, automation failure and RTA’s remain a big 
concern even for L5 SDC’s [2] which are still quite far off 
development and deployment. Despite promise from some 
that the technology will be superior to (most) human drivers, 
it will not be perfect and RTA’s will still be inevitable.  

Any adverse experience with an SDC (including RTA’s, 
system failure, near-misses, etc.) is likely to erode human 
trust. Trust is a critical component in people’s willingness to 
adopt new technologies and SDC’s are no exception. A lack 
or indeed loss of trust will likely inhibit their uptake and 
adoption [3] and for some could lead to disuse [4]. It is 
therefore important to understand the factors which influence 
trust and blame assignment in an SDC following an incident.  

Existing findings in this series of research have found that 
HD’s and SDC’s are not blamed and trusted in the same way 
following an incident or near-miss event – an SDC is usually 
blamed more than a human driver for executing the same 
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actions under the same circumstances with the same 
consequences, compared to a human driver [5].  

One explanation for this finding could be the tecnomorphic 
design of the SDC. With the dynamics of trust between 
people and robots only just beginning to be well-understood, 
Human Robot Interaction (HRI) research has largely 
suggested that increased anthropomorphism in a robot’s 
design can promote trust [6]. Also, HR’s can make SDC’s 
appear more competent [7]. 

Despite this now well-established paradigm, a study by 
Onnasch et al (2022), suggests that an anthropomorphic robot 
design may not always universally promote trust in robots. 
Instead, it is argued that the successful implementation of 
anthropomorphic features is highly dependent on the context 
and the functionality fostered by the design [8]. 

With this in mind, the current paper proposes a novel 
method to investigate whether the level of anthropomorphism 
in an SDC causes it to be trusted/blamed in a way that is 
more akin to HD’s. This will be achieved by integrating HR’s 
into SDC’s so they are perceived to be a part of the car. It 
may also be possible to determine whether an HR can be 
trusted more than a human driver. 

Due to the nature of this research and the funding (UKRI 
ESRC- JST), there will also be the opportunity to build on 
existing work such as [9] to draw cross-country comparisons 
with Japan and in the future, other countries. 

II. PROPOSED METHODOLOGY 

A. Participants 

The first study is being undertaken in the UK and Japan. 
A G-Power calculation [10] determined that at least 269 
participants were needed from each country to detect a 
medium effect size (Cohen’s f = 0.25) with power of 0.8.  

Participation eligibility criteria include: aged ≥18-years; 
normal/normal-corrected vision and hearing; to speak 
English (UK data collection)/Japanese (Japan data collection) 
as a first language or be fluent as a second language. 
Participants will be recruited via Prolific, a globally trusted 
online recruitment platform.  

B. Materials 

Following Zhang et al’s (2021) recognition that areas of 
SDC-accident research faces a huge methodological 
challenge - developing high-fidelity experimental stimuli as 
realistic representations of accident scenarios in order to elicit 
valid reactions from human participants [11] - this research 
will adopt the proposed ‘Simulation-Software-Generated 
Animations’ (SSGA) methodology. 
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Unlike research in other areas of HRI, attitudes like trust 
and acceptability of SDC’s following an RTA cannot be 
measured after a real interaction. This is because it is not only 
impractical since L5 SDC’s are still being developed but it is 
also ethically questionable whether participants should be 
explicitly exposed to such incidents.  

One alternative method would be to use actual footage of 
an RTA but appropriate videos rarely exist; are hard to 
experimentally manipulate; do not always meet specific 
experiment objectives and can (e.g. in the event of accidents) 
be distressing for the participant. SSGA’s however, strike a 
good balance between realism and practicality and overcome 
the above challenges therefore providing a suitable 
methodology for researching incidents involving SDC’s [11]. 

For the current experiment, SSGA’s also permit the novel 
integration of HR’s to allow for the manipulation of 
anthropomorphism in the SDC. The SSGA’s created depict a 
driving scenario of an SDC maneuvering around a bus. A HR 
robot was added to the bottom LHS corner of the screen, with 
an angle as if the HR were sitting on the dashboard. 
Participants were told that the HR was a part of the SDC’s 
system. Each animation had varying levels of 
anthropomorphism (see Fig. 1.) but all culminated in the 
SDC hitting a pedestrian (note - the amination shows a freeze 
frame before this occurs with a description of the outcome). 
The study is currently taking place online. 

C. Design 

To operationalize anthropomorphism, the first experiment 
used a 3 (Conversation Style) x 2 (Presence of HR) between-
subject design based on work by [7] (see Fig. 1). Our 
hypotheses were: 

• H1 - As levels of speech increased (from no speech to 

• conversational) trust in SDC’s would increase. 

• H2 - The presence of a HR would increase trust. 

• H3 - There will be in interaction between presence of 
the HR and conversation style on blame. 

Figure 1. Example 2x3 Design Using Animation Methodology 

D. Procedure 

Participants were presented with an online information 
sheet explaining the aims; requirements; anonymizing of data 
process and their right to withdraw. Each participant was then 
asked if they wished to consent to partaking. Should the 
participant consent, they were asked to fill in a short 
preliminary questionnaire consisting of tick-box questions 
about their demographics including questions on gender; age; 
driving experience; how likely they are to use an SDC and to 
what extent they currently trust SDC technology. 

Next, participants were required to watch one of six 
scenarios (randomly selected by the platform). They were 
then asked a series of self-report style questions based on the 
animation about how much they trusted the SDC after the 
RTA and who/what was to blame for what occurred.  

Deciding on a suitable trust scale presented a second 
methodological challenge. For example, it has been 
recognized by Holthausen et al. (2020) that there is not a 
standardized method to measure trust in an SDC [12]. As a 
result the Situational Trust Scale for Autonomous Driving 
(STS-AD) [12] was the main scale used. Blame on both the 
AV and third parties was measured using questions based on 
[5]. Initial findings are currently undergoing analysis.  
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