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We develop an equivariant Dixmier-Douady theory for locally 
trivial bundles of C∗-algebras with fibre D ⊗ K equipped 
with a fibrewise T -action, where T denotes the circle 
group and D = End (V )⊗∞ for a T -representation V . In 
particular, we show that the group of T -equivariant ∗-
automorphisms AutT (D ⊗K) is an infinite loop space giving 
rise to a cohomology theory E∗

D,T (X). Isomorphism classes 
of equivariant bundles then form a group with respect to the 
fibrewise tensor product that is isomorphic to E1

D,T (X) ∼=
[X, BAutT (D ⊗ K)]. We compute this group for tori and 
compare the case D = C to the equivariant Brauer group for 
trivial actions on the base space.
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1. Introduction

Continuous fields of C∗-algebras have found applications in various different areas: 
They arise naturally in representation theory [19], index theory [20], twisted K-theory 
[4,23,17] and conformal field theory [13,14]. In fact, by the Dauns-Hofmann theorem (see 
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for example [29, Thm. A.34]) any C∗-algebra B with Hausdorff primitive spectrum X is a 
continuous field of simple C∗-algebras over X. While the classification of all continuous 
fields of simple C∗-algebras over a given topological space X is out of reach, section 
algebras of locally trivial bundles provide a particularly well-behaved class of fields that 
is open to classification by methods from homotopy theory: In fact, any such bundle 
with fibre algebra A is associated to a principal Aut(A)-bundle P → X, where Aut(A)
denotes the group of ∗-automorphisms of A equipped with the pointwise-norm topology. 
But for each such principal bundle there exists a continuous map f : X → BAut(A), 
unique up to homotopy, such that

P EAut(A)

X BAut(A)
f

is a pullback diagram, where EAut(A) → BAut(A) is the universal principal Aut(A)-
bundle over the classifying space BAut(A). This reduces the classification of locally trivial 
C∗-algebra bundles with fibre A to the computation of the homotopy set [X, BAut(A)].

The classifying space BG is a delooping of the topological group G in the sense 
that the based loop space ΩBG is homotopy equivalent to G. This implies πn(BG) ∼=
πn−1(G). While this observation allows us to classify the isomorphism classes of principal 
Aut(A)-bundles over spheres and other suspensions of spaces, in general the homotopy 
type of BAut(A) is difficult to determine (e.g., in the commutative case Aut(C(X)) ∼=
Homeo(X)). This changes drastically for fibre algebras A = D⊗K, where D belongs to 
the class of strongly self-absorbing C∗-algebras [40] and K denotes the compact operators 
on a separable infinite dimensional Hilbert space. Such algebras satisfy A ⊗A ∼= A with 
controllable isomorphisms that equip both homotopy sets [X, Aut(A)] and [X, BAut(A)]
with an extra structure induced by the tensor product.

It was shown by Dadarlat and the second author that the tensor product gives 
Aut(D ⊗ K) the structure of an infinite loop space [11,10]. This means that it has de-
loopings of arbitrary order, or in other words, that there is a sequence of spaces (Yn)n∈N0

such that Y0 � Aut(D ⊗K) and ΩYk+1 � Yk. The sequence (Yn)n∈N0 together with the 
equivalences Yk → ΩYk+1 is called an Ω-spectrum, and it gives rise to a cohomology 
theory Ek(X) = [X, Yk].

The space Aut(D⊗K) now has two a priori different deloopings: The first one given by 
the space Y1 in the Ω-spectrum underlying the infinite loop space structure induced by 
the tensor product, which should better be denoted by B⊗Aut(D ⊗K), and the second 
one by considering Aut(D ⊗K) as a topological group and forming its classifying space 
BAut(D ⊗ K). It was shown in [10] that B⊗Aut(D ⊗ K) � BAut(D ⊗ K). Thus, the 
cohomology theory E∗

D(X) represented by the Ω-spectrum satisfies

E0
D(X) = [X,Aut(D ⊗K)] and E1

D(X) ∼= [X,BAut(D ⊗K)] .
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As a result E1
D(X) classifies locally trivial D⊗K-bundles up to isomorphism, and - as the 

first group in a cohomology theory - is amenable to the computational power of algebraic 
topology. In particular, it is computable via the Atiyah-Hirzebruch spectral sequence.

Apart from the classification result itself, the groups E1
O∞

(X) also provide a natural 
home for invariants of locally trivial bundles with fibre the Cuntz algebras On or Cuntz-
Toeplitz algebras [35,36]. If α : G → Aut(B) is an action of a Poly-Z group on a Kirchberg 
algebra B, then the associated bundle EG ×α Aut(B) → BG played a crucial role in the 
classification of such actions developed in [22,21].

The present paper was motivated by a construction in equivariant twisted K-theory 
[16]: Let Vecfin

C be the groupoid of finite-dimensional complex inner product spaces and 
unitary isomorphisms. An exponential functor F : (Vecfin

C , ⊕) → (Vecfin
C , ⊗) in the sense 

of [16, Def. 2.2] associates to a finite-dimensional representation W of a group G another 
representation V = F (W ) and an infinite tensor product C∗-algebra D defined by

D = End (V )⊗∞
.

Infinite tensor products like this are called uniformly hyperfinite (UHF). The group 
G acts on D by conjugation in each tensor factor. The algebra D tensorially absorbs 
End (F (W ′)) for any subrepresentation W ′ of W , i.e. the exponential functor induces a 
∗-isomorphism End (F (W ′))⊗D ∼= D that turns F (W ′) ⊗D into a Morita equivalence. 
This is used in [16] in the case G = SU(n) to construct a Fell bundle E whose associated 
C∗-algebra C∗(E) is a continuous field over G with fibre D. The bundle E boils down 
to the basic gerbe used in [17] in case F is the determinant functor. The algebra C∗(E)
carries a G-action that is compatible with the adjoint action of G on itself. Moreover, 
C∗(E) ⊗ K is isomorphic to the section algebra of a locally trivial bundle A → G with 
fibre D⊗K and therefore falls into the scope of the classification results mentioned earlier 
giving a class [A] ∈ E1

D(G). However, this topological classification does not take the 
G-action on A (inherited from the one on C∗(E) ⊗K) into account.

In the present paper we will initiate a programme with the goal to develop an equiv-
ariant extension of the generalised Dixmier-Douady theory in [11]. As a starting point we 
will simplify the situation by only considering equivariant locally trivial bundles A → X

with fibre D⊗K for a UHF-algebra D as above and a fibrewise action of the circle group 
T . While the action we consider on D arises from an infinite tensor product of repre-
sentations, we take K = K(H) with an infinite-dimensional separable Hilbert space H

that contains all T -representations with infinite multiplicity. The structure group of such 
bundles reduces to the group AutT (D⊗K) of T -equivariant ∗-automorphisms. Examples 
arise from the construction in [16] for G = SU(2) after pulling the bundle back to the 
maximal torus of G.

In our setting we are able to describe the complete picture. Our main result, proven 
as Corollary 4.3 can be summarised as follows:
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Theorem 1.1. The topological group AutT (D⊗K) is an infinite loop space with associated 
cohomology theory E∗

D,T (X) that satisfies

E0
D,T (X) = [X,AutT (D ⊗K)] and E1

D,T (X) ∼= [X,BAutT (D ⊗K)] .

In particular, isomorphism classes of T -equivariant locally trivial C∗-algebra bundles 
with fibres isomorphic to the T -algebra D ⊗K over a finite CW-complex X with trivial 
T -action on X form a group with respect to the tensor product that is isomorphic to 
E1

D,T (X).

Along the way we also compute the coefficients of the cohomology theory E∗
D,T(X), 

which boil down to the homotopy groups πn(AutT (D⊗K)). In the non-equivariant case 
the groups πn(Aut(A)) for UHF-algebras A have been studied first by Thomsen in [38]
and later for AF-algebras A by Nistor in [26]. The key assumption that allows a com-
plete computation is that K0(A) has large denominators (see [26, Def. 2.2]). This is 
automatic for simple infinite-dimensional C∗-algebras. Our results about the homotopy 
type of AutT (D ⊗K) can be seen as an equivariant generalisation of [26]. Interestingly, 
the assumption of having large denominators might fail depending on the starting repre-
sentation defining D. Nevertheless, we are able to determine all groups πn(AutT (D⊗K)). 
Surprisingly, they are determined by the homotopy groups of U(DT ), where DT is the 
fixed-point algebra, i.e. the nonstable K-theory in the sense of [39] (see Proposition 3.3, 
Proposition 3.2 and Theorem 3.7): Let pV (t) =

∑d
i=0 ait

i ∈ Z[t] ⊂ Z[t, t−1] be the 
character polynomial of the defining representation. Since D is a direct limit of matrix 
T -algebras with connecting maps that induce multiplication by pV (t) in T -equivariant 
K-theory, we have KT

0 (D) ∼= Z[t, t−1, pV (t)−1]. Let

Rbdd =
{
x ∈ KT

0 (D) | −m[1D] ≤ x ≤ m[1D] for some m ∈ N
}

⊂ Z[t, pV (t)−1] (see Corollary 3.6) ,

R0
bdd = {r ∈ Rbdd | r(0) = 0} ,

R∞
bdd =

{
q

pkV
∈ Rbdd | q ∈ Z[t], k ≥ 0, deg(q) < kd

}
.

All homotopy groups in odd degrees vanish and the even ones are given by

π0(AutT (D ⊗K)) ∼= GL1(KT
0 (D)+) ,

π2(AutT (D ⊗K)) ∼= Rbdd ,

and for k > 1 we have π2k(AutT (D ⊗K)) ∼= π2k−1(U(DT )) and therefore
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π2k(AutT (D ⊗K)) ∼=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Rbdd if (a0 > 1) and (ad > 1) ,

R0
bdd if (a0 = 1) and (ad > 1) ,

R∞
bdd if (a0 > 1) and (ad = 1) ,

R∞
bdd ∩R0

bdd if (a0 = 1) and (ad = 1) .

In contrast to the non-equivariant case these groups are therefore in general only 2-
periodic from degree 4 onwards.

Feeding the coefficients Ěk
D,T = π−k(AutT (D⊗K) into the Atiyah-Hirzebruch spectral 

sequence for E∗
D,T (X) it is then possible to compute these groups for X = Tn. In this 

case the spectral sequence collapses at the E2-page. The result is Corollary 4.6.
Finally, we take a closer look at the case where D = C, i.e. the case of the trivial 

representation. Even in this simplest case our results are interesting, since the group 
E1
C,T (X) then comes with a natural homomorphism to the equivariant Brauer group 

BrT (X) for the trivial T -action on X (see [7] or [29, Chap. 7]). We show that this map 
is an isomorphism in Theorem 4.8. We will look into an interpretation of E1

D,T (X) as a 
generalisation of the equivariant Brauer group from [7] in future work. This should be 
compared to the non-equivariant case discussed in [9].

The guiding question for the programme initiated here is of course how the methods 
used in this paper transfer to other strongly self-absorbing C∗-dynamical systems. But 
there are several other lines of research that present themselves: While the lowest co-
homological contribution to E1

D,T (X) can be understood via the edge homomorphism 
E1

D,T (X) → H1(X, GL1(KT
0 (D))) in the Atiyah-Hirzebruch spectral sequence and has a 

bundle-theoretic interpretation, this is no longer true for higher cohomological data. For 
example, it would be interesting to see how a T -equivariant locally trivial D⊗K-bundle 
A → Tn can be constructed from classes in H2n+1(Tn, R0,∞

bdd ) explicitly.
Moreover, the cohomology theory E∗

D,T (X) should be closely linked to equivariant 
stable homotopy theory. Evidence for this is the non-equivariant case [10] and the fact 
that E1

C,T (X) gives the T -equivariant third cohomology group of X (with trivial T -
action on X). We will explore the details of this in future work.

The article is structured as follows: In Sec. 2 we prove some preliminary results 
that are needed in later sections. We show that the action of T on D is strongly self-
absorbing (Lemma 2.3). We also take a closer look at the evaluation map at the projection 
1 ⊗ e ∈ (D ⊗ K)T , where e ∈ K denotes a rank 1-projection onto the trivial represen-
tation throughout the article. It is then proven that the stabiliser AutT ,1⊗e(D ⊗ K) is 
contractible, first in the case D = C in Theorem 2.4, which is then used to prove the 
general case in Theorem 2.6. The general argument is similar to the non-equivariant 
case. The section finishes with the first main result: the computation of the group of 
path-components π0(AutT (D ⊗K)) in Lemma 2.9.

In Sec. 3 we consider the path-component of the identity in the equivariant auto-
morphism group, denoted by AutT ,0(D ⊗ K), and establish the homotopy equivalence 
AutT ,0(D⊗K) � BU(DT ). This is done in two steps: It is shown in Proposition 3.3 that 
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AutT ,0(D⊗K) � Proj1⊗e((D⊗K)T ) and in Proposition 3.2 that Proj1⊗e((D⊗K)T ) �
BU(DT ). The K-groups of DT are determined in Lemma 3.5, which is then used to 
compute the homotopy groups of U(DT ) in Theorem 3.7 giving the coefficients in Corol-
lary 4.3. While the proof of the homotopy equivalence with BU(DT ) follows the same 
lines as in the non-equivariant case in [10] and [11], the computation of πn(U(DT )) is 
more intricate, since the fixed-point algebra is no longer simple and K0(DT ) may fail to 
have large denominators in the sense of [26].

The main classification result is contained in Sec. 4. Similar to the non-equivariant case 
in [10] the proof that AutT (D ⊗K) is an infinite loop space is based on diagram spaces 
called commutative I-monoids [32]. We start Sec. 4 with a summary of the necessary 
background about them. It is then shown in Lemma 4.2 that

GT
D(n) = AutT ((D ⊗K)⊗n)

defines a commutative I-monoid in well-pointed topological groups that satisfies a 
compatibility condition between the group multiplication and the tensor product. The 
machinery developed in [10] and outlined at the beginning of Sec. 4 then gives our main 
result Corollary 4.3. The computation of E1

D,T (Tn) is in Corollary 4.6 and the final 
comparison with the equivariant Brauer group is Theorem 4.8.

The appendix contains some elementary results about polynomials with non-negative 
integer coefficients that are needed in the computation of the groups πn(U(DT )) in 
Theorem 3.7.

2. The path-components of AutT(D ⊗ K)

Let V be a finite-dimensional complex inner product space with a unitary T -action 
ρ : T → U(V ) and define D to be the T -algebra given by

D = End (V )⊗∞

where T acts by conjugation on each tensor factor. Let σ = Adρ⊗∞ be this action. 
Consider the character subspaces of V given by

Vk = {ξ ∈ V | ρ(z)ξ = zk ξ ∀z ∈ T}

and note that V decomposes into a finite direct sum

V =
⊕
k∈Z

Vk . (1)

Let C� be C as a vector space equipped with the T -action given by z · ξ = z�ξ for z ∈ T . 
Let D� be the T -algebra given by
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D� = End (C� ⊗ V )⊗∞

and note that there is a canonical isomorphism D → D� obtained as the infinite tensor 
product of the ∗-isomorphism End (V ) → End (C� ⊗ V ) given by T �→ idC�

⊗T . Taking 
the tensor product with C� for an appropriate choice of � we may without loss of gen-
erality assume that Vk = 0 for k < 0 and V0 is the first non-trivial character subspace 
of V .

Definition 2.1. Given a T -representation (V, ρ) a symmetry path is a continuous path 
γ : [0, 1] → U(V ⊗ V ) between the identity on V ⊗ V and the tensor flip ξ ⊗ η �→ η ⊗ ξ

that is T -equivariant in the sense that [(ρ ⊗ ρ)(z), γ(t)] = 0 for all t ∈ [0, 1] and z ∈ T .

Lemma 2.2. Any T -representation V has a symmetry path.

Proof. The character subspaces of W = V ⊗ V are given by

Wk = (V ⊗ V )k =
⊕

i+j=k

Vi ⊗ Vj

It suffices to find continuous paths γk : [0, 1] → U(Wk) between the identity and the 
tensor flip, since the direct sum γ =

⊕
γk will then have the desired properties. But the 

existence of γk follows from the path-connectedness of the unitary group. �
Lemma 2.3. There is a T -equivariant isomorphism ϕ : D → D ⊗D such that there are 
two continuous maps

u : [0, 1) → U(D ⊗D) and w : [0, 1) → U(D ⊗D)

with the properties u(0) = 1 ⊗ 1, (σz ⊗ σz)(u(t)) = u(t), w(0) = 1 ⊗ 1, (σz ⊗ σz)(w(t)) =
w(t) for all t ∈ [0, 1) and z ∈ T and

lim
t→1

‖u(t)(d⊗ 1)u(t)∗ − ϕ(d)‖ = 0 ,

lim
t→1

‖w(t)(1 ⊗ d)w(t)∗ − ϕ(d)‖ = 0 .

In particular, the C∗-dynamical system (D, σ) is strongly self-absorbing in the sense that 
the left tensor embedding d �→ d ⊗ 1 is strongly asymptotically T -unitarily equivalent to 
an isomorphism.

Proof. Consider the following two ∗-homomorphisms:

ϕk,� : End (V )⊗k ⊗ End (V )⊗� → End (V )⊗max{k,�} ⊗ End (V )⊗max{k,�}

maps T ⊗S to T ⊗ 1 ⊗ · · · ⊗ 1 ⊗S in case k ≤ � with a tail of � − k-copies of 1 = 1End(V )
and similarly for the second tensor factor in case k > �. The homomorphism
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κm : End (V )⊗m ⊗ End (V )⊗m → End (V )⊗2m

alternates the tensor factors, i.e. S1 ⊗ . . . Sm⊗T1 ⊗ · · ·⊗Tm �→ S1 ⊗T1 ⊗ · · ·⊗Sm⊗Tm. 
Let ιm : End (V )⊗m → D be the inclusion map from the direct limit. The composition 
ι2 max{k,�} ◦ κmax{k,�} ◦ ϕk,l factors through the limit and gives a T -equivariant isomor-
phism

ϕ−1 : D ⊗D → D .

To find u it now suffices to construct a continuous map v : [0, ∞) → U(D) such that 
σz(v(t)) = v(t) for all t ∈ [0, ∞) and

lim
t→∞

‖v(t)ϕ−1(d⊗ 1)v(t)∗ − d‖ = 0 . (2)

For d = T1 ⊗ T2 ⊗ T3 ⊗ . . . with Ti ∈ End (V ) the image ϕ−1(d ⊗ 1) will take the form

T1 ⊗ 1 ⊗ T2 ⊗ 1 ⊗ T3 ⊗ . . .

Choose a symmetry path γ : [0, 1] → U(V ⊗ V ) and let ui : [0, 1] → U(D) be defined by

ui(t) = 1 ⊗ · · · ⊗ 1︸ ︷︷ ︸
(i−1) factors

⊗γ(t) ⊗ 1 ⊗ . . .

Each ui satisfies σz(ui(t)) = ui(t) for all t. Note that conjugation of d by u2 gives a 
continuous path between

T1 ⊗ 1 ⊗ T2 ⊗ 1 ⊗ T3 ⊗ . . . and T1 ⊗ T2 ⊗ 1 ⊗ 1 ⊗ T3 ⊗ . . .

Conjugation of d by u3(t − 1)u4(t − 1)u2(1) for t ∈ [1, 2] then gives a path between

T1 ⊗ T2 ⊗ 1 ⊗ 1 ⊗ T3 ⊗ . . . and T1 ⊗ T2 ⊗ T3 ⊗ 1 ⊗ 1 ⊗ . . .

Iterating this procedure we define v to be u2 on the interval [0, 1] and on (k, k + 1] we 
set

v(t) = uk+2(t− k) . . . u2k+2(t− k) v(k) ,

which is point-wise a unitary in the fixed-point algebra. Let D0 be the dense subalgebra 
defined by

D0 =
⋃
k∈N

End (V )⊗k ⊂ D .

For d ∈ D0 conjugation of ϕ−1(d ⊗ 1) by the path v will reorder the tensor factors along 
the path until we end up with the element d itself. Therefore (2) holds by construction. 
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An ε3 -argument then shows that (2) is true for all d ∈ D. This finishes the construction of 
u. In a similar way the path w can be constructed from an asymptotic unitary equivalence 
between ϕ−1(1 ⊗d) and the identity permuting the tensor factors of 1 ⊗T1⊗1 ⊗T2⊗. . . . �

Next we will have a closer look at the compact operators K as a T -algebra with respect 
to an action that has every character appearing with infinite multiplicity. To this end 
let H0 be an infinite-dimensional separable Hilbert space and let H = �2(Z) ⊗H0. Let 
{δi}i∈Z be the standard orthonormal basis of �2(Z). In the following we will identify H0
with {δ0 ⊗ η | η ∈ H0}. For z ∈ T define

Uz : H → H ; Uz(δk ⊗ η) = zk δk ⊗ η . (3)

As alluded to, this gives a unitary representation of T on H that contains each irreducible 
representation with infinite multiplicity. Let

Hk = {δk ⊗ η | η ∈ H0} ,

which is the character subspace of H corresponding to χ(z) = zk. Let K = K(H) be 
the compact operators on H. Define π(z) = AdUz

to be the representation of T on K
corresponding to U and let KT be the fixed-point algebra of K.

An operator T ∈ K lies in KT if and only if it commutes with Uz for all z ∈ T , which 
is the case if and only if it maps each Hk to itself. Therefore

KT ∼=
⊕
k∈Z

K(H0) ∼= C0(Z) ⊗K(H0) .

In fact, K is equivariantly isomorphic to a crossed product KT � Z. To see this let 
T = [Ti]i∈Z ∈ KT and define ρ : Z → Aut(KT ) by [ρ(k)(T )]j = Tj+k. The map

KT
�ρ Z → K (4)

which is the inclusion KT → K on the fixed-point algebra and sends n ∈ Z to the unitary 
operator

Wn : H → H ; Wn(δk ⊗ η) = δk−n ⊗ η

is an isomorphism. To see why, let T : Hk → Hk+n be any compact operator that is 
0 on the complement of Hk. Then we have TWn ∈ KT and (TWn, −n) ∈ KT � Z is 
mapped to T ∈ K. These operators span a dense subalgebra, which proves that (4)
is surjective. Injectivity follows similarly by considering the restrictions to the “matrix 
entries” Hk → Hk+n. The isomorphism (4) is an instance of Takai duality, since

KT
�ρ Z ∼= (C0(Z) � Z) ⊗K(H0) ∼= K(�2(Z) ⊗H0) = K
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and this isomorphism intertwines π with dual action of T on KT � Z.
Lastly, we observe the following property of the equivariant automorphisms of K. 

Suppose that α = AdW ∈ AutT (K). This means that α ◦ π(z) = π(z) ◦ α for all z ∈ T , 
which implies

WUzTU
∗
zW

∗ = UzWTW ∗U∗
z ⇒ [U∗

zW
∗UzW,T ] = 0 (5)

for all T ∈ K. Therefore UzW = χ(z) WUz with χ(z) ∈ U(1) and it is straightforward 
to check that χ : T → U(1) is a character, i.e. χ(z) = zk for some k ∈ Z. In light of this 
we define UT (H) ⊂ U(H) to be the subgroup given by

UT (H) = {W ∈ U(H) | UzW = χ(z)WUz for some character χ of T} .

Since the Pontryagin dual T̂ is isomorphic to Z, the above gives a group homomorphism

θ : AutT (K) → Z . (6)

We will see in Sec. 4.2 how θ gives rise to the Phillips-Raeburn obstruction for T -
equivariant bundles [27]. Note that θ(AdW ) = n implies that W restricts to a unitary 
isomorphism Hk → Hn+k for each k ∈ Z. As we will see, θ really has to be understood as 
a homomorphism θ : AutT (K) → GL1(R(T )), and we will generalise it to AutT (D⊗K)
for an infinite UHF-algebra D.

Theorem 2.4. Let H be as above and let e ∈ K be a rank 1-projection onto a subspace of 
H0. Denote by AutT ,e(K) the stabiliser of e in AutT (K). We have a homeomorphism

AutT ,e(K) ∼= {W ∈ UT (H) | W |eH = 1eH} =: G

where G is equipped with the strong topology. Moreover, G is contractible.

Proof. By [24, Prop. 8.1] the strict topology on U(H) as the unitary group of the mul-
tiplier algebra M(K) is the same as the strong topology. Therefore the natural map 
G → AutT ,e(K) given by W �→ AdW is continuous with respect to the point-norm topol-
ogy on AutT ,e(K) and the strong topology on G. It suffices to see that it has a continuous 
inverse. Let W ∈ U(H) with AdW ∈ AutT ,e(K) and note that eWe = eW = We = λW e

for some λW ∈ U(1). Consider the map

AutT ,e(K) → G ; AdW �→ λ∗
WW .

This is well-defined, since λ∗
WW does not change when W is multiplied by an element 

in U(1). Moreover, λ∗
WW |eH = 1 holds by definition and λ∗

WW ∈ UT (H) by the obser-
vations made in (5).
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To check continuity let Ue(H) ⊂ UT (H) be the subgroup of operators commuting 
with e and let η0 ∈ eH be a unit vector. The map Ue(H) → C defined by W �→ λW

is continuous with respect to the strong topology on the domain, since Wη0 = λW η0. 
Hence, Ue(H) → G given by W �→ λ∗

WW is also strongly continuous. By [29, Prop. 1.6]
conjugation provides a homeomorphism Aut(K) ∼= PU(H), where the right hand side 
is equipped with the quotient of the strong topology. Combining these two statements 
shows that AutT ,e(K) → G given by AdW �→ λ∗

WW is continuous. It is clearly the inverse 
of G → AutT ,e(K), W �→ AdW .

It remains to show that G is contractible. Let W ∈ G. Since e projects to a subspace 
of H0 we have Uze = e and therefore

η0 = UzWη0 = χ(z)WUzη0 = χ(z)η0

for all z ∈ T and η0 ∈ eH. This implies that χ is trivial and therefore W |Hk
: Hk → Hk. 

Thus, every element in G is a block sum of unitaries, more precisely

G ∼= U((1 − e)H0) ×
∏
k∈Z
k �=0

U(H0)

where the right hand side carries the product topology. Now the statement follows from 
the contractibility of the unitary group of a separable Hilbert space in the strong topol-
ogy. �
Lemma 2.5. Let H be as above and let e ∈ K be a rank 1-projection onto a subspace of 
H0. The group T acts on K ⊗K diagonally. There exists a point-norm continuous path

γ : [0, 1] → homT (K,K⊗K)

into the T -equivariant homomorphisms with the following properties:

(a) γ(0)(T ) = T ⊗ e and γ(1)(T ) = e ⊗ T ,
(b) γ restricts to (0, 1) → IsoT (K,K⊗K),
(c) γ(t)(e) = e ⊗ e for all t ∈ [0, 1].

Proof. The construction of such a path in the non-equivariant setting is described in the 
proof of [11, Thm. 2.5]. The idea in the equivariant case is to obtain a path on fixed-point 
algebras using the non-equivariant result and then extend it to K ⊗ K by the crossed 
product decomposition.

Denote the diagonal action of T on K ⊗ K by Δ and the corresponding fixed-point 
algebra by (K ⊗K)Δ. Let Ĥm ⊂ H⊗H be the character subspace of Δ for the character 
z �→ zm, i.e.

Ĥm =
⊕

Hk ⊗Hl .

k+l=m
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Since T ∈ (K ⊗K)Δ if and only if T maps each Ĥm to itself, we see that

(K⊗K)Δ ∼=
⊕
m∈Z

K(Ĥm) ∼=
⊕
m∈Z

K(Ĥ0) ∼= C0(Z) ⊗K(Ĥ0) . (7)

While the first and the last isomorphism in this line are canonical, there are two natural 
choices for the second one given either by the conjugation with Wm⊗ id or with id ⊗Wm

(i.e. shifting the first index in the tensor product to identify Ĥm with Ĥ0 or the second 
one). Each option induces a T -equivariant isomorphism

(K⊗K)Δ � Z → K⊗K

and we will denote these by θl and θr for Wm⊗id and id ⊗Wm respectively. Both of them 
intertwine the dual action on the left hand side with the diagonal action on the right. 
Choose an isomorphism ψ1 : K(H0) → K(Ĥ0) such that ψ1(e) = e ⊗ e ∈ K(H0 ⊗H0) ⊂
K(Ĥ0). As explained in the proof of [11, Thm. 2.5] there is a continuous path

γ1 : [0, 1] → hom(K(H0),K(Ĥ0))

with the properties

(a) γ1(0)(T ) = T ⊗ e, γ1(1)(T ) = ψ1(T ),
(b) γ1 restricts to (0, 1] → Iso(K(H0), K(Ĥ0)),
(c) γ1(t)(e) = e ⊗ e for all t ∈ [0, 1].

Note that idC0(Z) ⊗γ1 takes values in hom(C0(Z) ⊗ K(H0), C0(Z) ⊗ K(Ĥ0)). Using the 
isomorphism (7) with Wm⊗ id we can extend this to a continuous path in Z-equivariant 
∗-homomorphisms of the form

γ̄1 : [0, 1] → homZ(KT , (K⊗K)Δ) .

In particular, by our choice of Z-action on (K ⊗K)Δ, we have that γ̄1(0)(T ) = T ⊗ e is 
Z-equivariant and γ̄1(t)(e) = e ⊗ e for t ∈ [0, 1]. Forming the crossed product with the 
Z-action pointwise and applying θl results in

γ̂1 : [0, 1] → homT (K,K⊗K) .

By construction γ̂1 has the property that γ̂1(0)(T ) = T ⊗ e, it is an isomorphism for all 
t ∈ (0, 1] and γ̂1(t)(e) = e ⊗ e for all t ∈ [0, 1].

Repeating this construction with T �→ e ⊗ T , using id ⊗Wm instead of Wm ⊗ id gives 
another continuous path γ̂2 with the analogous properties that ends in a potentially 
different isomorphism γ̂2(1) with γ̂1(t)(e) = e ⊗ e for all t ∈ [0, 1]. But we have seen 
in Theorem 2.4 that AutT ,e(K) is contractible, so in particular path-connected. Hence, 
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there is a continuous path running through AutT (K) connecting γ̂1(1) and γ̂2(1). Con-
catenating these three paths appropriately gives the result. �

By Lemma 2.3 there is a T -equivariant isomorphism ϕ : D → D⊗D and a continuous 
path u : [0, 1) → U(D ⊗D) with image in the T -invariant unitaries such that

lim
t→1

‖(d⊗ 1) − u(t)∗ϕ(d)u(t)‖ = 0

and u(0) = 1 ⊗ 1. This gives a continuous path

γl : [0, 1] → homT (D,D ⊗D) ; t �→
{
d �→ u(t)∗ϕ(d)u(t) for t ∈ [0, 1)
d �→ d⊗ 1 for t = 1

between ϕ and the left tensor embedding d �→ d ⊗ 1, where the equivariant homo-
morphisms are equipped with the pointwise-norm topology. Likewise, there is a similar 
path γr, constructed using w from Lemma 2.3, that starts at ϕ and ends in the right 
tensor embedding d �→ 1 ⊗ d. Concatenating γl and γr (and reversing one of them) we 
end up with

γ : [0, 1] → homT (D,D ⊗D) (8)

with the properties that γ(0)(d) = d ⊗ 1, γ(1)(d) = 1 ⊗ d and γ(t) is an isomorphism for 
t ∈ (0, 1) with γ(1

2 ) = ϕ.
Let δ : [0, 1] → homT (K, K ⊗ K) be a continuous path from Lemma 2.5. Let τ : D ⊗

D ⊗K ⊗K → D ⊗K ⊗D ⊗K be the map interchanging the middle two tensor factors. 
The continuous path

β : [0, 1] → homT (D ⊗K, D ⊗K⊗D ⊗K) (9)

given by τ ◦ (γ ⊗ δ) satisfies β(0)(a) = a ⊗ (1 ⊗ e), β(1)(a) = (1 ⊗ e) ⊗ a and β(t) is 
an isomorphism for t ∈ (0, 1). Let ψ = β(1

2 ). Using β we now construct the following 
homotopy

Hl : AutT (D ⊗K) × [0, 1] → AutT (D ⊗K)

Hl(α, t) =
{
β(1

2 t)
−1 ◦ (α⊗ id) ◦ β(1

2 t) for t ∈ (0, 1] ,
α for t = 0 ,

(10)

between the identity map on AutT (D⊗K) and α �→ ψ−1 ◦ (α⊗ id) ◦ψ. Using the other 
half of the unit interval and id ⊗α instead of α⊗ id we can also construct a homotopy Hr

between the identity and α �→ ψ−1◦(id ⊗α) ◦ψ. The paths γ and β and the homotopies Hl

and Hr will play a crucial role in the proofs of Theorem 2.6, Lemma 2.9 and Lemma 4.2.
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Theorem 2.6. Let D = End (V )⊗∞ the T -algebra arising from a T -representation V and 
let e ∈ K(H0) be a rank 1-projection. The topological group AutT ,1⊗e(D ⊗ K) of T -
equivariant automorphisms fixing the element 1 ⊗ e is contractible. Likewise, the group 
AutT (D) of unital T -equivariant automorphisms of D is contractible.

Proof. Let γ be as in (8). As in the non-equivariant case (see [11, Thm. 2.3 and Thm. 2.5]) 
the homotopy

H : AutT (D) × [0, 1] → AutT (D)

H(α, t) =

⎧⎪⎪⎨⎪⎪⎩
idD for t = 1 ,

γ(t)−1 ◦ (α⊗ idD) ◦ γ(t) for t ∈ (0, 1) ,

α for t = 0 ,

provides a contraction of AutT (D) onto idD (compare with [11, Lem. 2.2]).
Replacing AutT (D) by the stabiliser AutT ,1⊗e(D ⊗K) and using β as in (9) instead 

of γ in the definition of H gives a contraction of AutT ,1⊗e(D ⊗ K). Note in particular 
that β(t)(1 ⊗ e) = (1 ⊗ e)⊗2 for all t ∈ [0, 1]. �

The following simple algebraic observation is the key to understanding the invertible 
elements in localisations of the representation ring Rep(T ).

Lemma 2.7. Let R be a unique factorization domain and let S ⊂ R be a multiplicative 
subset with 0 /∈ S. If u ∈ R[S−1] is a unit, then

u = v pk1
1 . . . pkr

r

where v ∈ R is a unit, pj are primes of elements in S and kj ∈ Z.

Proof. Without loss of generality we may assume that if rs ∈ S, then r and s are both 
elements of S, since adding these elements to S does not change the localisation.1 In 
particular, any prime factor of an element in S is itself in S. Note that if p ∈ R is any 
element such that p ∈ R[S−1] is a unit, then p ∈ S. Indeed, there exist x ∈ R and s ∈ S

with

p
x

s
= 1 ⇔ p x = s ⇒ p ∈ S

by our assumption about S. Now let u ∈ R[S−1] be a unit. There exists s ∈ S with 
u · s ∈ R. Let

1 A multiplicative subset S with that property is usually called saturated, but we will avoid this termi-
nology, since it clashes with saturated group actions.
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u · s = v q�11 . . . q�mm

be the prime factorisation of u · s with a unit v ∈ R, prime factors qi ∈ R and �i ∈ N. 
Since u and s are both invertible in the localisation R[S−1], each of the qi ∈ R is also 
invertible in R[S−1]. By our previous observation we have qi ∈ S. But as we noted above, 
the prime factors of s are in S as well and the result follows. �

Given a T -algebra A there is a natural homomorphism K0(AT ) → KT
0 (A). In case A

is unital it is defined as follows: It maps the K-theory class of a projection p ∈ Mk(AT )
to the class of the T -equivariant right Hilbert A-module p Ck⊗A (see [28, Prop. 7.1.6]). 
In general the map on K-theory is induced by a ∗-homomorphism j : AT → A � T

constructed in [28, Lem. 7.1.7]. Moreover, recall that a T -action α on a C∗-algebra A is 
saturated if the completion A of A with respect to the AT -valued inner product

〈x, y〉AT =
∫
T

αz(xy∗) dz ,

left AT -multiplication inherited from A and right multiplication given by xf =∫
T α−1

z (xf(z)) dz for f ∈ L1(T , A) is an AT -A � T -equivalence bimodule (see [28, 
Def. 7.1.4]).

Lemma 2.8. Let D = End (V )⊗∞ be the T -algebra arising from a T -representation V .

i) The T -action on D ⊗K is saturated.
ii) The homomorphism K0((D ⊗K)T ) → KT

0 (D ⊗K) is an isomorphism.

Proof. We first claim that the T -action on K is saturated. This follows from an appli-
cation of Rieffel’s criterion (see [28, Thm. 7.1.15]). Indeed, for m ∈ Z we have

Km = {T ∈ K | π(z)(T ) = zm T} = {T ∈ K | T |Hk
: Hk → Hk+m ∀k ∈ Z},

and therefore K∗
mKm = K−mKm = K0 = KT for all m ∈ Z. Next note that

End (V )⊗k ⊗K ∼=T K ,

since H = �2(Z) ⊗H0 contains all irreducible T -representations with infinite multiplicity. 
Hence, by [28, Prop. 7.1.13] the first statement follows.

The natural homomorphism K0((D⊗K)T ) → KT
0 (D⊗K) is in fact an isomorphism 

by (i) combined with [28, Prop. 7.1.8]. �
Let e be a fixed invariant rank 1-projection in K and consider the stabilisation homo-

morphism D → D⊗K with d �→ d ⊗ e. By [28, Lem. 2.7.5] this induces an isomorphism 
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KT
0 (D) → KT

0 (D ⊗ K). We will see that this isomorphism and the one in Lemma 2.8
(ii) are both ring homomorphisms. The ring structure on KT

0 (D) is given by

KT
0 (D) ×KT

0 (D) → KT
0 (D ⊗D) → KT

0 (D) ,

where the first map is the tensor product pairing (see [28, Prop. 6.1.3]) and the second 
map is induced by an equivariant isomorphism D⊗D → D which exists since the action 
is strongly self-absorbing. Likewise, there is an analogous map

KT
0 (D ⊗K) ×KT

0 (D ⊗K) → KT
0 (D ⊗K)

using the tensor product and an equivariant isomorphism (D⊗K)⊗2 → D⊗K obtained 
as a tensor product of two equivariant isomorphisms D ⊗ D → D and K ⊗ K → K, 
where we demand that the latter maps e ⊗ e to e. A similar construction works for the 
fixed-point algebras. We obtain a homomorphism

K0((D ⊗K)T ) ×K0((D ⊗K)T ) → K0((D ⊗K)T ⊗ (D ⊗K)T ) → K0((D ⊗K)T )

where the first map is again given by the tensor product. The second map is induced 
by the embedding of (D ⊗ K)T ⊗ (D ⊗ K)T into (D ⊗ K ⊗ D ⊗ K)T followed by the 
equivariant isomorphism as above.

Now consider the following diagram

KT
0 (D) ×KT

0 (D) KT
0 (D)

KT
0 (D ⊗K) ×KT

0 (D ⊗K) KT
0 (D ⊗K)

K0((D ⊗K)T ) ×K0((D ⊗K)T ) K0((D ⊗K)T )

∼= ∼=

∼= ∼=

in which the upper vertical arrows are induced by the stabilisation homomorphism. The 
upper square commutes by the naturality of the tensor product pairing and our choice 
of isomorphisms. The middle horizontal map is induced by the tensor product pairing 
for D⊗K in equivariant K-theory followed by isomorphisms as described above. Both of 
the tensor product pairings used in the middle and the lower arrow can be obtained by 
unitising the algebra, and it is straightforward to check that this implies that the lower 
square also commutes. In particular, the composition K0((D ⊗ K)T ) → KT

0 (D) of the 
homomorphism from Lemma 2.8 (ii) with the inverse of the stabilisation map is a ring 
homomorphism.

By stability we have KT
0 (End (V )⊗k) ∼= KT

0 (C) ∼= R(T ) ∼= Z[t, t−1]. These identifi-
cations become isomorphisms of ordered groups if we define the positive cone R(T )+ of 
R(T ) to be equivalence classes of representations (as opposed to formal differences) and 
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the one of Z[t, t−1] to be polynomials with non-negative coefficients. The continuity of 
equivariant K-theory implies KT

0 (D) ∼= Z[t, t−1, pV (t)−1]. Indeed, the map

KT
0 (End (V )⊗k) → KT

0 (End (V )⊗(k+1))

corresponds to multiplication with pV (t) after identifying both sides with Z[t, t−1]. Un-
der the above isomorphism the positive cone KT

0 (D)+ ⊂ KT
0 (D) is mapped onto the 

semiring N0[t, t−1, pV (t)−1] consisting of polynomials q/pkV where q has non-negative co-
efficients (note that the coefficients of pV are always non-negative). It also follows from 
the description as a direct limit that KT

0 (D) ∼= Z[t, t−1, pV (t)−1] is compatible with the 
multiplicative structure on both sides and therefore an isomorphism of rings. Moreover, 
the map K0((D ⊗ K)T ) → KT

0 (D) defined above identifies the positive cone KT
0 (D)+

with {[p]0 ∈ K0((D ⊗K)T ) | p ∈ (D ⊗K)T}.
For a semiring R+ ⊂ R contained in a commutative unital ring R, define

GL1(R+) = GL1(R) ∩R+ ,

i.e. those elements in R+ that are invertible when considered as elements of R.

Lemma 2.9. Let D = End (V )⊗∞ be the T -algebra arising from a T -representation V . 
We have a group isomorphism

π0(AutT (D ⊗K)) ∼= GL1(KT
0 (D)+) ∼= GL1(N0[t, t−1, pV (t)−1]).

Proof. Let e ∈ K(H0) ⊂ K be a rank 1-projection. For α ∈ AutT (D ⊗ K) we have 
α(1 ⊗ e) ∈ (D ⊗K)T . This gives a map

κ : π0(AutT (D ⊗K)) → K0((D ⊗K)T )+ ∼= KT
0 (D)+ , (11)

where the isomorphism is the one from Lemma 2.8 (ii). Apart from the multiplication 
induced by composition, the group π0(AutT (D ⊗ K)) carries a second multiplication ∗
induced by the tensor product of automorphisms: Let β : [0, 1] → homT (D⊗K, D⊗K ⊗
D ⊗K) be the path from (9). Let ψ = β(1

2 ) and define

[α1] ∗ [α2] = [ψ−1 ◦ (α1 ⊗ α2) ◦ ψ]

(compare with [11, Lem. 2.13]).
Let Hl be as in (10). The continuous path Hα : [0, 1] → AutT (D⊗K) given by Hα(t) =

Hl(α, t) shows that [α] ∗ [id] = [α]. Using Hr instead of Hl we see that [id] ∗ [α] = [α] as 
well. Moreover,

([α1] ∗ [α2]) ◦ ([β1] ∗ [β2]) = ([α1] ◦ [β1]) ∗ ([α2] ◦ [β2]) .
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Thus, the Eckmann-Hilton argument shows that ∗ and ◦ are the same operations on π0
and they are both commutative (and associative). In particular, we have [α] ∗[α−1] = [id]. 
Note that

κ([α1] ∗ [α2]) = [ψ−1(α1(1 ⊗ e) ⊗ α2(1 ⊗ e))] = [α1(1 ⊗ e)] · [α1(1 ⊗ e)]

by the definition of the ring structure on KT
0 (D) and in particular

[1 ⊗ e] = κ([id]) = κ([α] ∗ [α−1]) = κ([α]) · κ([α−1]) .

Hence, κ factors through a group homomorphism

π0(AutT (D ⊗K)) → GL1(KT
0 (D)+)

that we will continue to denote by κ.
The ring KT

0 (D) ∼= Z[t, t−1, pV (t)−1] is a localisation of the unique factorisation do-
main Z[t] at the multiplicative subset S generated by {t, pV (t)}. Let pi(t) ∈ Z[t] be the 
prime factors of the polynomial2 pV (t) ∈ Z[t]. By Lemma 2.7 the group GL1(KT

0 (D))
is therefore generated by ±1, t and all pi(t) ∈ Z[t]. Consequently, GL1(KT

0 (D)+) has 
the generators {t, p1(t), . . . , p�(t)}. To see that κ is surjective it suffices to find automor-
phisms αt, αp1 , . . . αp� ∈ AutT (D⊗K) with the property that x = [αx(1 ⊗ e)] ∈ KT

0 (D). 
Let W : H → H be the unitary operator given by W (δk ⊗ η) = δk+1 ⊗ η and let 
αt = idD ⊗ AdW . Then αt is T -equivariant, and since WeW ∗ is a projection onto a 
one-dimensional subspace of H1, we have [αt(1 ⊗ e)] = t. To define αpi note that the 
prime factor decomposition 

∏�
i=1 pi(t)mi of pV (t) corresponds to a tensor product de-

composition of V :

V ∼=
�⊗

i=1
V ⊗mi
i .

This induces an isomorphism for the endomorphism algebra of the form

End (V ) ∼=
�⊗

i=1
End (Vi)⊗mi

and shifting the tensor factors gives a T -equivariant unital ∗-isomorphism

ψi : End (Vi) ⊗D → D .

Since H contains each irreducible representation with infinite multiplicity there exists 
a unitary intertwiner Ui : H ⊗ Vi → H that induces by conjugation the T -equivariant 
∗-isomorphism

2 As mentioned at the beginning of this section we may assume that pV (t) ∈ Z[t].
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φi : K⊗ End (Vi) → K

Define αpi ∈ AutT (K ⊗D) ∼= AutT (D ⊗K) by αpi = (φi ⊗ idD) ◦ (idK⊗ψ−1
i ) and note 

that the image of the projection αpi
(e ⊗ 1D) is T -equivariantly isomorphic to Vi ⊗ D. 

Therefore [αpi
(e ⊗ 1D)] = pi(t) ∈ KT

0 (D).
Let α ∈ AutT (D ⊗ K) with κ([α]) = [1 ⊗ e]. Let p = α(1 ⊗ e) ∈ (D ⊗ K)T . The 

algebra (D⊗K)T is an inductive limit of finite-dimensional algebras, which all have the 
cancellation property. Thus, this is also true for (D⊗K)T . By [15, Prop. 3.4] there exists 
a unitary u ∈ U(M((D ⊗K)T )) with upu∗ = 1 ⊗ e. In fact u can be chosen to lie in the 
unitary group of the unitisation of (D ⊗K)T . Since

(D ⊗K)T ∼= (D ⊗K(�2Z))T ⊗K(H0) ,

the group U(M((D ⊗K)T )) is contractible in the strict topology. In particular there is 
a path from 1 to u in U(M((D ⊗ K)T )), which is continuous with respect to the strict 
topology. Therefore there is also a point-norm continuous path in the T -equivariant 
automorphisms between α and β = Adu ◦α. But β(1 ⊗ e) = 1 ⊗ e, so by Theorem 2.6
there is a continuous path between idD⊗K and β. This shows that κ is injective. �
3. The homotopy type of AutT ,0(D ⊗ K)

In this section we will extend some of the classification results Dadarlat and the second 
author obtained in [11] to the T -equivariant setting. This will allow us to determine the 
homotopy type of all path-components of AutT (D⊗K). Let AutT ,0(D⊗K) be the path-
component of idD⊗K and denote by Projp0

(A) the path-component of p0 in the space of 
self-adjoint projections in A equipped with the norm topology.

Proposition 3.1. The evaluation map

q : AutT ,0(D ⊗K) → Proj1⊗e((D ⊗K)T ) , α �→ α(1 ⊗ e)

gives rise to a principal bundle over Proj1⊗e((D ⊗ K)T ) with structure group
AutT ,1⊗e(D ⊗K).

Proof. The key issue here is local triviality, which is proven in the same way as [11, 
Lem. 2.8]. Indeed, q has local sections constructed as follows: Let

W =
{
p ∈ Proj1⊗e((D ⊗K)T ) | ‖p− p0‖ < 1

}
.

The unitary element up = xp(x∗
pxp)−

1
2 with xp = pp0 + (1 − p)(1 − p0) in M(D ⊗

K) associated to any p ∈ W is invariant under the group action, satisfies Adup
(p0) =

upp0u
∗
p = p and p �→ Adup

is continuous. �
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In the following proposition we will consider U(M((D ⊗ K)T )) equipped with the 
norm topology. As a space this topological group is contractible by the main theorem 
of [8]. Moreover, U(DT ) embeds into it via

U(DT ) → U(M((D ⊗K)T )) , v �→ v ⊗ e + (1 − 1 ⊗ e) .

Proposition 3.2. Let A = (D ⊗K)T and let

U1⊗e(M(A)) = {u ∈ U(M(A)) | u(1 ⊗ e) = (1 ⊗ e)u}

(with the norm topology). The map

Ad : U(M(A)) → Proj1⊗e(A) , u �→ u(1 ⊗ e)u∗

gives rise to a principal bundle with structure group U1⊗e(M(A)). Moreover, the inclusion 
U(DT ) → U1⊗e(M(A)) is a homotopy equivalence and therefore

Proj1⊗e(A) � BU(DT ) .

Proof. The argument for local triviality is the same as in the proof of Proposition 3.1
and therefore traces back to [11, Lem. 2.8] as well: Over the set

W =
{
p ∈ Proj1⊗e(A) | ‖p− p0‖ < 1

}
,

we can define a norm-continuous map to U(M(A)) given by p �→ up, with up as in the 
proof of Proposition 3.1, that provides a local section of Ad . It is also clear from the 
definition that U1⊗e(M(A)) is the fibre of Ad over 1 ⊗ e.

It remains to be seen why U(DT ) → U1⊗e(M(A)) is a homotopy equivalence. Let 
p0 = 1 ⊗ e and note that

Up0(M(A)) ∼= U(p0M(A)p0) × U((1 − p0)M(A)(1 − p0)) .

However, since p0 ∈ A we have p0M(A)p0 = p0Ap0 = (p0(D ⊗ K)p0)T = DT . Let 
p⊥0 = 1 −p0 = 1D⊗(1 −e) = 1D⊗e⊥. By [2, Cor. 1.2.37] the corner of M(A) corresponding 
to p⊥0 is

p⊥0 M(A)p⊥0 = M(p⊥0 Ap⊥0 ) .

Since e ∈ K projects down to a trivial one-dimensional subrepresentation of H, and H
contains each representation with infinite multiplicity, there is a T -equivariant isomor-
phism K(e⊥H) ∼= K(H). With e⊥K(H)e⊥ = K(e⊥H) we obtain

p⊥0 Ap⊥0 = (D ⊗ e⊥Ke⊥)T ∼= A ,
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which implies that U(p⊥0 M(A)p⊥0 ) ∼= U(M(A)) is contractible. Hence, the inclusion 
U(DT ) → Up0(M(A)) is a homotopy equivalence with homotopy inverse given by the 
projection Up0(M(A)) → U(p0M(A)p0) ∼= U(DT ).

To see why the final statement in the proposition holds note that the contractibil-
ity of U(M(A)) implies that Projp0

(A) � BUp0(M(A)). But the map BU(DT ) →
BUp0(M(A)) induced by the inclusion on classifying spaces is a homotopy equivalence 
by our previous observations. �
Proposition 3.3. The map q : AutT ,0(D ⊗ K) → Proj1⊗e((D ⊗ K)T ) defined by q(α) =
α(1 ⊗ e) as in Proposition 3.1 induces a homotopy equivalence AutT ,0(D ⊗ K) �
Proj1⊗e((D ⊗K)T ).

Proof. This is proven in the same way as [11, Cor. 2.9]. We give a summary here: The 
space Proj1⊗e((D⊗K)T ) is a Banach manifold and therefore has the homotopy type of a 
CW-complex. This implies that the fibre and the base space of the principal bundle with 
bundle projection q both have the homotopy type of CW-complexes. By [33, Thm. 2] this 
then also holds for the space AutT ,0(D ⊗ K) and the long exact sequence of homotopy 
groups together with Whitehead’s theorem proves the result. �

We point out the following technical lemma that will be important in the final section:

Lemma 3.4. The topological group AutT ,0(D⊗K) is well-pointed in the sense that the in-
clusion of the identity into the group is a cofibration, i.e. the pair (AutT ,0(D⊗K), idD⊗K)
is a neighbourhood deformation retract.

Proof. The corresponding non-equivariant statement is [11, Prop. 2.26]. The proof works 
verbatim in the equivariant case, since it is based on the following observations: The 
map q : AutT ,0(D⊗K) → Proj1⊗e((D⊗K)T ) is a principal bundle with structure group 
AutT ,1⊗e(D ⊗K) (by Proposition 3.1) that is trivialisable over

W = {p ∈ Projp0
((D ⊗K)T ) | ‖p− p0‖ < 1/2}

with p0 = 1 ⊗ e. The group AutT ,1⊗e(D ⊗ K) deformation retracts onto its identity 
element via the contraction described in Theorem 2.6. �

As explained in a paragraph before Lemma 2.9 the T -equivariant K-groups of D are 
KT

0 (D) ∼= Z[t, t−1, pV (t)−1] and KT
1 (D) = 0. The isomorphism with KT

0 (D) induces the 
following order structure on Z[t, t−1, pV (t)−1]:

q(t)
t�pV (t)k ≥ 0 ⇔ q(t) has non-negative coefficients.

The last lemma suggests that we will also need to compute the K-groups of the fixed-
point algebra DT . For the case pV (t) = 1 + t this amounts to computing the K0-group 
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of the GICAR algebra (see [6, Sec. 5] for the definition, [30, p. 149] for its K0-group and 
[12, Ex. IV.3.7] for how it is related to our picture of it). Motivated by this result we 
define the bounded subring of KT

0 (D) to be

Rbdd =
{
x ∈ KT

0 (D) | −m[1D] ≤ x ≤ m[1D] for some m ∈ N
}

.

Lemma 3.5. Let D = (End (V ))⊗∞ be the infinite UHF-T -algebra associated to a T -
representation V corresponding to pV (t) ∈ Rep(T ) ∼= Z[t, t−1]. Then the K-groups of 
the fixed-point algebra are given by

K0(DT ) ∼= Rbdd and K1(DT ) = 0 .

Proof. Since T acts on each tensor factor End (V ) separately, the fixed-point algebra 
DT is isomorphic to the direct limit

End (V )T → · · · → (End (V )⊗n)T → (End (V )⊗(n+1))T → . . . ,

where the connecting ∗-homomorphisms are given by T �→ T ⊗ 1. Note that 
(End (V )⊗n)T ∼= homT (V ⊗n, V ⊗n), which is isomorphic to a direct sum of matrix alge-
bras. By Schur’s lemma this turns out to be⊕

k∈Z
homT (Vk, Vk) ∼=

⊕
i∈I

Mni
(C) ⊗ homT (Cmi

,Cmi
) ∼=

⊕
i∈I

Mni
(C)

where Vmi
∼= Cni⊗Cmi

(compare with the decomposition in (1)), so ni is the multiplicity 
of the Cmi

in V . This implies that K0((End (V )⊗n)T ) is the free abelian group generated 
by the irreducible subrepresentations of V ⊗n. We claim that

K0((End (V )⊗n)T ) (12)

∼=
{
q ∈ Z[t, t−1] | −mpnV ≤ q ≤ mpnV for some m ∈ N

}
=: R(n)

bdd

To see why this is true note first that the polynomials tmi corresponding to the irreducible 
subrepresentations of V ⊗n satisfy −pnV ≤ tmi ≤ pnV . Therefore K0((End (V )⊗n)T ) is a 
subgroup of R(n)

bdd. Now let q ∈ Z[t, t−1] be a polynomial so that there exists m ∈ N

with −m pnV ≤ q ≤ m pnV . We may write q(t) = q1(t) − q2(t) where qi(t) are polynomials 
with non-negative coefficients, which we will denote by ak for the coefficient of tk in 
q1 and bk for q2. These polynomials may be chosen such that ak �= 0 ⇒ bk = 0 and 
bk �= 0 ⇒ ak = 0. The inequality

q1 − q2 ≤ mpnV ⇔ (mpnV − q1) + q2 ≥ 0

can then only hold if the term in brackets is non-negative, which implies that the rep-
resentation corresponding to q1 is a subrepresentation of 

⊕m
k=1 V

⊗n. Repeating this 
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argument with the other inequality shows that the same must be true for q2. Hence, the 
polynomials qi(t) correspond to representations that are elements of K0((End (V )⊗n)T )
proving the claim.

Identifying K0((End (V )⊗n)T ) with R(n)
bdd the connecting homomorphism R(n)

bdd →
R

(n+1)
bdd in the direct limit becomes multiplication by pV (t). The maps ϕn : R(n)

bdd →
Rbdd , q �→ q

pn
V

fit into the following commutative diagram

R
(n)
bdd R

(n+1)
bdd

Rbdd

ϕn

q �→q·pV

ϕn+1

which defines a homomorphism ϕ : K0(DT ) → Rbdd. To construct an inverse identify 
KT

0 (D) with Z[t, t−1, pV (t)−1] and consider r ∈ Rbdd such that −m ≤ r ≤ m. Then r is 
of the form

r(t) = q(t)
t�pV (t)k

with k, � ≥ 0 and q ∈ Z[t], and we must have

−mt� pV (t)k ≤ q(t) ≤ mt� pV (t)k .

Let q(t) =
∑

i∈N0
ait

i and pV (t)k =
∑

j∈N0
bjt

j . The above inequality implies bi = 0 ⇒
ai+� = 0. In particular, a0 = · · · = a�−1 = 0, i.e. q(t) is divisible by t� and

q(t)
t�

∈ R
(k)
bdd .

The resulting element in the colimit is independent of the choice of the fraction q(t)
t�pV (t)k

representing r(t). This provides the inverse homomorphism Rbdd → K0(DT ) of ϕ, 
which finishes the computation of K0(DT ), but since DT is an AF-algebra we also 
have K1(DT ) = 0. �
Corollary 3.6. The bounded subring Rbdd ⊂ KT

0 (D) ∼= Z[t, t−1, pV (t)−1] satisfies

Rbdd ⊂ Z[t, pV (t)−1] .

Proof. This is a consequence of the observation in the proof of Lemma 3.5 that any 
r ∈ Rbdd ⊂ Z[t, t−1, pV (t)−1] given by a quotient

r(t) = q(t)
t�pV (t)k

with k, � ≥ 0 and q ∈ Z[t] must have q(t) divisible by t�. �
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Proposition 3.1 and Proposition 3.2 reduce the computation of the homotopy groups 
of AutT ,0(D⊗K) to the ones of U(DT ). This is essentially a computation of non-stable 
K-theory in the sense of [39]. Interestingly, the higher homotopy groups will in general 
only be 2-periodic from degree 3 onwards. More precisely, we always have π1(U(DT )) ∼=
K0(DT ), but, depending on the polynomial pV (t), the groups π2k−1(U(DT )) for k > 1
will be all isomorphic to the same subgroup of K0(DT ). Let

R0
bdd = {r ∈ Rbdd | r(0) = 0} ,

R∞
bdd =

{
q

pkV
∈ Rbdd | q ∈ Z[t], k ≥ 0, deg(q) < kd

}
.

Theorem 3.7. Let D = End (V )⊗∞ be the infinite UHF-algebra associated to a T -
representation V and equipped with its natural T -action. Let

pV (t) =
d∑

i=0
ait

i ∈ Z[t] ⊂ Z[t, t−1] ∼= Rep(T )

be the associated polynomial of degree d. Then π2k(U(DT )) = 0 for k ∈ N0 and

π1(U(DT )) ∼= K0(DT ) ∼= Rbdd . (13)

The odd homotopy groups π2k−1(U(DT )) for k > 1 depend on a0 and ad in the following 
way:

a) If a0 > 1 and ad > 1, then π2k−1(U(DT )) ∼= Rbdd.
b) If a0 = 1 and ad > 1, then π2k−1(U(DT )) ∼= R0

bdd.
c) If a0 > 1 and ad = 1, then π2k−1(U(DT )) ∼= R∞

bdd.
d) If a0 = 1 and ad = 1, then π2k−1(U(DT )) ∼= R∞

bdd ∩R0
bdd.

Proof. The isomorphism (13) was shown in [18, Thm. 4.6]. For the computation of the 
higher homotopy groups we note that by [18, Prop. 4.4] the group πm(U(DT )) is the 
direct limit of the sequence

πm(U(AT
(k))) → πm(U(AT

(k+1)))

where A(k) = End (V )⊗k ∼= End
(
V ⊗k

)
and AT

(k) is the fixed-point algebra. The coeffi-
cients ai of pV can be interpreted as multiplicities as follows: We have ai = dim(Vi) with 
Vi as in the decomposition (1). Thus, if

pV (t)k =
kd∑

b�t
� ,
�=0
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then by Schur’s lemma

AT
(k)

∼=
kd⊕
�=0

End (W�)

where W� ⊂ V ⊗k is the subrepresentation corresponding to the character z �→ z� and 
satisfies dim(W�) = b�. Hence,

U(AT
(k)) ∼=

kd∏
�=0

U(b�) .

The polynomial pV (t) has non-negative integer coefficients. By Lemma A.2 there is an 
N ∈ N such that pV (t)N has large middle coefficients in the sense of Definition A.1. 
Since the sequence

AT
(0) → AT

(N) → · · · → AT
(mN) → AT

((m+1)N) → . . .

with connecting homomorphisms given by T �→ T ⊗ 1 also has direct limit DT we may 
work with V ⊗N instead of V and assume without loss of generality that pV has large 
middle coefficients.

By Lemma A.3 the coefficients b� of pV (t)k then satisfy b� = 0 or b� > k for � ∈
{1, . . . , kd − 1} and k ∈ N. If a0 > 1, then we also have b0 > k for the lowest order 
coefficient. If ad > 1, then bkd > k for the highest order coefficient as well. This implies 
that for k > m

2 the unitary groups U(b�) will all have dimension b� > m
2 except potentially 

the ones corresponding to the lowest and the highest order coefficients of pV , which might 
be 1. Let U∞ be the colimit over the inclusions U(n) → U(n + 1) that add a 1 in the 
lower right hand corner. In the above situation m falls into the stable range for the 
homotopy groups, which implies that πm(U(b�)) ∼= πm(U∞) for � ∈ {1, . . . , kd − 1}, 
which is isomorphic to Z if m is odd and vanishes if m is even.

Let R(k)
bdd

∼= K0(AT
(k)) be as in (12). If m is odd and k > m

2 , then the first homomor-
phism in the following composition

πm(U(AT
(k))) K1(SmAT

(k)) K̃0(Sm+1AT
(k)) R

(k)
bdd

∼= ∼=

is injective. The last isomorphism in this chain uses Bott periodicity and the identification 
with R(k)

bdd. The image of this map depends on the lowest and highest order coefficients 
in pV . If a0 = 1, then πm(U(b0)) = πm(U(1)) vanishes for m > 1 and therefore the image 
will contain only polynomials with vanishing constant term. Likewise, if ad = 1, then 
the polynomials in the image must have vanishing highest order term, or in other words 
their degree must be strictly lower than kd. If a0 > 1 and ad > 1, then the above map is 
an isomorphism. Since the homomorphism R(k)

bdd → Rbdd is given by division by pkV the 
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result follows after taking the direct limit. Note that for the direct limit we can neglect 
all terms in the sequence where k ≤ m

2 . �
Remark 3.8. The case distinction in Theorem 3.7 is closely linked to the question whether 
DT tensorially absorbs the Jiang-Su algebra Z. The kth level of the Bratteli diagram 
for the AF-algebra DT has one vertex for each non-zero coefficient in pV (t)k. Using 
the same notation for the coefficients as in the proof of the previous theorem we have 
an edge of multiplicity ai in the diagram between the vertex corresponding to biti in 
pV (t)k and the one for biajti+j in pV (t)k · pV (t). If a0 = 1, then the subset of all vertices 
corresponding to the coefficients biti with i �= 0 provides a saturated hereditary subset 
that corresponds to a character χ : DT → C by the classification of ideals in AF-algebras 
given in [6, Thm. 3.3]. A similar argument works in the case where ad = 1 using the 
complement of the vertices corresponding to highest order coefficients. Thus, if a0 = 1
or ad = 1, then DT � DT ⊗Z. The special case pV (t) = 1 + t (where DT is the GICAR 
algebra) has also been discussed in [37, Ex. 6.4].

In case a0 > 1 and ad > 1 the fixed-point algebra B := End
(
V ⊗k

)T for sufficiently 
large k > 0 is a completely non-commutative finite-dimensional C∗-algebra in the sense 
of [5, Def. 1.1] by Lemma A.2 and A.3 in the appendix and we have D ∼= End

(
V ⊗k

)⊗∞. 
Each of the ∗-homomorphisms

ϕi : B → D , a �→ 1 ⊗ · · · ⊗ 1 ⊗ a⊗ 1 ⊗ . . .

factors through the fixed-point algebra DT and embeds B into DT in such a way that the 
image eventually commutes up to ε > 0 with any finite set of elements in DT . This shows 
that DT is approximately divisible in the sense of [5, Def. 1.2]. Hence, DT ∼= DT ⊗Z by 
[41, Thm. 2.3] if a0 > 1 and ad > 1. It would be interesting to see whether there exists 
a T -equivariant ∗-isomorphism D ∼= D ⊗Z in this case (with T acting trivially on Z).

4. Classification of T -equivariant D ⊗ K-bundles

In this final section we will classify isomorphism classes of locally trivial bundles of 
C∗-algebras with fibre D ⊗ K that carry the T -action in each fibre discussed in the 
previous sections (i.e. they allow local trivialisations such that the transition functions 
are equivariant with respect to that action). The invariant associated to such a bundle 
will be an element in a generalised cohomology theory. It arises from an infinite loop 
space structure on the classifying space BAutT (D ⊗ K), and its coefficients are given 
by the homotopy groups determined in the previous section. We start by recalling a few 
basic facts from stable homotopy theory [1].

Definition 4.1. A sequence of pointed topological spaces (Yk)k∈N0 together with weak 
homotopy equivalences

σk : Yk → ΩYk+1
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(where ΩZ denotes the based loop space of the pointed space Z) is called an Ω-spectrum. 
If Y0 is the zeroth space of an Ω-spectrum it is called an infinite loop space.

Each Ω-spectrum (Yk)k∈N0 gives rise to a reduced cohomology theory on the category 
of pointed finite CW-complexes in the following way

h̃k(X) = [X,Yk]+

where the right hand side denotes based homotopy classes of base point preserving 
continuous maps and we define Yn = Ω−nY0 for n < 0. Note that this indeed gives 
abelian groups, since h̃k(X) ∼= [X, Ω2Yk+2]+ and homotopy classes of maps into double 
loop spaces carry a natural abelian group structure. The coefficients ȟ∗ of the theory 
are defined to be ȟk = h̃k(S0). Using the loop-suspension adjunction we see that ȟk =
π−k(Y0), so the coefficients are fixed by the homotopy groups of the infinite loop space 
underlying h̃∗.

Note that X �→ h̃∗(X) also gives rise to an unreduced cohomology theory on pairs of 
spaces (X, A): Let CA = A × I/A × {0} be the cone on A, denote by X+ the pointed 
space obtained from X by adding a disjoint base point and define

hk(X,A) = h̃k(X+ ∪ C(A+))

where the point [a, 1] ∈ C(A+) is identified with a ∈ X+ in X+ ∪ C(A+). By definition

hk(X) = hk(X, ∅) ∼= h̃k(X+) = [X+, Yk]+ ∼= [X,Yk] ,

where the right hand side denotes the unbased homotopy classes. Moreover, if A ⊂ X is 
the inclusion of a subcomplex, then hk(X, A) ∼= h̃k(X/A).

There are several “infinite loop space machines” in algebraic topology that produce 
Ω-spectra and therefore cohomology theories. The one that is most suited to our setting 
relies on diagram spaces for a diagram category of finite sets and injections. More pre-
cisely, let I be the category with objects given by n = {1, . . . , n} for n ∈ N0 (the objects 
include 0 = ∅) and morphisms given by injective maps between the sets. An I-space is 
a (covariant) functor from I to the category of topological spaces.

There is a symmetric monoidal structure, denoted by �, on I defined as follows: For 
m, n ∈ obj(I) let m�n = {1, . . . , m +n} on objects. Let f ∈ hom(m, m′), g ∈ hom(n, n′). 
The morphism f � g : m � n → m′ � n′ acts by identifying m with the first m elements 
of {1, . . . , m + n} (and similarly for m′) and n with the last n elements (similarly for 
n′). The symmetry τm,n : m � n → n � m is defined by an (m, n)-block permutation.

The symmetric monoidal structure on I together with the cartesian product on topo-
logical spaces turns the category of I-spaces into a symmetric monoidal category. A 
monoid in this category is called an I-monoid. Unravelling the definitions, an I-monoid 
is an I-space X together with a natural transformation
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μm,n : X(m) ×X(n) → X(m � n) ,

that makes the obvious associativity and unitality diagrams commute. The I-monoid is 
called commutative if the following diagram commutes

X(m) ×X(n) X(m � n)

X(n) ×X(m) X(n � m)

μm,n

X(τm,n)

μn,m

where the vertical arrow on the left is interchanging the two factors. As described in 
detail in [32, Sec. 5.2] any commutative I-monoid X gives rise to a Γ-space Γ(X) in the 
sense of [34]. A Γ-space is a diagram in topological spaces indexed by the category Γop

of pointed finite sets (more precisely, a skeleton thereof). It can be seen as a homotopy 
theoretic generalisation of a commutative monoid. The information contained in the 
diagram allows to define infinite deloopings. Let X be a commutative I-monoid that is 
grouplike in the sense that the monoid obtained as the homotopy colimit

XhI = hocolimI X

is a group (see [42] for a reference). It was shown in [32, Prop. 5.3] that in this case XhI is 
an infinite loop space. More precisely, it is the zeroth space of the Ω-spectrum obtained 
from the Γ-space associated to X. In short, any grouplike commutative I-monoid X
gives rise to a cohomology theory h∗ with ȟk ∼= π−k(XhI).

4.1. The commutative I-monoid GT
D

Let V be a finite-dimensional T -representation as in (1). Let D = End (V )⊗∞ be the 
associated infinite UHF-algebra with its canonical T -action. Let H = �2(Z) ⊗H0 be the 
T -representation that contains each irreducible representation with infinite multiplicity 
and define K = K(H) to be the compact operators on H. Let

GT
D(n) = AutT ((D ⊗K)⊗n) (14)

Any morphism f : m → n in I can be decomposed as f = σ ◦ ι, where ι : m → n is the 
inclusion that identifies {1, . . . , m} with the first m elements of n (note that we have 
m ≤ n otherwise the morphism set is empty) and σ : n → n is a permutation. Define 
σ̂ : (D⊗K)⊗n → (D⊗K)⊗n to be the T -equivariant ∗-automorphism that permutes the 
tensor factors according to σ and let GT

D(σ) : GT
D(n) → GT

D(n) be given by conjugation 
by σ̂. Let

GT
D(ι) : GT

D(m) → GT
D(n) , α �→ α⊗ id(D⊗K)n−m .
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A straightforward computation shows that GT
D(σ) ◦GT

D(ι) = GT
D(σ′) ◦GT

D(ι) if σ◦ι = σ′◦ι. 
Therefore GT

D(f) = GT
D(σ) ◦ GT

D(ι) is well-defined and this definition extends GT
D to a 

functor I → Grp, where Grp is the category of topological groups. The multiplication

μm,n : GT
D(m) ×GT

D(n) → GT
D(m � n)

defined by μm,n(α, β) = α⊗ β is associative and turns GT
D : I → Grp into an I-monoid 

taking values in topological groups. Let τm,n be the symmetry of I and note that 
GT

D(τm,n)(α ⊗ β) = β ⊗ α. Hence, GT
D is a commutative I-monoid. In a similar way 

we define

GT
D,0(n) = AutT ,0((D ⊗K)⊗n) .

The same arguments as above also apply to GT
D,0 proving that it also is a commutative 

I-monoid. In fact, both of these diagram spaces have more structure that will prove to 
be crucial in Corollary 4.3.

Lemma 4.2. The commutative I-monoids GT
D and GT

D,0 are both stable EH-I-groups with 
compatible inverses in the sense of [10, Def. 3.1].

Proof. We will only prove the statement for GT
D here, since the only difference to GT

D,0
is that π0(GT

D,0(n)) is trivial, which makes the proof easier.
Note that AutT (D⊗K) is a well-pointed topological group by Lemma 3.4. The identity 

(α1 ⊗ α2) ◦ (β1 ⊗ β2) = (α1 ◦ β1) ⊗ (α2 ◦ β2) shows that the diagram in [10, Def. 3.1]
commutes. Let pk = (1 ⊗ e)⊗k ∈ (D ⊗ K)⊗k. To see that GT

D has compatible inverses 
note that

π0(GT
D(m � m)) ∼= π0(AutT ((D ⊗K)⊗m)) ∼= GL1(KT

0 (D⊗m)+)

similar to Lemma 2.9. The second isomorphism is given by [α] �→ [α(pm)] and the first 
isomorphism is defined by conjugation with a T -equivariant isomorphism

ψ : (D ⊗K)⊗2m → (D ⊗K)⊗m ,

which may be chosen in such a way that ψ(p2m) = pm. The K-theory classes correspond-
ing to (ιm � idm)∗(α) = id ⊗α and (idm �ιm)∗(α) = α ⊗ id are [ψ(pm ⊗ α(pm))] and 
[ψ(α(pm) ⊗ pm)] respectively. But

[ψ(pm ⊗ α(pm))] = [pm] · [α(pm)] = [α(pm)] ∈ K0(((D ⊗K)⊗m)T )

by the definition of the ring structure on the K-theory group, which has pm as its unit. 
Since we obtain the same result for [ψ(α(pm) ⊗pm)], GT

D indeed has compatible inverses.
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It remains to be seen why GT
D is stable. To show this it suffices to prove that AutT (D⊗

K) → AutT ((D ⊗K)⊗2) given by α �→ α ⊗ id is a homotopy equivalence. But the map 
Hl from (10) is a homotopy between the two maps α �→ β(1

2 )−1 ◦ (α⊗ id) ◦β(1
2 ) and the 

identity. Since conjugation by β(1
2) is a homeomorphism, this shows that α �→ α⊗ id is 

a homotopy equivalence. �
Corollary 4.3. The topological group AutT (D⊗K) is an infinite loop space with associated 
cohomology theory E∗

D,T (X) and

E0
D,T (X) = [X,AutT (D ⊗K)] and E1

D,T (X) = [X,BAutT (D ⊗K)] .

The coefficients are given by

Ěk
D,T

∼=

⎧⎪⎪⎨⎪⎪⎩
0 if k > 0 ,

GL1(KT
0 (D)+) if k = 0 ,

π−k−1(U(DT )) if k < 0 .

In particular, isomorphism classes of T -equivariant locally trivial C∗-algebra bundles 
with fibres isomorphic to the T -algebra D⊗K over the finite CW-complex X with trivial 
T -action form a group with respect to the fibrewise tensor product that is isomorphic to 
E1

D,T (X).

Proof. By Lemma 4.2 the diagram space GT
D is a commutative I-monoid. Stability 

implies that AutT (D⊗K) = GT
D(1) → (GT

D)hI is a homotopy equivalence [10, Lem. 3.5]. 
In particular, π0((GT

D)hI) is a group (see also Lemma 2.9). Thus, AutT (D ⊗ K) is an 
infinite loop space with respect to the operation induced by the tensor product. In 
particular, we have a delooping B⊗AutT (D ⊗ K) as part of the Ω-spectrum associated 
to AutT (D ⊗K).

Let BAutT (D ⊗ K) be the classifying space of AutT (D ⊗ K) as a topological group 
(i.e. using the composition instead of the tensor product). It was shown in [10, Thm. 3.6]
that those two deloopings are homotopy equivalent as a result of the Eckmann-Hilton 
condition satisfied by GT

D. This implies that the associated cohomology theory satisfies

E0
D,T (X) = [X,AutT (D ⊗K)] and E1

D,T (X) = [X,BAutT (D ⊗K)] .

The coefficients of X �→ E∗
D,T (X) are isomorphic to the homotopy groups of (GT

D)hI �
AutT (D ⊗K). Hence,

Ěk
D,T

∼= π−k(AutT (D ⊗K))

and Ě0
D,T is computed in Lemma 2.9, while for k > 0

Ěk
D,T

∼= π−k(AutT (D ⊗K)) ∼= π−k(BU(DT )) ∼= π−k−1(U(DT ))
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0 1 2 3

0 H0(X,G) H1(X,G) H2(X,G) H3(X,G)

−1 0 0 0 0

−2 H0(X,Rbdd) H1(X,Rbdd) H2(X,Rbdd) H3(X,Rbdd)

−3 0 0 0 0

−4 H0(X,R0,∞
bdd ) H1(X,R0,∞

bdd ) H2(X,R0,∞
bdd ) H3(X,R0,∞

bdd )

−5 0 0 0 0

d3

Fig. 1. Atiyah-Hirzebruch spectral sequence for E∗
D,T (X). Here, G = GL1(KT

0 (D)+). The coefficients in 
degree −2k for k > 1 depend on the chosen representation and are either Rbdd, R0

bdd, R∞
bdd or R0

bdd ∩R∞
bdd

(see Lemma 3.7).

by Proposition 3.3, Proposition 3.2 and the fact that ΩBU(DT ) � U(DT ). �
Remark 4.4. The proof of Corollary 4.3 is easily adapted to AutT ,0(D ⊗ K) showing 
that it is an infinite loop space as well. It gives rise to the cohomology theory Ē∗

D,T (X)
associated to GT

D,0 with

Ē0
D,T (X) = [X,AutT ,0(D ⊗K)] and Ē1

D,T (X) = [X,BAutT ,0(D ⊗K)]

and coefficients

ˇ̄Ek
D,T

∼=
{

0 if k ≥ 0 ,

π−k−1(U(DT )) if k < 0 .

Remark 4.5. The reader familiar with [10] will notice that Corollary 4.3 did not use 
the fact that GT

D has compatible inverses. This property allowed the comparison with 
the unit spectrum of K-theory in [10]. The question how this comparison generalises to 
E∗

D,T (X) in the equivariant case will be central in future work.

Given a finite CW-complex X some insight into E∗
D,T (X) can be gained from the 

Atiyah-Hirzebruch spectral sequence with E2-page:

Ep,q
2 = Hp(X, Ěq

D,T ) ⇒ Ep+q
D,T (X) .

A sketch of what the E2-page looks like can be found in Fig. 1. For degree reasons the 
E2- and E3-pages are the same and the first potentially non-trivial differential occurs on 
the E3-page.

The homomorphism AutT (D ⊗K) → GL1(KT
0 (D)) given by mapping α to its path-

component can be used to associate to any T -equivariant locally trivial D ⊗ K-bundle 
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A → X a bundle with fibre KT
0 (D) and structure group GL1(KT

0 (D)). The same result 
is obtained by applying the functor KT

0 fibrewise. This gives the edge homomorphism of 
the spectral sequence on E1

D,T (X) and takes the form

E1
D,T (X) → H1(X,GL1(KT

0 (D))) .

Corollary 4.6. Let V be a T -representation with corresponding character polynomial pV =∑d
i=0 ait

i, let D be the associated infinite UHF-algebra, let n ∈ N and let Tn be the n-
dimensional torus. Then we have

E1
D,T (Tn) ∼= H1(Tn, G) ⊕ H3(Tn, Rbdd) ⊕

∞⊕
k=2

H2k+1(Tn, R0,∞
bdd )

∼= Zn ⊕
⊕
q|pV

q prime

Zn ⊕
∧3

(Rbdd)n ⊕
∞⊕
k=2

∧2k+1
(R0,∞

bdd )n ,

where the exterior algebras are taken over Rbdd and R0,∞
bdd , respectively, and R0,∞

bdd is 
(with notation as in Theorem 3.7)

R0,∞
bdd =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Rbdd if a0 > 1 and ad > 1 ,

R0
bdd if a0 = 1 and ad > 1 ,

R∞
bdd if a0 > 1 and ad = 1 ,

R∞
bdd ∩R0

bdd if a0 = 1 and ad = 1 .

Proof. By [3, Thm. 2.7] the images of the differentials in the Atiyah-Hirzebruch spectral 
sequence are torsion subgroups. By Lemma 2.7 a unit in the ring Z[t, t−1, pV (t)−1] is of 
the form ±tk0q1(t)k1 · · · qr(t)kr , where the polynomials qi are the distinct prime factors 
of pV and k0, k1, . . . , kr ∈ Z. This implies that

G = GL1(KT
0 (D)+) ∼= Z⊕

⊕
q|pV

q prime

Z

with the first summand corresponding to k0. In particular, G is torsion free. Since the 
rings Rbdd and R0,∞

bdd are torsion free as well, the spectral sequence collapses on the 
E2-page. The above observation also shows

H1(Tn, G) ∼= H1(Tn,Z) ⊕
⊕
q|pV

q prime

H1(Tn,Z) ∼= Zn ⊕
⊕
q|pV

q prime

Zn .

Moreover, Hk(Tn, R) ∼=
∧k

Rn by the Künneth theorem. This implies the statement. �
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4.2. Comparison with the equivariant Brauer group

In this section we will take a closer look at the case where V is the one-dimensional 
trivial representation, which implies D = C with the trivial T -action for the associated 
infinite UHF-algebra. We have KT

0 (C) ∼= Rep(T ) = Z[t, t−1] and therefore

GL1(KT
0 (C)+) ∼= Z

generated by powers of t. Note that Rbdd ∼= Z, while R0
bdd = R∞

bdd = 0. Hence, the 
coefficients of E∗

C,T (X) are given by

Ěk
C,T

∼= π−k(AutT (K)) ∼=

⎧⎪⎪⎨⎪⎪⎩
Z if k = 0 ,

Z if k = −2 ,

0 else .

Consider the inclusion map AutT ,0(K) → AutT (K) of the unit component and the em-
bedding AutT (K) → Aut(K) of equivariant automorphism into all automorphisms. Let 
κ : AutT ,0(K) → Aut(K) be the composition. This map fits into the following commu-
tative diagram:

AutT ,0(K) Aut(K)

Proje(KT ) Proje(K)

κ

 

Since e ∈ K is a projection onto a one-dimensional trivial subrepresentation of H =
�2(Z) ⊗ H0, the space Proje(KT ) = Proje(C0(Z) ⊗ K(H0)) can be identified with 
Proje(K(H0)) and the bottom horizontal map is induced by the corner embedding 
K(H0) → K(H) = K. If we view H0 as a closed subspace of H and let U(H0) → U(H) be 
the inclusion that is the identity on the complement of H0, then the following diagram 
commutes:

U(1) × U(e⊥H0) U(H0) Proje(K(H0))

U(1) × U(e⊥H) U(H) Proje(K(H))

idU(1)× ι|
U(e⊥H0)

u �→ueu∗

ι

u �→ueu∗

The long exact sequence of homotopy groups then shows that the map Proje(KT ) →
Proje(K) is a homotopy equivalence. Let GC be the EH-I-group from [10, Sec. 4.2] for 
D = C. The two group homomorphisms AutT ,0(K) → AutT (K) and AutT (K) → Aut(K)
are compatible with forming tensor products and hence give rise to maps of commutative 
I-monoids
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GT
C,0 → GT

C and GT
C → GC .

Inspecting the Atiyah-Hirzebruch spectral sequences for the cohomology theories 
Ē∗
C,T (X) and Ē∗

C(X) obtained from GT
C,0 and GC, respectively, we see that

Ēk
C,T (X) ∼= Hk+2(X,Z) ∼= Ēk

C(X)

and our above observations show that E∗
C,T therefore naturally splits of the group 

Hk+2(X, Z). This implies that all the differentials in the Atiyah-Hirzebruch spectral 
sequence for E∗

C,T must vanish. With only two non-trivial rows on the E2-page we ob-
tain the following result:

Corollary 4.7. For k ≥ 0 there is a natural isomorphism

Ek
C,T (X) ∼= Hk(X,Z) ⊕Hk+2(X,Z) .

The group E0
C,T (X) ∼= H0(X, Z) ⊕H2(X, Z) has a nice geometric interpretation not 

involving operator algebras: Given a map f : X → AutT (K) define

Lf = {(x, ξ) ∈ X ×H | f(x)(e)ξ = ξ} .

This is a line bundle over X that carries a fibrewise T -action induced by the T -action 
on H. Homotopic maps induce isomorphic equivariant line bundles. Thus, E0

C,T (X)
classifies T -equivariant line bundles over X up to isomorphism. The class in H2(X, Z)
is the Chern class c1(Lf ), and the class in H0(X, Z) is the Z-valued function χ : X → Z

which determines the character of the T -action on each connected component. (Note 
that End (Lf ) = L∗

f ⊗ Lf = X ×C and the T -action is given by z �→ zχ(x).)
To understand E1

C,T (X) we need to recall the definition of the equivariant Brauer 
group BrT (X) from [29, Chap. 7]: Its elements are equivalence classes [A, α] consisting 
of a continuous-trace C∗-algebra A with spectrum X together with an action α : T →
Aut(A) that commutes with the multiplication by C(X), since we only consider the trivial 
T -action on X in this section. The equivalence relation is T -equivariant C(X)-Morita 
equivalence (see [29, Def. 7.2] for details). We have a natural homomorphism

E1
C,T (X) → BrT (X) (15)

defined by mapping a T -equivariant locally trivial bundle A → X with fibre K to 
the equivariant continuous-trace C∗-algebra [C(X, A), α] obtained from the sections of 
the bundle together with the action induced by the fibrewise T -action on A. By [29, 
Thm. 7.20]

BrT (X) ∼= H1(X, T̂ ) ⊕H3(X,Z) ⊕ C(X,H2(T ,T )) ,
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where T̂ ∼= Z is the Pontrjagin dual of T . Moore has shown in [25, Prop. 2.1] that 
for a compact connected Lie group G there is a canonical isomorphism H2(G, T ) ∼=
(Tor(π1(G)))∧. In our case π1(T ) ∼= Z, which is torsion free. Hence, the third summand 
in the above decomposition vanishes and

BrT (X) ∼= H1(X,Z) ⊕H3(X,Z) .

The group homomorphism BrT (X) → H3(X, Z) maps the equivalence class of a pair 
[A, α] to the Dixmier-Douady class of A. As discussed above, there is also a natural 
transformation F : E1

C,T (X) → Ē1
C(X), which is surjective. These maps fit into the 

following commutative diagram:

E1
C,T (X) Ē1

C(X)

BrT (X) H3(X,Z)

F

∼=

The homomorphism BrT (X) → H1(X, Z) is given by the Phillips-Raeburn obstruction. 
To understand its definition consider a continuous trace C∗-algebra A with spectrum 
Â = X and equipped with a pointwise unitary T -action. By [31, Cor. 1.2] the action is 
then locally unitary and [27, Prop. 2.2] implies that the restriction map

(A� T )∧ → Â

is a locally trivial T̂ -bundle. Since T̂ ∼= Z, the isomorphism class of this bundle is 
determined by a class in H1(X, Z). This is the Phillips-Raeburn obstruction.

If A → X is a locally trivial K-bundle with fibrewise T -action induced by Uz as in 
(3) and A = C(X, A), then A �T is the section algebra of the locally trivial bundle with 
fibre K � T associated to the principal AutT (K)-bundle of A using the homomorphism

AutT (K) → Aut(K� T ) , α �→ α� id

Since the action of T on K is unitarily implemented, the map a �→ a U defines an 
isomorphism K � T → K ⊗ C∗(T ) ∼= K ⊗ C0(Z). This isomorphism intertwines α � id
with α⊗sθ(α) ∈ Aut(K ⊗C0(Z)), where sn ∈ Aut(C0(Z)) is given by sn(f)(x) = f(x −n)
and θ is the homomorphism from (6). Thus, the cocycle defining the principal Z-bundle 
(A �T )∧ → Â is associated to the principal AutT (K)-bundle via θ. But since θ induces 
the homomorphism E1

C,T (X) → H1(X, Z) the following diagram commutes

E1
C,T (X)

BrT (X) H1(X,Z)

θ
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We summarise our observations in the following theorem:

Theorem 4.8. The group homomorphism E1
C,T (X) → BrT (X) in (15) is an isomorphism 

such that the following diagram of natural isomorphisms commutes:

E1
C,T (X) BrT (X)

H1(X,Z) ⊕H3(X,Z)

In particular, any class in the equivariant Brauer group BrT (X) can be realised as 
the section algebra of a T -equivariant locally trivial bundle over X with fibre K. Its 
Phillips-Raeburn obstruction corresponds to the isomorphism class of the principal Z-
bundle defined by applying π0 to each fibre of the principal AutT (K)-bundle and the 
Dixmier-Douady class is the one of the K-bundle after forgetting the T -action.

Note that, since the T -action on X is trivial, we also have the following isomorphism 
using the Künneth theorem

H3
T (X,Z) ∼= H3(BT ×X,Z)

∼= H0(BT ,Z) ⊗H3(X,Z) ⊕H2(BT ,Z) ⊗H1(X,Z)
∼= H1(X,Z) ⊕H3(X,Z)

Hence, E1
C,T (X) ∼= H3

T (X, Z), which is another indication of a potential interpretation 
of E∗

D,T (X) in terms of equivariant stable homotopy theory.
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Appendix A. Polynomials with non-negative integer coefficients

The key observation about polynomials with non-negative integer coefficients and 
non-zero constant term that we will use frequently in this section is the following: If 
p(t) =

∑d
i=0 ait

i is such a polynomial and 0 = k0 < k1 < k2 < · · · < kr = d are those 
powers of t such that akj

> 0, then the non-zero coefficients of p(t)m =
∑md

i=0 bit
i are b�

with

� =
r∑

i=1
xiki

for all r-tuples x = (x1, . . . , xr) of non-negative integers with 
∑r

i=1 xi ≤ m.
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Definition A.1. Let d ≥ 1. A polynomial p(t) =
∑d

i=0 ait
i of degree d with non-negative 

integer coefficients is said to have large middle coefficients if aj �= 1 for j ∈ {1, . . . , d −1}, 
ad �= 0 and a0 �= 0.

Lemma A.2. Let d ≥ 1 and let p ∈ Z[t] be any polynomial of degree d with non-negative 
coefficients and non-zero constant term, then there is an N ∈ N such that pN has large 
middle coefficients.

Proof. Let p(t) =
∑d

i=0 ait
i and let 0 = k0 < k1 < k2 < · · · < kr = d be those powers of 

t such that akj
> 0. We claim that the statement holds for N = d. This is true for d = 1, 

since all polynomials a0 + a1t with a0 �= 0 and a1 �= 0 have large middle coefficient’s.
Let p(t)d−1 =

∑(d−1)d
i=0 bit

i and let p(t)d =
∑d2

i=0 cit
i. If we have a non-zero coefficient 

c� corresponding to an r-tuple (y1, . . . , yr) with at least two non-zero entries ys and yt, 
then c� is a sum of at least two terms in the product p(t)d−1 · p(t). For example, let �1
correspond to (y1, . . . , ys−1, . . . , yr) and �2 to (y1, . . . , yt−1, . . . , yr). Then b�1aks

t� and 
b�2akt

t� are both summands in p(t)d. Therefore all c� corresponding to r-tuples with at 
least two non-zero entries satisfy c� ≥ 2.

The remaining terms to be considered are the coefficients c� corresponding to r-tuples 
y = (0, . . . , 0, ys, 0, . . . , 0) with one non-zero entry. If ys < d, then there are at least two 
contributions to c�: a0bysks

tysks and aks
b(ys−1)ks

tysks . If ys = d with s < r, then

dks = ks+1ks + (d− ks+1)ks .

Note that d − ks+1 ≥ 0 and d − ks+1 + ks = d − (ks+1 − ks) ≤ d. Therefore y′ =
(0, . . . , 0, d − ks+1, ks, 0, . . . , 0) with entries in position s and s + 1 is a valid r-tuple, 
which gives rise to the same coefficient c� as y. Thus, we have c� ≥ 2 in this case as 
well. �

The reason for the terminology is the following lemma, which also encapsulates our 
main application for polynomials with large middle coefficients.

Lemma A.3. Let p ∈ Z[t] be a polynomial of degree d ≥ 1 with large middle coefficients. 
If p(t)m =

∑md
i=0 bit

i, then either bi > m or bi = 0 for all i ∈ {1, . . . , md − 1}. Moreover, 
if a0 > 1, then b0 > m. Likewise, if ad > 1, then bmd > m.

Proof. We will prove the statement by induction over m. It is true for m = 1. Let 
p(t) =

∑d
i=0 ait

i and let 0 = k0 < k1 < k2 < · · · < kr = d be the powers of t such that 
akj

> 0. By our key observation the only non-zero coefficients b� occur for � =
∑r

i=1 xiki
with 

∑r
i=1 xi ≤ m and by induction we have b� > m if � ∈ {1, . . . , md −1}. Now consider

p(t)m+1 =
(

d∑
i=0

ait
i

)
·

⎛⎝md∑
j=0

bjt
j

⎞⎠ =
d∑

i=0
ai

⎛⎝md∑
j=0

bjt
i+j

⎞⎠ .
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For i ∈ {1, . . . , d − 1} and j ∈ {1, . . . , md − 1} we either get aibj = 0 or aibj > 2m ≥
(m + 1), so the only potentially problematic summands occur if i = 0, i = d, j = 0 or 
j = md.

Let us first consider the case i = 0. If a0 > 1, then there is no problem, which 
shows the second part of the statement for this case. Otherwise a0 = 1 and if 
a0b� = b� �= 0 corresponds to (x1, . . . , xr) with at least one xs > 0, then there is 
another summand aks

b�′t
ks+�′ producing the same power of t with �′ corresponding to 

(x1, . . . , xs−1, . . . , xr). Hence, the coefficient c� of t� in p(t)m+1 satisfies c� ≥ b�+aks
b�′ >

m + 1. The case adb� with 0 < � < md is shown similarly.
Now consider the summands of p(t)m+1 of the form aki

b0t
ki . By the above argument 

for i ∈ {0, d} we only need to consider i ∈ {1, . . . , r − 1}. There is at least one other 
summand that produces the same power of t, for example a0b�t

� with � corresponding 
to x = (0, . . . , 1, . . . , 0), where 1 sits in the ith position. Hence, the coefficient cki

of tki

in p(t)m+1 satisfies cki
≥ aki

b0 + a0b� > 2 + m > m + 1.
Finally consider the summands aki

bmdt
ki+md for i ∈ {1, . . . , r − 1} and note that 

� = md corresponds to x = (0, . . . , 0, m). Again there is at least one other summand 
producing the same power of t, for example the term adbki+(m−1)dt

ki+md where ki +
(m − 1)d corresponds to the r-tuple x = (0, . . . , 0, 1, 0, . . . , m − 1), where the 1 sits 
again in the ith position. Hence, the coefficient cki+md of tki+md in p(t)m+1 satisfies 
cki+md ≥ aki

bmd + adbki+(m−1)d > 2 + m > m + 1. �
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