
ScienceDirect

Available online at www.sciencedirect.com

Procedia Computer Science 207 (2022) 3820–3829

1877-0509 © 2022 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0)
Peer-review under responsibility of the scientific committee of the 26th International Conference on Knowledge-Based and Intelligent 
Information & Engineering Systems (KES 2022)
10.1016/j.procs.2022.09.444

10.1016/j.procs.2022.09.444 1877-0509

© 2022 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0)
Peer-review under responsibility of the scientific committee of the 26th International Conference on Knowledge-Based and 
Intelligent Information & Engineering Systems (KES 2022)

 

Available online at www.sciencedirect.com 

ScienceDirect 

Procedia Computer Science 00 (2022) 000–000  
www.elsevier.com/locate/procedia 

 

1877-0509 © 2022 The Authors. Published by ELSEVIER B.V.  
This is an open access article under the CC BY-NC-ND license (https://creativecommons.org/licenses/by-nc-nd/4.0) 
Peer-review under responsibility of the scientific committee of KES International 

26th International Conference on Knowledge-Based and Intelligent Information & Engineering 
Systems (KES 2022) 

Context change and triggers for human intention recognition 
Tong Tonga,*, Rossitza Setchia, Yulia Hicksa 

aResearch Centre in AI, Robotics and Human-Machine Systems (IROHMS), Cardiff University, Cardiff CF24 3AA, UK 
 

Abstract 

In human-robot interaction, understanding human intention is important to smooth interaction between humans and robots. 
Proactive human-robot interactions are the trend. They rely on recognising human intentions to complete tasks. The reasoning is 
accomplished based on the current human state, environment and context, and human intention recognition and prediction. Many 
factors may affect human intention, including clues which are difficult to recognise directly from the action but may be perceived 
from the change in the environment or context. The changes that affect human intention are the triggers and serve as strong 
evidence for identifying human intention. Therefore, detecting such changes and identifying such triggers are the promising 
approach to assist in human intention recognition. This paper discusses the current state of art in human intention recognition in 
human-computer interaction and illustrates the importance of context change and triggers for human intention recognition in a 
variety of examples. 
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1. Introduction 

A robot plays a key role in human-robot interaction and is likely to become a part of the daily life of everyone 
who needs service, cooperation, and collaboration in the future. Significant research effort is dedicated to designing 
a robotic system applicable to robots cooperating with humans. The purpose is to accomplish the task defined by 
humans or help humans autonomously [1]. For this purpose, robots are designed to understand humans and complete 
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tasks together. For the human-robot interaction to be effortless, it is necessary that the robot understands the human 
and can predict the intention of humans [2]. Fully understanding the ubiquitous intentions of humans in human-robot 
interaction is the challenge that needs to be realised today.  

In psychology, intention refers to the idea or plan that an individual wants to implement [3]. Humans can express 
their intention through various clues, such as actions, gestures, body movements, and even a glance. People always 
exhibit some characteristics that can be used as a reasonable basis for recognising intentions. Thus, these 
characteristics are valuable clues for robots to confirm a human's intention. Human intention recognition is essential 
for human-robot interaction [4], for example, when people need help or complete tasks. To explore human-like 
artificial intelligence, it is vital to develop a human-like robot to understand human intention. Therefore, the type of 
intention is an important aspect to clarify. A person's intention can be expressed in many ways. Collecting, 
conveying and processing these features and information are essential for human intention recognition. It is 
necessary to recognise the human intention correctly and efficiently to achieve fluent and efficient human-robot 
interaction in different scenarios.  

Human intention is closely related to context awareness, which includes many aspects. There are many definitions 
on what context awareness is but the synergy between intention and context-awareness has not been explored so far. 
Wei Liu et al. [24] divide the context into the user and physical contexts. These two parts include the clues that can 
infer human intention. In fact, the environment, the humans and all data that can be collected constitute the context 
in human-robot interaction. The environment significantly impacts human intention, and people will also have 
different goals for the same action according to different scenarios. The relationship between the physical and user 
contexts can logically conclude human intention. Context awareness provides many task-specific clues in human-
robot interaction and supports recognising human intentions [5]. The purpose of context awareness is to make robots 
capable of spontaneously recognising human intention. Changes in the current environment (parts or objects) can 
assist in recognising and predicting a person’s action or thought. Context awareness of objects, human actions, and 
environmental features can effectively identify human intentions or assist in completing tasks [5].  

Although there are many methods for human intention recognition or human action recognition, many are limited 
to ordered or single tasks. Thus, they cannot be applied in more complex environments. Human intention is different 
with context constantly, even in the same environment and for the same action. Context should be used for 
preventing misrecognition, which is one of the most important requirements for human-robot interaction in everyday 
situations. Context awareness can also assist a robot in interpreting high-level relationships expressed in many 
variables and disambiguating and reducing uncertainty in human-robot interaction tasks [2]. Therefore, human 
intention recognition based on context awareness is necessary for complex environments and scenarios.  

Many factors influence human intention in real life, especially in sudden situations. The variation of these factors 
should be detected by a robot. The context change can represent these factors that are essential for human intention 
recognition. The context will change all the time, but not all changes are the key to recognising human intention. 
Therefore, defining the significant context change that impacts human intention is crucial. The significant context 
change that can indicate the human intention can be called the trigger. For example, a robot may open a window 
because the temperature makes the human feel hot, not only because of the temperature rise. The human feeling hot 
is the trigger to open the window. Thus, the context change detection and the definition of the trigger are vital for 
human intention recognition. 

This paper aims to explore the context change and triggers to recognise the human intention in the human-robot 
interaction. It is hypothesised that context changes and triggers are significant for a robot to recognise human 
intention and can provide direct evidence to reason the human intention. Intention recognition is the crucial element 
for the human-robot interaction in real life, which is necessary for the robot to recognise the intention of the human's 
next action and thought. The factors influencing human intention can be obtained from the context changes. 
Multimodal data collection, context change detection, trigger definition, and semantic reasoning will form a 
complete system for human intention recognition.  

2. State of the art 

2.1 Human intention recognition 
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There are many studies on human intention recognition and prediction, such as motion-based, speech-based, 
gesture-based, gaze-based, and based on other similar features. Motion is a direct feature to recognise the next 
human movement, which is used in many fields. In human-robot cooperation, parts are assembled by recognising 
human movements [5][7]. The robot recognises and analyses the motion of the human hand to predict the object that 
the human will take next and cooperate to complete the task [6]. The trajectory of human action is analysed to 
predict the following movement so that the robot and human can complete the delivery task [9].  

Human gestures are one of the features for expressing an intention. Gestures also can visualise the human 
intention, like waving, pointing, etc. Since the gestures have the characteristics of flexibility and fast delivery, they 
can be used as essential feature variables for intention recognition. Gesture features can be used in practical 
applications, whether obtained via glove sensors or cameras [14], and gestures are also a direct and effective way to 
express human intentions. For example, a Kinect camera is used to detect human poses and gestures, recognise 3D 
gestures and calculate the angle between shoulders and hands to determine the direction and plan the robot's 
navigation [14]. Although gestures contribute significantly to intention recognition, using gestures as a single 
variable for intention recognition is inaccurate. The literature [16] summarises gesture-based intention recognition 
and comprehensively analyses the advantages and disadvantages. General disadvantages, such as low resolution and 
low robustness, are also identified for non-wearable devices. There is a greater dependence on the stability of the 
environment, light, and other factors for wearable devices.  

For most people, the gaze is critical in transmitting information to the observer. From common sense, when 
people want an object, their eyes will stay on the object for more time. Controlling robots using eye movement to 
complete complex grasping tasks is an interesting direction of research in intention recognition [20]. Gaze provides 
information that other body parts cannot. Human-robot interaction and collaboration can be smoother and more 
efficient [21]. Gaze is more like the intention externalisation, which is the first captured feature.  

There are many ways to recognise human intention with good accuracy. At the same time, understanding human 
intention is not practical using a single kind of feature as if these features cannot be detected, it would make the 
system unreliable. 

2.2 Multimodal perception  

In recent research on human-robot interaction and human-computer collaboration, the extraction of multiple 
features and the fusion of multiple data streams in a model have become a trend. Such models also have better 
stability and robustness than human intention recognition model based on single feature type. Assembly task is the 
hot topic for the human intention recognition in human-robot collaboration research, combining the human actions, 
objects, and knowledge base to assemble a chair [10]. Human intentions are multifaceted, not just in handover tasks 
and assembly tasks. Intention recognition is also important in, for example, collision avoidance, where researchers 
were using MYO armband, Leap Motion, Kinect camera and RGB camera sensors to collect a large amount of data, 
analyse the human point cloud, and then predict the following human action [11].  

The robot can help a doctor to complete surgeon tasks in the shared workspace [8]. In the kitchens, the robot 
extracts and trains the features of speech, gestures, and eyes and then votes through the independent opinion pool to 
determine the desired items [2]. Wearable sensors are efficient equipment to get information from humans, which 
provide strong proof for human intention recognition. Natural language processing tools and wearable devices have 
also been used to recognise human intention and complete the delivery task [19]. An assembly line, including 
obstacle avoidance and other intention recognition, is realised on the basis of analysis of gestures, human body 
recognition and object detection [13]. Xia Z et al. [14] have also emphasised that the system combining gesture and 
vision can satisfactorily complete the work of intention recognition in human-robot interaction scenarios.  

A complex human-robot environment would have ambiguities about the object choosing. Combining gesture and 
facial feature recognition allows the robot to detect accurately which object a human want [17]. Human intention 
can be detected not only based on their apparent characteristics, but also considering their external environment. For 
example, factors such as age, gender, temperature, humidity, etc., have been used to judge if a human would like to 
drink water [18]. This also proves that by combining all the factors, it is possible to identify the human preference 
for something, which has an essential role in promoting the identification of human intentions. 
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As shown above, multimodal perception is an effective way to collect many features useful for recognising 
human intention. And due to the many features, more clues can be the triggers to confirm human intention, which 
helps to exclude the inadequate features and increase the robustness of the system.  

3. Concept of the human intention recognition system 

Human intentions may be expressed in diverse ways in different scenarios. In a handover task, human gaze is 
used to identify the tool they would like to obtain [9]. In autonomous driving, the pedestrian's heading and posture 
are useful for detecting human intention [27]. In the service scenario, human needs may be indicative of the required 
services [28]. Therefore, the hypothesis presented in this article is that robots should be able to detect and analyse all 
features related to a human and the environment to recognise human intention successfully independently of 
scenario.  

Figure 1 shows the relationship between the human, robot, and environment when working on the tasks 
collaboratively. Before recognising the human intention, the robot should detect the human and analyse the 
environment to collect the features. Meanwhile, the environment will constantly influence human intention because 
human intention depends on the different circumstances. As the monitor, the robot needs to get feedback from the 
human. It can give more clues to analysing the human intention correctly. Finally, the robot recognises the human 
intention and completes the task. 

 
 
 
 
 
 
 
 
 
 

 
Fig.1. Relationship in the human, robot, and environment in the intention recognition system 

 
In many cases, the difficulty of human intention recognition is that there is no standard to evaluate [2]. Therefore, 

collecting as much information as possible is essential to recognise intention correctly. The robot fuses the 
information and extracts the change in real-time. The robot needs to observe the human change, and the 
environment changes constantly. According to the level of change and reasoning, the robot defines the triggers. The 
context change, the triggers and the reasoning are the pivotal parts of human intention recognition. It is necessary to 
fully collect more features and reasoning according to the context change and the triggers. 

To recognise the human intention, data collection is the primary step. Human intention recognition is relevant for 
both humans and robots, the latter of which should pay attention to the former’s surroundings. Therefore, 
multimodal perception is an effective approach to collecting data. The single features are not suitable for more 
complex conditions. Some features are not captured in different scenarios. In these situations, it needs other features 
to support the human intention recognition. More features can bring more clues. The advantage of the information 
obtained through multimodal perception is that it can reduce the reasons for the low robustness due to a single 
variable and reduce the uncertainty under the true intention [23]. 

The specific features are acquired from the various sources, and they have diverse types, dimensions, and contents, 
such as gestures, gaze etc. Combining them is essential to human intention recognition. Data fusion is the processing 
of integrating multiple data sources to produce more consistent, accurate, and useful information than that provided 
by any individual data source. Data fusion is a combination of multiple sources to obtain improved information [26] 
for human intention recognition. Data fusion increases the robot’s understanding of context.  

With the complexity of human-robot interaction scenarios, context understanding contributes to high-level 
semantic reasoning [25]. Humans and the environment together make up the context. A context model is created by 
combining all environmental and human features. It is used to make robots understand the current scenario and 



3824 Tong Tong  et al. / Procedia Computer Science 207 (2022) 3820–3829
 Tong Tong et al./ Procedia Computer Science 00 (2019) 000–000  5 

combine reasoning to recognise the human intention. Context models also give robots a higher-level understanding 
of human intention reasoning. The context model is continuously optimised and updated with the incoming data, 
which improves the accuracy of the model and assists in generalisation and context adaptation [29]. The context 
model synchronises all features to ensure the robot can extract the significant context change and identify the 
triggers.  

Human intention and context are strongly related. Context change is important to predict human intention. 
Detecting these changes is the precondition of reasoning. Any changes in human-robot interaction can be context 
change, such as human actions, human gaze, environment sounds, objects, etc. The aim of detecting context change 
is to find the effective evidence to recognise the human intention and narrow the reasoning range. The context 
changes constantly, but not all changes affect human intentions, and relying on context changes to determine human 
intentions will have the problem of overfitting [30]. Therefore, the robot also needs to determine the triggers, which 
can serve as direct evidence for recognising human intention.  

The triggers can be determined from the context changes and are the significant changes that indicate the human 
intention. In human-robot interaction, triggers can be implemented as the nodes of semantic reasoning networks that 
lead to correct recognition of human intention. The trigger is the evidence that leads to recognition of human 
intention. For example, in the handover task, the human pointing or gaze is the trigger to decide that the human 
wants the tool [5] [14]. Not all context changes serve as triggers and lead to correct reasoning. Recognising the 
trigger can lead to an action from the robot. The benefit of defining and recognising triggers is providing the robot 
with the facility to reason and react quickly. The robot should detect the context changes and determine if any of the 
changes constitute triggers, i.e., the evidence leading to recognition of human intention in combination with other 
contextual information. 

Semantic reasoning supports the robot recognising the human intention according to the context and the data. 
Semantic reasoning relies on the concept and relationship. In addition, the context changes and triggers provide 
adequate information for the reasoning. When a robot detects context changes and defines the necessary triggers, it 
should read the same depending on its relationship with the human in question. In human-robot interaction, the robot 
can interact autonomously by understanding the overall scene, including the real-time state of people and the 
relationship between environmental objects [22]. The figure following shows the complete concept of human 
intention recognition. 

 

 
 

Fig. 2. The concept of the human intention recognition system 
 

It can see that multimodal perception can acquire the features from the environment and the human. There are 
many features should be collected. In real life, not all features, such as occlusions, can be observed. At this time, 
human intentions can judge based on other features, which have better robustness. Data processing can extract the 
specific features, which are the clues of human intention. The robot should fuse these features, and make them 
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Semantic reasoning supports the robot recognising the human intention according to the context and the data. 
Semantic reasoning relies on the concept and relationship. In addition, the context changes and triggers provide 
adequate information for the reasoning. When a robot detects context changes and defines the necessary triggers, it 
should read the same depending on its relationship with the human in question. In human-robot interaction, the robot 
can interact autonomously by understanding the overall scene, including the real-time state of people and the 
relationship between environmental objects [22]. The figure following shows the complete concept of human 
intention recognition. 

 

 
 

Fig. 2. The concept of the human intention recognition system 
 

It can see that multimodal perception can acquire the features from the environment and the human. There are 
many features should be collected. In real life, not all features, such as occlusions, can be observed. At this time, 
human intentions can judge based on other features, which have better robustness. Data processing can extract the 
specific features, which are the clues of human intention. The robot should fuse these features, and make them 
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normalisation, which is used to create the context model. The context model is the important part for the intention 
recognition, which includes all features from the environment and the human. The robot will understand the 
contextual awareness better based on the context model. The robot will detect the context change from the context 
model. Depending on the importance of the context change, the robot should define the triggers, which is the direct 
evidence to reason the human intention. Finally, the robot recognises the human intention through reasoning the 
relationship between the triggers and the human. 

The context changes and the triggers are the crucial elements in this system. First, human intention is influenced 
by the environment. Second, the context change can provide effective clues to identify the human intention. Then, 
the trigger can support the robot in reasoning directly. Finally, the robot can recognise the human intention based on 
the context change and triggers. 

4. Human intention recognition 

In order to illustrate the model of human intention recognition, there is a scenario for human intention recognition, 
which is based on humans, objects and the environment. According to the features of a human and the environment, 
the robot recognises human intention in daily life. This includes multimodal perception (collecting data from multi-
sensors), context change, triggers, and reasoning. The robot can collect different data using many sensors. These can 
be used to analyse the environment, which can help the robot understand human intentions. Humans can express 
their intention in many ways, but some of them cannot be acquired by the robot in some special situations. An 
example of such a situation is the robot may not be able to recognise gestures when the hands are not free. So, the 
robot will need other features to analyse human intention. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 3. A scenario of the human intention recognition 
 

This scenario requires many different features from humans and the environment. These features can allow the 
robot to analyse the current human states and the current environment, which are important for recognising human 
intention. Then, the robot should detect the context changes and detect the triggers. Both of them are the key to 
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recognising human intention. The context will influence the human constantly, and the context is the evidence when 
judging human intention.  

 
Examples 

Environment: the temperature has dropped (context change). 
Robot: the robot continues observing the person and the environment. 
Person: the person folds their arms as if they are cold and looks at the temperature control (trigger). 
Robot: the robot controls the indoor temperature (intention recognition). 

------------------------------------------------------------------------------------------------------------------------------------------- 
Person: the person turns on the computer (context change). 
Robot: the robot continues observing the person and the environment. 
Person: the person looks at the pen and the paper out of reach (trigger). 
Robot: bring the pen and the paper to the person (intention recognition). 

------------------------------------------------------------------------------------------------------------------------------------------- 
Person: the person holds rubbish in their hand (context change). 
Robot: the robot continues observing the person and the environment. 
Person: the person looks at the bin (trigger).  
Robot: the robot takes the rubbish from person’s hand and throws the rubbish into the bin (intention recognition). 

------------------------------------------------------------------------------------------------------------------------------------------- 
Environment: somebody knocks on the door (context change). 
Robot: the robot continues observing the person and the environment. 
Person: the person looks at the door (trigger). 
Robot: the robot continues observing the person and the environment. 
Person: the person appears to be busy (trigger). 
Robot: the robot goes to open the door (intention recognition). 

------------------------------------------------------------------------------------------------------------------------------------------- 
Environment: the room has become dark (context change). 
Robot: the robot continues observing the person and the environment.  
Person: the person is reaching out for a book (trigger). 
Robot: the robot turn on the light (intention recognition). 

------------------------------------------------------------------------------------------------------------------------------------------- 
Person: the person goes to bed (context change). 
Environment: time has become late (context change). 
Robot: the robot continues observing the person and the environment. 
Person: the person closes the eyes (trigger). 
Robot: the robot turns off the light (intention recognition). 

    
These examples involve a person’s daily life. To recognise the human intention in a complex environment, the 

precondition is the robot knows the person’s habits. It should be recorded by detecting human behaviours. It is 
noticed that the nonverbal features are used in these scenarios, which are convenient and effective to capture. The 
robot will explore the features to recognise the human intention. For example, when there is a knock on the door, the 
context changes. Meanwhile, the robot will continue to observe the other context features because it cannot 
recognise the human intention based on the knock on the door. The person looks at the door, and the robot will set 
this action as the trigger. The robot detects the human is busy now. It is also a trigger because the robot will confirm 
whether the robot should open the door. According to the human state, context change and the triggers, the robot 
reasons that it should open the door. It is suitable for normal situation and imitates human-human interaction. In the 
above examples, all triggers happen to be human actions, but they do not have to be. In other scenarios, other 
sources of information/contaxt change could serve as the triggers. 

The context changes and triggers are the evidence used to recognise the human intention. It includes the human 
features change and the environment change. A person's state change is the signal to analyse the human intention. 
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8 Tong Tong et al./ Procedia Computer Science 00 (2022) 000–000 

When a person intends to put rubbish into a specific bin, they will hold the rubbish. Holding a rubbish is the context 
change. It can be detected by the sensors. The robot captures this action and tries to understand the human intention. 
Identifying the context change is the vital step (the person holds the rubbish). Then, the robot keeps observing the 
person and the environment. The robot detects the person who is looking at the bin. The gaze can be acquired from 
the sensors and transferred to the robot. According to the semantic network containing a suitable rule, the person 
looking at the bin can lead the robot to identify the trigger. Finally, the robot recognises the human intention 
according to semantic reasoning. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. An example of human intention recognition 
 

The robot should judge the level of the context change when it is detected. The robot will continue observing the 
human and the environment. If the context change is significant enough, the robot will set it as the trigger. In other 
words, trigger is a context change which leads to a change in recognised human intention and may require an action 
from a robot. For example, when the temperature drops, the robot will provide warm clothes and adjust the indoor 
temperature only if it makes people feel cold. Not all context changes will affect human intention. The robot should 
divide them and identify the triggers. Then, the robot will understand the human intention.  

These examples can be extended to many situations. Context changes and triggers should be considered 
constantly by observing many variables. Focusing on context changes and triggers can assist in recognising human 
intention. 

5. Conclusion 

With the rapid development of human-computer interaction, the requirements of many industries in this field have 
also increased. Intention recognition is central to human-robot interaction in various areas such as medical care, 
service, and industry. The ability of robots to help people is the basis of their design. This paper explores a method 
for pro-active human intention recognition based on context changes and triggers. In real life, human intention 
recognition is based not only on voice commands to robots but also on various non-verbal characteristics of humans 
and the environment. The robot can detect and reason about the context changes and the triggers, which assists in 
smooth human-robot interaction. This paper illustrates the proposed model of human intention recognition using 
several everyday life examples involving human-robot interaction, suggesting that this approach is feasible.  
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