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1. Introduction

Approximately 20–30 % of patients with schizophrenia or a related psychotic disorder continue to experience disabling psychotic symptoms, despite two adequate trials of antipsychotic medication (Marup et al., 2020; NICE, 2014; Siskind et al., 2022; Stokes et al., 2020). These patients are termed treatment resistant (TR). Patients with TR have a poorer quality of life, poor physical health, and their level of disability often prevents them from working (Brain et al., 2018; Iasevoli et al., 2016; Nordstroem et al., 2017). This, in combination with the cost of medical treatment and hospitalisation, increases the societal economic burden of TR (Andrews et al., 2012; Kennedy et al., 2014). However, many patients with TR can be successfully treated: clozapine is highly effective in reducing symptom severity and mortality rates (Siskind et al., 2017; Warnez and Alessi-Severini, 2014) and there is some evidence that cognitive behavioural therapy (CBT) as an adjunct treatment may be effective (Polese et al., 2019). The problem lies in how long it takes patients to access that treatment. Delays to successful treatment are associated with poorer symptomatic response throughout the course of psychosis (Malla et al., 2006; Murru and Carpinello, 2018), and a delay in clozapine prescription for patients with TR is associated with poor response to clozapine (Griffiths et al., 2021). One study estimated that clozapine is delayed by an average of four years (Howes et al., 2012). A prediction model capable of identifying TR earlier in the course of illness could help to reduce this delay by identifying patients at higher risk of TR and offering them clozapine earlier in the disease.

Prognostic prediction models are mathematical equations which quantify the predictive power of data at a given time point to predict a future outcome among individuals at risk for that outcome (Hemingway et al., 2013). The equation is optimised to calculate an individual’s probability of developing the outcome rather than a group-level association. As a consequence, prediction models can be used to inform clinical decision making (Lee et al., 2016). A single predictor is easy to collect but often has poor predictive power. Conversely, models that require many variables will have better predictive validity but are more cumbersome and difficult to apply across samples with different data; there is thus a trade-off between predictive power and usefulness in real-world settings. Prediction models should therefore include a variable selection step, where the most parsimonious combination of variables is selected. They then undergo model development, internal and external validation, and are in many cases refined, before being implemented in clinical settings. Prognostic prediction models are a useful aid in planning treatment decisions but can also be used to stratify participants by risk in clinical trials (Collins et al., 2015).

Since prediction models require different optimization criteria they thus require different methodologies to classical statistical models (the latter are sometimes referred to as explanatory models) (Hastie et al., 2009; Shmueli, 2010). Machine learning and penalised maximum likelihood methods are often used to develop prediction models (Bzdok and Meyer-Lindenberg, 2018); penalised regression methods are well suited to predicting outcomes with a relatively low prevalence, such as TR (Pavlou et al., 2016).

In a systematic review of predictors of TR, identified in prospective observational cohort studies, only two studies reported statistics that measure predictive validity and all but one used statistical methods designed to identify explanatory variables of TR rather than a prediction model (Smart et al., 2021). Since this review, two further studies have used first-episode cohort data to predict TR. One used a machine learning method, but focused on evaluating individual predictors, not on proposing a model capable of predicting an individual’s risk (Legge et al., 2020). The second developed two separate models; one to predict early-onset TR (never experiencing symptomatic remission) and the other to predict late-onset TR (experiencing symptomatic remission before later developing TR) (Ajnakina et al., 2020).

Here we, firstly, report an explanatory model of TR which quantifies the associations between clinical and demographic data collected at first-episode and TR. Secondly, we report the development and internal validation of a prognostic prediction model for TR, using the same set of clinical and demographic variables.

2. Methods

We followed guidance set out in the ‘Transparent Reporting of a multivariable prediction model for Individual Prognosis Or Diagnosis’ (TRIPOD) statement to report this study (Collins et al., 2015). The TRIPOD checklist can be found in the Supplementary Material.

2.1. Study design and participants

The ‘Schizophrenia: Treatment Resistance and Therapeutic Advances’ (STRATA) Consortium is a UK Medical Research Council-funded, multi-disciplinary group of researchers working together on...
stratification medicine for schizophrenia and related psychoses. As part of the STRATA-Genetics workstream (STRATA-G), genetic and phenotypic data was collected from existing observational, prospective, first-episode psychosis cohorts to perform secondary data analysis. To be included in STRATA-G, cohorts were required to have data on individuals recruited at first episode and prospectively followed for a minimum of 12 months, and to have included DNA collection in the study protocol. Analysis of genetic data is not reported here, and all participants were included in this analysis regardless of whether their genetic data were available. Details of recruitment, follow up, and where data has been previous published for each cohort can be found in the Supplementary Material. For this study, we removed cohorts where the number of TR cases was less than five (see Supplementary Material). Ten STRATA-G cohorts were included, with data collected in the Czech Republic (Spaniel et al., 2016) (1), France (Jongma et al., 2018) (1), Italy (Jongma et al., 2018; Tarricone et al., 2012) (1), Spain (Crespo-Facorro et al., 2007) (1), Switzerland (Baumann et al., 2013) (1), Turkey (Uykok et al., 2011) (1), and the UK (Barnes et al., 2008; Demjaha et al., 2017; Lally et al., 2016; Turkington et al., 2018) (4). All cohorts had ethical approval and participants provided written informed consent. The study was approved by an NHS Research Ethics Committee (15/SC/0021).

2.2. Treatment resistance (TR)

Participants were defined as TR if they met any of the following three definitions of TR (criteria varied across cohorts depending on the data available): either (1) prescription of or treatment with clozapine, or (2) treatment with two different antipsychotics at a therapeutic dose for a specified duration (each of at least 6 weeks’ duration, with dosages in at least the mid-point of the licensed therapeutic range; data on the reason for switching was not available and therefore not included in the definition of TR), or (3) persistent psychotic symptoms and moderate functional impairment despite treatment with two different antipsychotics at a therapeutic dose for a specified duration of time. Participants not meeting any of these criteria were classified as non-treatment resistant (NTR). Further details on these criteria, broken down by cohort, can be found in Supplementary Table 6.

2.3. Predictors

Any variables recorded in more than one cohort, at baseline, were considered as potential predictors. We removed variables where >80% of the data were missing (Supplementary Table 1), one variable from every pair with a Pearson’s correlation >0.8 (Supplementary Table 2) to prevent multicollinearity (retaining the most clinically informative), and categorical variables where the number of events or non-events per category was less than ten.

2.4. Statistical analysis

2.4.1. Explanatory model

We imputed missing data using the mice package (van Buuren and Groothuis-Oudshoorn, 2011) for multiple imputation by chained equations (MICE). TR status, length of follow up, and an indicator for cohort were included. We ran MICE using 100 imputations, with ten iterations in the burn-in period. Performance was assessed by plotting the residuals and convergence of chains, exploring the range of imputed values, and comparing observed and imputed data (Nguyen et al., 2017).

We conducted logistic regressions to examine the associations between predictors and TR. Each of the 100 imputed datasets were analysed separately and then the results were pooled together based on Rubin’s rules (Azur et al., 2011; Rubin, 1987). Regression coefficients were pooled by taking the average coefficient from all the imputed datasets and standard errors by combining the within imputation variance and the between imputation variance. We report the pooled estimates from univariable analyses and the multivariable model. Length of follow up and cohort were included as covariates in the multivariable model. As a measure of overall model fit, we report the pooled Nagelkerke R² value (Harel, 2009) for the multivariable model.

2.4.2. Prediction model

We imputed missing data using the missForest package (Stekhoven and Bühlmann, 2012) for imputation by random forests (Breiman, 2001). Imputation performance was assessed using the out-of-bag imputation normalized root mean squared error (NRMSE) for contiguous imputed data, and the proportion of falsely classified entries (PFC) for the categorical imputed data set (in both cases, a value close to 0 % indicates good performance and a value close to 100 % poor performance; we considered a value around 50 % to indicate a moderate performance) (Stekhoven and Bühlmann, 2012).

We conducted a ‘Least Absolute Shrinkage and regression Operator’ (LASSO) logistic regression to identify a model capable of predicting TR. LASSO is a form of regularised regression which can reduce overfitting when there are a large number of predictors (Hastie et al., 2009). We preferred lasso over other regularization methods (ridge or elastic net) because it tends to select a sparse and, therefore, more clinically practical model (Steyerberg, 2008). The model coefficients are shrunk towards zero, with some coefficients being assigned exactly zero to perform variable selection. The model was fitted using the penalised maximum likelihood procedure implemented in ‘glmnet’. The tuning parameter lambda (λ) was estimated on the imputed data using a grid of 100 tuning parameters. After repeated cross-validation (5 folds, 50 repeats), lambda was selected as the value which maximised the cross-validated area under the receiver operating characteristic curve (AUC) while being within one standard error of the maximum AUC (also known as the “1SE rule”). Simulations suggest that the 1SE model provides the best compromise between reliable variable selection and good prediction accuracy (Hastie et al., 2009). When the number of individuals in one group is substantially larger than the other (in our case, the NTR group), choosing the threshold that maximises accuracy will often produce a model that achieves good overall accuracy by simply classifying all participants into the larger group. Therefore, we chose the ‘best’ threshold, defined as the threshold that maximised the sum of the sensitivity and specificity (Perkins and Schisterman, 2006; Youden, 1950). The apparent performance of the model is presented in the Supplementary Material: we assessed the model performance using calibration (slopes and calibration-in-the-large) and discrimination (AUC) and report the model sensitivity (proportion of TR cases correctly predicted), specificity (proportion of NTR cases correctly predicted), positive predictive value (PPV; proportion of predicted TR cases that are indeed TR), negative predictive value (NPV; proportion of predicted NTR cases that are indeed NTR) at the optimal cut-off point for the predicted probability. The optimal cut-off point was defined as the threshold which maximised overall correct classification rates and minimised misclassification rates, while choosing the point on the receiver operating characteristic curve farthest from chance.

In the absence of an independent dataset with which to externally validate the model, we conducted internal, repeated cross-validation (5 folds, 50 repeats) to estimate the optimism of the model (the degree to which the accuracy of the model is inflated by overfitting) and recalibrated the beta coefficients (Steyerberg, 2008). The difference between the training and test performance estimates of each fold were averaged to obtain an estimate of the optimism. The optimism was then subtracted from the apparent performance measures to obtain the corrected (internally validated) performance measures. We report the corrected performance measures and the recalibrated regression coefficients.

2.4.3. Prediction model (LASSO logistic regression) – sensitivity analyses

We refitted the model to examine the stability of the discrimination performance measures across cohorts by using repeated 5-fold cross-validation (5 folds, 50 repeats). In addition, we repeated the model development using (i) a subsample of participants where TR was defined
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using only clozapine prescription, and (ii) a subsample with a diagnosis of schizophrenia (at the last known follow-up visit). Our main analysis included participants with a range of diagnoses and did not require clozapine treatment as a definition of TR because we wished to maximise our sample size. Our clozapine model uses a subgroup of participants where we are more confident in their classification as TR and our schizophrenia model reflects clinical guidelines which specify a diagnosis of schizophrenia as one of the criteria for TR.

2.5. Software

Pre-processing of individual cohorts was conducted in STATA version 14 (Stata Statistical Software: Release 14, StataCorp LP., College Station, TX). Analyses were performed in RStudio (v1.3.1073) using R (v4.0.2) with the exception of MICE and optimism-correction which used R (v4.0.0) in the Hawk cluster of Supercomputing Wales. Scripts used for analysis can be found at: https://github.com/sophiesmart/stratagprediction.

3. Results

The final dataset consisted of N = 2216 participants, from ten cohorts, of which 385 (17 %) were TR (Table 1). Data preparation is described in the Supplementary Material, after which we retained 19 predictors. The descriptive statistics for these predictors, as well as length of follow up, clozapine use, and schizophrenia diagnosis, are presented in Table 2. The mean proportion of missing data was 45.68 % (ranging from 0 % to 75.30 %; see Supplementary Table 1).

3.1. Explanatory model

Missing data imputation performed well: chains of trace plots showed convergence, the distributions of the imputed values were consistent with the distributions of the non-imputed values, and the residuals of each imputed dataset showed that the assumptions were met (see Supplementary Material). In univariable logistic regression models, eight predictors were associated with TR. Younger age of onset, being male, higher BMI, not being in a relationship, fewer years in education, African ethnicity (compared to European ethnicity) all increased the odds of being TR (see Supplementary Material). In univariable logistic regression models, seven variables were associated with TR. Younger age of onset, being male, higher BMI, not being in a relationship, fewer years in education, being of African ethnicity (compared to European ethnicity) all increased the odds of being TR (see Supplementary Table 3). However, in the multivariable logistic regression, controlling for all other predictors as well as cohort and length of follow up, only younger age of onset and fewer years in education increased the odds of being TR (see Supplementary Table 4). The R² for this model was 26.83 %.

3.2. Prediction model

Missing data imputation performed moderately well; the NRMSE was 52.25 % and FPC was 19.15 %. In the 1SE LASSO regression model, seven variables were selected (Table 4): age of onset, years in education, treatment resistant status, diagnosis of schizophrenia as one of the criteria for TR.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Summary statistics for the first-episode variables, covariates, and the data used to define subsamples of the data, stratified by treatment resistant status.</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Overall</td>
</tr>
<tr>
<td>Nolzine (yes; %)</td>
<td>2216</td>
</tr>
<tr>
<td>Length of follow up (years; mean (SD))</td>
<td>4.41 (3.21)</td>
</tr>
<tr>
<td>Age at onset (years; mean (SD))</td>
<td>26.87 (9.26)</td>
</tr>
<tr>
<td>Duration of untreated psychosis (days; mean (SD))</td>
<td>232.41 (619.55)</td>
</tr>
<tr>
<td>Gender (female; %)</td>
<td>820</td>
</tr>
<tr>
<td>BMI (mean (SD))</td>
<td>23.87 (4.63)</td>
</tr>
<tr>
<td>Employment (employed; %)</td>
<td>489</td>
</tr>
<tr>
<td>Tobacco (no; %)</td>
<td>423</td>
</tr>
<tr>
<td>Alcohol (no; %)</td>
<td>370</td>
</tr>
<tr>
<td>PANSS positive subscale (mean (SD))</td>
<td>14.73 (6.04)</td>
</tr>
<tr>
<td>SANS (mean (SD))</td>
<td>11.39 (3.97)</td>
</tr>
<tr>
<td>SANS (mean (SD))</td>
<td>8.09 (6.51)</td>
</tr>
<tr>
<td>BPRS (mean (SD))</td>
<td>63.02 (13.88)</td>
</tr>
<tr>
<td>GAF (mean (SD))</td>
<td>50.22 (17.07)</td>
</tr>
<tr>
<td>Ethnicity (other; %)</td>
<td>4.61 (2.93)</td>
</tr>
<tr>
<td>European</td>
<td>1071</td>
</tr>
<tr>
<td>African</td>
<td>308</td>
</tr>
<tr>
<td>Asian/mixed/other</td>
<td>140 (9.2)</td>
</tr>
</tbody>
</table>

Abbreviations: BMI, Body Mass Index; BPRS, Brief Psychiatric Rating Scale; GAF, Global Assessment of Functioning; PANSS, Positive and Negative Syndrome Scale; SANS, Scale for the Assessment of Negative Symptoms; SAPS, Scale for the Assessment of Positive Symptoms; SD, standard deviation.

* Continuous variables were compared across groups using independent samples t-tests and categorical variables were compared across groups using Chi-squared tests (with a Monte Carlo test, with 2000 repeats, to simulate p-values). For continuous variables, a F-test for homogeneity in the variances was performed and, consequently, a Welch Two Sample t-test assuming unequal variances was used for length of follow up and age of onset.
gender, BMI, relationship status, alcohol use, and positive symptoms. The model predicted TR with an apparent AUC of 0.65 (apparent performance measures for the prediction model and all sensitivity analyses are in the Supplementary Material while the model coefficients are in Supplementary Table 3 (univariable) and Supplementary Table 4 (multivariable).

The reference category for living situation was ‘living with family’ and for ethnicity the reference category was ‘European’.

Abbreviations: BMI, Body Mass Index; BPRS, Brief Psychiatric Rating Scale; GAF, Global Assessment of Functioning; PANSS, Positive and Negative Syndrome Scale; SANS, Scale for the Assessment of Negative Symptoms; SAPS, Scale for the Assessment of Positive Symptoms.

After correcting for optimism, the clozapine-model AUC was 0.61 (accuracy = 55.79 %, sensitivity = 65.97 %, specificity = 55.61 %, PPV = 16.83 %, and NPV = 92.41 %), while the schizophrenia-model AUC was 0.55 (accuracy = 48.97 %, sensitivity = 75.12 %, specificity = 49.80 %, PPV = 21.73 %, and NPV = 87.13 %). It is hard to draw direct comparisons with the original model due to the different sample sizes, but when the same predictors were selected by more than one model, the direction of effect was consistent (Table 4).

### Table 3
Results of the multivariable logistic regression (explanatory model).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Odds ratio</th>
<th>95% CI</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at onset (years)</td>
<td>0.96</td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td>Duration of untreated psychosis (days)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Gender (female)</td>
<td>0.89</td>
<td>0.53</td>
<td>1.25</td>
</tr>
<tr>
<td>BMI</td>
<td>1.05</td>
<td>0.99</td>
<td>1.11</td>
</tr>
<tr>
<td>Current relationship (yes)</td>
<td>0.64</td>
<td>0.12</td>
<td>1.17</td>
</tr>
<tr>
<td>Living situation (alone)</td>
<td>0.92</td>
<td>0.43</td>
<td>1.92</td>
</tr>
<tr>
<td>Living situation (with others)</td>
<td>1.52</td>
<td>0.94</td>
<td>2.09</td>
</tr>
<tr>
<td>Employment (employed)</td>
<td>1.03</td>
<td>0.43</td>
<td>1.63</td>
</tr>
<tr>
<td>Education (years)</td>
<td>0.87</td>
<td>0.79</td>
<td>0.95</td>
</tr>
<tr>
<td>Cannabis (yes)</td>
<td>1.01</td>
<td>0.45</td>
<td>1.57</td>
</tr>
<tr>
<td>Tobacco (no)</td>
<td>1.07</td>
<td>0.35</td>
<td>3.79</td>
</tr>
<tr>
<td>Alcohol (no)</td>
<td>0.87</td>
<td>0.17</td>
<td>5.66</td>
</tr>
<tr>
<td>PANSS positive subscale</td>
<td>1.04</td>
<td>0.95</td>
<td>1.12</td>
</tr>
<tr>
<td>SANS</td>
<td>1.09</td>
<td>0.98</td>
<td>1.19</td>
</tr>
<tr>
<td>SANS</td>
<td>1.00</td>
<td>0.94</td>
<td>1.07</td>
</tr>
<tr>
<td>BPRS</td>
<td>0.98</td>
<td>0.95</td>
<td>1.02</td>
</tr>
<tr>
<td>GAF</td>
<td>0.98</td>
<td>0.95</td>
<td>1.00</td>
</tr>
<tr>
<td>Ethnicity (African)</td>
<td>1.00</td>
<td>0.15</td>
<td>1.84</td>
</tr>
<tr>
<td>Ethnicity (Asian/Mixed/Other)</td>
<td>0.85</td>
<td>0.19</td>
<td>1.51</td>
</tr>
</tbody>
</table>

NB: Cohort and length of follow up were included as covariates in the model. Beta coefficients and standard errors for all predictors and covariates are in Supplementary Table 3 (univariable) and Supplementary Table 4 (multivariable).

4. Discussion

The results of this study show that treatment resistance can be predicted with modest accuracy, using only clinical and demographic measures, when a patient with psychosis first presents to clinical services at the start of their illness. After correcting for optimism, the model was able to correctly identify 48 % of TR patients and 76 % of responders. 28 % of TR patients were correctly classified while 88 % of responders were correctly classified. This is the largest analysis of TR responders. 28 % of TR patients were correctly classified while 88 % of re-

after correcting for optimism, the model AUC was 0.55 (accuracy = 64.33 %, sensitivity = 48.31 %, specificity = 76.19 %, PPV = 27.49 %, and NPV = 87.55 %). After correcting for optimism, the model AUC was 0.59 (accuracy = 64.33 %, sensitivity = 48.31 %, specificity = 76.19 %, PPV = 27.49 %, and NPV = 87.55 %). When looking across cohorts, the apparent AUC ranged between 0.59 and 0.77 (see Supplementary Material).

After correcting for optimism, the clozapine-model AUC was 0.61 (accuracy = 55.79 %, sensitivity = 65.97 %, specificity = 55.61 %, PPV = 16.83 %, and NPV = 92.41 %), while the schizophrenia-model AUC was 0.55 (accuracy = 48.97 %, sensitivity = 75.12 %, specificity = 49.80 %, PPV = 21.73 %, and NPV = 87.13 %). It is hard to draw direct comparisons with the original model due to the different sample sizes, but when the same predictors were selected by more than one model, the direction of effect was consistent (Table 4).

### Table 4
Results of the multivariable LASSO regressions (prediction models).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Log Odds</th>
<th>Effect Dir.</th>
<th>Log Odds</th>
<th>Effect Dir.</th>
<th>Log Odds</th>
<th>Effect Dir.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at onset (years)</td>
<td>−0.03</td>
<td>−0.04</td>
<td>−0.02</td>
<td>−0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration of untreated psychosis (days)</td>
<td>−0.06</td>
<td>−0.24</td>
<td>−0.11</td>
<td>−0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (female)</td>
<td>−0.09</td>
<td>−0.06</td>
<td>−0.07</td>
<td>−0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td>0.03</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tobacco (no)</td>
<td>0.48</td>
<td>−0.11</td>
<td>−0.02</td>
<td>−0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol (no)</td>
<td>0.98</td>
<td>0.03</td>
<td>0.25</td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PANSS positive subscale</td>
<td>0.98</td>
<td>0.03</td>
<td>0.25</td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SANS</td>
<td>0.98</td>
<td>0.03</td>
<td>0.25</td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SANS</td>
<td>0.98</td>
<td>0.03</td>
<td>0.25</td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity (African)</td>
<td>0.98</td>
<td>0.03</td>
<td>0.25</td>
<td>+</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity (Asian/Mixed/Other)</td>
<td>0.98</td>
<td>0.03</td>
<td>0.25</td>
<td>+</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NB: The clozapine-only model was developed using a subsample of participants where TR was defined using only clozapine prescription. The schizophrenia-only model was developed using a subsample of participants with a diagnosis of schizophrenia (at the last known follow-up visit). Apparent and recalibrated regression beta coefficients are presented side by side in Supplementary Table 5. The reference category for living situation was ‘living with family’ and for ethnicity the reference category was ‘European’.

Abbreviations: BMI, Body Mass Index; BPRS, Brief Psychiatric Rating Scale; GAF, Global Assessment of Functioning; PANSS, Positive and Negative Syndrome Scale; SANS, Scale for the Assessment of Negative Symptoms; SAPS, Scale for the Assessment of Positive Symptoms.

(Hui et al., 2019). Immonen et al. (2017) suggest that younger age of onset results in poor outcomes because it disrupts social and cognitive development. There is evidence to support this claim: in a recent meta-analysis (Rajji et al., 2009), adult and adolescent-onset schizophrenia were both associated with cognitive deficits across multiple domains, but those with adolescent-onset schizophrenia had greater deficits on domains including IQ, executive functioning, and verbal memory. Adolescent-onset psychosis has also been associated with more negative symptoms at first-presentation (Downs et al., 2019) and worse premorbid functioning between the ages of 16 and 18 (Ballaege et al., 2005). Furthermore, cognitive deficits, particularly poor verbal memory (de Bartolomeis et al., 2013; Joob et al., 2002), an increased burden of negative symptoms (Iasevoli et al., 2018b), and worse premorbid functioning (Albert et al., 2011; Levine and Rabinowitz, 2010) have all been associated with non-response to antipsychotic treatment. In contrast, a small study of age of onset and TR found that TR explained most associations with symptom severity and functional impairment; only a few independent effects of age of onset were identified (one being poorer visuospatial memory in early onset TR participants) and the authors suggest that the associations observed between earlier age of onset and worse clinical outcomes could be an indirect effect of a TR subtype of schizophrenia (Iasevoli et al., 2022). Our finding that only younger age

...
of onset and fewer years in education are associated with TR, after controlling for other factors, is in line with the hypothesis that TR has a neurodevelopmental aetiology. However, given that age of onset and years of education are independently associated with TR, there may be more than one path from disrupted cognitive and social development to TR.

Our prediction model automatically selected age of onset and years in education for inclusion in the model. Some of the other five predictors selected by the model (gender, BMI, relationship status, alcohol use, positive symptoms) have been previously associated with TR, but for the others their selection in the prediction model justifies further work in understanding their role in TR. Explanatory models of TR using longitudinal data have identified younger age of onset (Chan et al., 2021; Wimberley et al., 2016), being male (Szymanski et al., 1995), and never marrying (Emsley et al., 2000) as factors associated with TR. Previous studies comparing TR and NTR patients have failed to find a difference in the number of years in education (Frydecks et al., 2016; Iasevoli et al., 2018c), alcohol use (Chen et al., 2018), and positive symptoms (Freitas et al., 2019; Iasevoli et al., 2018a), although one study of treatment non-responders vs responders found a difference in BMI (Chiliza et al., 2015).

It is important to note, however, that our model coefficients can be only interpreted in the context of their contribution to the prediction of TR. The coefficients are biased due to the penalization and are hence not an estimate of a population parameter.

The sensitivity and specificity of our prediction model suggests that, after external validation, it would not be suited for use in clinical settings due to the high misclassification rate, at least not as the sole decision aid for antipsychotic treatment which can have burdensome side effects. Nevertheless, the model as it stands would be more cost effective than current treatment practice in the UK. Jin et al. (2019) calculated the cost of implementing a prediction model for TR in clinical practice. They considered a test that could be used after patients had failed to respond to one antipsychotic. Those who were unlikely to respond to a second antipsychotic, according to the test, would be offered clozapine as a second-line treatment. Compared to treatment as usual (i.e. clozapine as a third-line treatment for all patients), and taking into consideration the side effects of first-line antipsychotics and clozapine, using a prediction model in this scenario would result in an improvement of 0.10 quality-adjusted life years (QALYs) and reduce healthcare costs by £7363 per person. Their analysis suggests that a predictive model would be more cost effective than treatment as usual even if it only accurately identified 6 % of TR patients and 50 % of NTR patients.

Although an AUC of 0.59 means the prediction model may not be of clinical use, it provides a base on which to improve stratified medicine for TR. The addition of other predictors may improve model performance and likely candidates include additional clinical data (Ajnakina et al., 2020; Legge et al., 2020), genetic risk for TR (Pardinas et al., 2022), multiple polygenic risk scores for other traits (Krapohl et al., 2018), anterior cingulate cortex glutamate levels (Egerton et al., 2021), and lack of response in the first two weeks of treatment (Samara et al., 2015). It could also be useful in the context of randomized controlled trials; used to recruit samples enriched for TR (Vickers et al., 2006), added as a covariate (Hernández et al., 2004), or to stratify existing data for further analysis.

### 4.1. Strengths and limitations

Our study uses only data collected at first-episode, encompassing the full range of first episode presentations of psychosis. Many studies rely on cross-sectional or retrospective case-control designs which suffer from selection bias since they tend to include only patients who remain in mental health services and exclude those with good outcomes. Furthermore, cross-sectional or retrospective studies cannot exclude reverse causation. We cannot therefore assume that findings from these studies will generalise to first-episode patients.

One of the strengths of this analysis is that we have estimated, separately, the strength of associations, between characteristics at first-episode and TR, and the predictive accuracy of these same characteristics (Shmueli, 2010). A LASSO regression is an optimal method for prediction in this context. Variable selection is an automatic part of the model, which produces a parsimonious model (Kuhn and Johnson, 2013); although there is always a possibility that an important predictor is not selected, models with fewer predictors are easier to apply to new samples, since the amount of information required from participants is reduced, as well as to existing samples, as there is a higher chance that all the required data has been collected. LASSO regression combined with random forests imputation also prevents predictors selected by chance from having excess importance; this is important in our analysis since a limitation of the random forests imputation method is that it can give more weight to these false predictors when they have a large proportion of missingness and when the percentage of missingness varies across predictors (Lu and Petkova, 2014). LASSO handles multicollinearity well, a consistent occurrence in clinical samples, and we took the further step of removing highly correlated variables before any analyses. LASSO regressions have been shown to work well in clinical data sets (Kuhn and Johnson, 2013), and have good predictive accuracy when determining psychosis onset (Carleglie et al., 2018), schizophrenia diagnosis (Salvador et al., 2017), and response to clozapine (Fonseca de Freitas et al., 2022).

After acknowledging that our sample size may have limited the power of our analyses, the main limitations of our statistical methodology are that we have not been able to externally validate our prediction model (and split-sample validation is not recommended; Austin and Steyerberg, 2017), an important step in evaluating the clinical utility of a model (Kapur et al., 2012). An equally important limitation is the high proportion of missingness in our data; a consequence of combining multiple pre-existing cohorts. The percentage of missingness may have affected the imputations and introduced some bias to the model regression coefficients (Seijo-Pardo et al., 2019). In addition, variable selection for prediction models can be unreliable for predictors with a high proportion of missingness. For predictors with a high proportion of missingness, we cannot generalise that selected predictors are important or that non-selected predictors are not important; we can only conclude that they are important and not important for our specific prediction model after accounting for random forests imputation. A final limitation of our statistical methodology is that we did not allow for nonlinear predictors.

There are two key limitations of our participant sample: this is a sample of first-episode psychosis patients – not all of whom were later diagnosed with schizophrenia – and the rates of TR vary between the cohorts. We did not restrict the main analysis to those with a schizophrenia diagnosis to ensure we had the largest sample size possible for model development (not all cohorts recorded diagnosis at follow up). However, this is comparable to other work predicting TR (Legge et al., 2020) and may be more clinically useful since diagnosis is often unclear at first-episode; a recent meta-analysis found that patients eventually diagnosed with schizophrenia are often diagnosed with other psychotic disorders at first-episode (Fusar-Poli et al., 2016). Regardless, this may still have biased our sample and, as a consequence, we were not able to use the Treatment Response and Resistance in Psychosis (TRRIP) working group criteria for TR (Howes et al., 2017). As a result, different definitions of TR were used across different cohorts (see Supplementary Table 6), which may have led to the substantial variation in the rates of TR. According to a recent meta-analysis, the rate of treatment resistant schizophrenia – as defined by the TRRIP criteria – is estimated to be 22.8 % (95 % CI 19.1–27.0 %) among all first-episode cohorts and 24.4 % (95 % CI 19.5–30.0 %) among first-episode schizophrenia cohorts (Siskind et al., 2022). The Istanbul cohort was the only cohort to exclusively include participants with a diagnosis of schizophrenia, and its rate of TR (27.41 %) fell within the estimated 95 % CI for first-episode schizophrenia cohorts. Of the first-episode psychosis cohorts, only two cohorts were within the estimated 95 % CI (GAP London, 24.74 %, and...
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Data availability

Data can be requested by contacting james.maccabe@kcl.ac.uk and completing a STRATA secondary analysis proposal form which will then be circulated to all consortium members for review.
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