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Abstract

The real-time simulation of active distribution networks (ADNs) can provide an accurate
insight into transient behaviours, but faces challenges in simulation efficiency and flexibility
brought by larger system scales and wider time-scale ranges. This paper presents an asyn-
chronous multi-rate (AMR) method and design for the real-time simulation of large-scale
ADNs. In the proposed method, the entire ADN was decoupled into different subsys-
tems according to accuracy requirements, and optimized time-steps were allocated to each
subsystem to realize a fully distributed simulation. This not only alleviated the time-step
coordination problem existing in multi-rate real-time simulations, but also enhanced the
flexible expansion capabilities of the real-time simulator. To realize the AMR real-time
simulation, a multi-rate interfacing method, synchronization mechanism, and data com-
munication strategy are proposed in this paper, and their hardware design is also presented
in detail. A modified IEEE 123-node system with photovoltaics and wind turbine gen-
erators was simulated on a 3 field-programmable gate arrays (FPGAs)-based AMR real-
time simulator. The real-time results were captured by the oscilloscope and verified with
PSCAD/EMTDC, which demonstrated the superiority in simulation flexibility and accu-
racy compared with the synchronous multi-rate (SMR) method.

1 INTRODUCTION

With the increasing penetration of distributed generators (DGs)
and energy storage systems, power distribution systems have
evolved from passive networks to active distribution networks
(ADNs) [1, 2]. Although this transition has paved the way for
more sustainable power grids, it poses challenges to the secure
and stable operation of power systems [3]. Many concerns asso-
ciated with the DGs, such as strong uncertainties [4], power
oscillations [5], and overvoltage issues [6], have emerged, thus
making it necessary to devise effective simulation methods and
tools to enhance the understanding of these transients. Real-
time electromagnetic transient (EMT) simulations can accu-
rately reproduce the complex dynamic behaviours of ADNs at
the pace of real-world clock time [7]. This advantage enables
real-time simulators with the ability of hardware-in-the-loop val-
idations [8], which can perform closed-loop tests on the external
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controllers and protective devices [9–11]. However, the integra-
tion of a large number of DGs enlarges the simulation scale of
the ADNs, leading to an excessive computational burden [12].
To reproduce these transients with a high fidelity, a simulation
time-step at the microsecond level, generally determined by the
fastest dynamics, is required [13]. The conflict between the com-
putational burden and real-time requirements poses a significant
challenge to the real-time simulation of ADNs.

Multi-rate (MR) simulation, modelling decoupled subnet-
works with different integration time-steps, has been considered
as an efficient method for the real-time simulation of large-scale
systems [14–20]. The synchronous multi-rate (SMR) algorithms,
which support an extendable simulation of interconnected sub-
systems with integer multiples of time-steps, are presently the
most established MR algorithms embedded in real-time sim-
ulators. An SMR algorithm combining superstep and substep
strategies was proposed to enhance modelling capabilities in the
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2 FU ET AL.

powerful real-time simulator, RTDS [17]. Another SMR algo-
rithm based on the Stubline decoupling method was presented
for the real-time simulation of two-terminal MMC-HVDC
grids, where the entire system was split into three subsystems
and processed on one CPU and two field-programmable gate
arrays (FPGAs) with different time-steps [18]. Based on the
transmission line model, an SMR simulation architecture for
ADNs was proposed, and the real-time simulation of a mod-
ified IEEE 33-node system with photovoltaic (PV) and bat-
tery units was realized on a 4-FPGA-based real-time simula-
tor [19]. Although the above research has realized the SMR
real-time simulation of different systems, it cannot be ignored
that certain prerequisites must be met for applying these algo-
rithms to the real-time simulation. Namely, two balances must
be achieved between the hardware resources and simulation
requirements as follows: one is the coordination between the
calculation resources and simulation accuracy according to the
requirements of integer multiples of time-steps; and the other
is the coordination between the communication resources and
the number of decoupled subsystems for the extendable simula-
tion. However, balanced coordination is sometimes difficult to
achieve owing to critical real-time requirements. This is because,
for real-time simulators, the calculation resources and solution
speed are two conflicting constraints. With limited calculation
resources, it is difficult to determine an appropriate time-step
for each decoupled subsystem to simultaneously achieve both
high simulation accuracy and time-step coordination with other
subsystems, especially for the SMR real-time simulation with
large numbers of subsystems. This problem may be alleviated
by further decomposing the subnetworks and allocating abun-
dant hardware resources [18, 19]; however, this would increase
the computational cost and communication burden [21].

To address the above issues, a growing interest has arisen
in the asynchronous multi-rate (AMR) concept [22], which
allows a distributed MR simulation with arbitrary time-step
relationships. The AMR offline simulation has been imple-
mented in [22], in which an asynchronous Multi-Area Thevenin
Equivalent-multirate (A-MATE-multirate) algorithm is pro-
posed for solving subsystems with different time-steps. Nev-
ertheless, the current research on AMR simulation is still in
the preliminary stage, and few explorations have been carried
out from a real-time simulation perspective. The communica-
tion delay among subsystems and the demand of fast calcula-
tion in the real-time simulation both put forward higher require-
ments on the AMR algorithm. Therefore, further research is
required for developing an AMR simulation framework and
corresponding algorithms suitable for real-time simulations. In
this paper, we have proposed an AMR real-time simulation
framework for the first time. Its salient features include the
following.

1) Versatility and high fidelity: Difficulty in time-step coordina-
tion among subsystems was avoided, enabling more versatile
MR real-time simulations. In addition, time-steps that best
matched the time-scale of the subsystems could be used in
the AMR simulation so that the internal transients could be
reproduced with a high fidelity.

2) Flexible plug-and-play (PnP): As a fully distributed simulation,
the AMR method allowed the subsystems to self-update
without the need for simultaneous solutions. This high
autonomy enabled the real-time simulator to flexibly expand
its simulation scale through plug-and-play of the underlying
hardware.

To enhance the AMR real-time simulation, this paper
presents a novel AMR algorithm in which a general interpola-
tion formula was integrated for the fast calculation of interface
variables. Moreover, the real-time constraint of the propagation
delay was considered to ensure real-time interaction. With the
proposed algorithm, an extendable AMR real-time simulation
platform was developed based on multiple FPGAs. The major
contributions of this study are summarized as follows:

1) Based on the Bergeron line model, this paper proposes an
AMR algorithm considering real-time constraints for the
flexible real-time simulation of ADNs. The proposed algo-
rithm can perform MR simulations with arbitrary time-step
relationships, allowing subsystems to use the best simulation
time-step for the optimum performance on accuracy and
hardware resource utilization.

2) An AMR real-time simulation architecture supporting PnP
modelling is presented. The AMR interfacing method, syn-
chronization mechanism, and data communication scheme
have been integrated into the multi-FPGA-based AMR sim-
ulation platform for facilitating the asynchronous operation.

The remainder of this paper is organized as follows. Section
2 introduces the proposed AMR algorithm and the real-time
simulation framework. Section 3 describes a detailed hardware
design of the FPGA-based AMR real-time simulation platform.
Numerical case study is presented in Section 4, demonstrating
the effectiveness of the proposed method and design, and finally
conclusions are made in Section 5.

2 ASYNCHRONOUS MULTI-RATE
SIMULATION METHOD

2.1 Introduction to AMR simulation

Based on the numerical solution relationship among subsys-
tems, the MR simulation algorithms are classified as SMR [14]
and AMR [22] simulations. Figure 1 shows these two types
of MR simulations of a sample network, where the entire
network is decoupled into three subsystems, and the most
suitable time-step sizes for their simulation scales are repre-
sented by Δt̂m , m = 1, 2, 3, as shown in Figure 1a. The time-
steps of Subsystem m in the SMR and AMR simulations are
denoted by Δt ′m and Δtm . Here, {Δt ′1∕Δt ′2 , Δt ′2∕Δt ′3} ⊆ ℤ+, and
{Δt1∕Δt2, Δt2∕Δt3} ⊆ ℝ+.

The obvious difference between two algorithms is the free-
dom in the time-step configuration of MR subsystems. For the
AMR simulation in Figure 1c, a high degree of freedom allows
the subsystems to select the optimized time-step according to
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FU ET AL. 3

FIGURE 1 Comparison of the two types of MR simulations. (a) Sample
network. (b) SMR simulation. (c) AMR simulation

the requirements of the simulation accuracy and efficiency, that
is, Δtm = Δt̂m for Subsystem m. However, this freedom cannot
be guaranteed for the SMR simulation because of the require-
ment of integer multiples of time-steps, which mainly arises
from the simultaneous and partial simultaneous solutions of the
simulated system [14]. As shown in Figure 1b, the SMR algo-
rithms perform a simultaneous solution for the entire network
at the time of main synchronization, that is, the time corre-
sponding to the integer multiples ofΔt ′1 , and a partial simultane-
ous solution for the interlinked subsystems 2 and 3 at the time
of sub-synchronization [23], that is, the time corresponding to
the integer multiples of Δt ′2 .

Compared with the SMR simulation, the AMR simulation is
an implementation of fully distributed self-updating of multi-
ple subsystems. The solution of each subsystem is carried out
separately from other subsystems, and the entire network is not
solved simultaneously [22]. Although these subsystems are also
updated simultaneously at the common multiple of their time-
steps, their updating processes are independent, and these coin-
ciding points are not different from the other solution points in
the AMR simulation.

2.2 Network decomposition

Based on the nodal analysis method, the network equation of
a typical ADN for time-discretized EMT simulations can be
expressed as follows:

GADNvADN (t ) = iADN (t ) − îADN (t − ΔtADN) (1)

With various decoupling methods, the entire ADN can be
decoupled into different subsystems for MR simulations. In this
study, the Bergeron line model (BLM), which is known to be
stable due to its passivity [24], was employed for a preliminary
exploration of AMR simulations. The equivalent circuit of this
interface model is shown in Figure 2; 𝜏mn, Zmn, and Rmn are
the propagation delay, surge impedance, and lumped resistance,
respectively, of the BLMs between Subsystems m and n. Since

FIGURE 2 Decoupling of the ADN using BLM

the length of the interface lines usually does not match with
the propagation delay, it is necessary to insert split nodes into
the long lines or adjust the capacitance of the short lines for a
matching length. Thus, the matching length can be calculated
using the following equation.

dmn = 𝜏mn∕

√
L′

mnC
′
mn (2)

Assuming that the entire ADN was decoupled into M sub-
systems, different integration time-steps could be used to solve
these subsystems according to their inherent timescales. There-
after, the network equations for the decoupled subsystems were
derived from Equation (1) and are given by

⎧⎪⎪⎪⎨⎪⎪⎪⎩

G1v1 (t ) = i1 (t ) − î1 (t − Δt1) − îBLM,1 (t − 𝝉1)

⋮

Gmvm (t ) = im (t ) − îm (t − Δtm ) − îBLM,m (t − 𝝉m )

⋮

GM vM (t ) = iM (t ) − îM (t − ΔtM ) − îBLM,M (t − 𝝉M )

(3)

where the current vector îBLM,m (t − 𝝉m ) =
[îBLM,m (t − 𝜏m1)⋯ îBLM,m (t − 𝜏mn )⋯ îBLM,m (t − 𝜏mM )]T , n ≠

m, represents the history current source of all BLMs inside
the subsystem m; îBLM,m (t − 𝜏mn ) is the history current source
vector of the BLMs between subsystems m and n. It should be
noted that the dimensions of im , îm , and îBLM,m were expanded
so that they were consistent with that of Gm , where m ≤ M

and m ∈ ℤ+. The history current sources of the BLM between
subsystems m and n are given by the following equations.

⎧⎪⎨⎪⎩
îBLM,m (t − 𝜏mn ) = i′m (t − 𝜏mn ) + i

′′

m (t − 𝜏mn )

îBLM,n (t − 𝜏nm ) = i′n (t − 𝜏nm ) + i
′′

n (t − 𝜏nm )
(4)

⎧⎪⎪⎨⎪⎪⎩

i′m (t − 𝜏mn ) = D1
t vBLM,m (t − 𝜏mn ) + D3

t iBLM,m (t − 𝜏mn )

i
′′

m (t − 𝜏mn ) = D2
t vBLM,n (t − 𝜏mn ) + D4

t iBLM,n (t − 𝜏mn )

i′n (t − 𝜏nm ) = D1
t vBLM,n (t − 𝜏nm ) + D3

t iBLM,n (t − 𝜏nm )

i
′′

n (t − 𝜏nm ) = D2
t vBLM,m (t − 𝜏nm ) + D4

t iBLM,m (t − 𝜏nm )

(5)
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4 FU ET AL.

Here, both 𝜏mn and 𝜏nm denote the propagation delay of the
BLM between subsystems m and n, thus, 𝜏mn = 𝜏nm ; i′m (t − 𝜏mn )
and i′n(t − 𝜏nm ) denote the variables without interaction of the

BLMs inside subsystems m and n, respectively; i
′′

m (t − 𝜏mn ) rep-
resents the interface variables transferred from the subsystem

n to m, and vice versa is represented by the vector i
′′

n (t − 𝜏nm );
D1

t , D2
t , D3

t , and D4
t are the coefficient vectors, whose expres-

sions can be found in [19] and are not included due to space
limitations.

From Equations (4) and (5), the interface variables and
variables without interaction of all BLMs inside the sub-
system m can be expressed by the vectors i

′′

m (t − 𝜏m ) =

[i
′′

m (t − 𝜏m1)⋯ i
′′

m (t − 𝜏mn )⋯ i
′′

m (t − 𝜏mM )]T and i
′

m (t − 𝜏m ) =

[i
′

m (t − 𝜏m1)⋯ i
′

m (t − 𝜏mn )⋯ i
′

m (t − 𝜏mM )]T , respectively. On
this basis, Equation (3) can be rearranged as

⎧⎪⎪⎪⎨⎪⎪⎪⎩

G1v1 (t ) = i1 (t ) − î1 (t − Δt1 ) − i′1 (t − 𝝉1 ) − i
′′

1 (t − 𝝉1 )

⋮

Gmvm (t ) = im (t ) − îm (t − Δtm ) − i′m (t − 𝝉m ) − i
′′

m (t − 𝝉m )

⋮

GM vM (t ) = iM (t ) − îM (t − ΔtM ) − i′M (t − 𝝉M ) − i
′′

M (t − 𝝉M )

(6)

As can be seen from Equation (6), when solving the sub-
system m, the vector i′m is updated with the time-step of Δtm ,

whereas the vector i
′′

m is updated with different time-steps.
Therefore, the solution of each subsystem requires the interface
variables from the neighbouring subsystems updated with dif-
ferent time-steps, which calls for an effective interfacing method
for the multi-rate simulation.

2.3 AMR interfacing method

The interface variables with time-delays need to be accurately
estimated to represent the effects of the neighbouring subsys-
tems. In the SMR simulation, to extract the interface variables,
the propagation delay 𝜏mn was set as the time-step of the slow
subsystem Δtm artificially, where Δtm∕Δtn ∈ ℤ+ [19]. And the
interface variables of the subsystems were averaged or interpo-
lated to obtain their time-delay values. However, since Δtm and
Δtn in the AMR simulation do not satisfy the integer multiple
relationship, the average of the fast interface variables may not
accurately represent their contribution to the slow subsystem.
Therefore, linear interpolation was employed for both fast and
slow interface variables in the AMR simulation; it simultane-
ously acted as a low-pass filter and removed the imaging and
aliasing errors introduced by the sampling rate conversions [22].
The interpolated interface variables with time-delays were cal-
culated using Equation (7).

⎧⎪⎨⎪⎩
i
′′

m (t − 𝜏mn ) = i
′′

m

(
t − t̂ ′

)
+

i
′′
m

(
t− t̂

′′
)
−i

′′
m (t− t̂ ′ )

Δtm

(
t̂ ′ − 𝜏mn

)
i
′′

n (t − 𝜏nm ) = i
′′

n

(
t − t ′

)
+

i
′′
n (t− t ′′ )−i

′′
n (t− t ′ )

Δtn

(
t ′ − 𝜏nm

)
(7)

FIGURE 3 Schematic of the AMR interfacing method

Here, t ′ = ⌈ 𝜏nm

�tn
⌉ ⋅�tn , t ′′ = ⌊ 𝜏nm

�tn
⌋ ⋅�tn , t̂ ′ = ⌈ 𝜏mn

�tm
⌉ ⋅�tm,

and t̂ ′′ = ⌊ 𝜏mn

�tm
⌋ ⋅�tm ; ⌈⋅⌉ and ⌊⋅⌋ represent the rounding up

and rounding down operations, respectively.
When applying the proposed interfacing method for AMR

real-time simulations, the propagation delay is an important fac-
tor affecting real-time performance to consider. Due to the real-
time requirement, the interpolated interface variables should be
obtained before using them to solve the neighbouring subsys-
tems, as shown in Figure 3. Note that the interpolation can only
be performed after the interface variables at ⌈ t−𝜏mn

�tm
⌉ ⋅�tm and

⌊ t−𝜏mn

�tm
⌋ ⋅�tm have been solved. This implies that the interval

from the interpolation to the use of the interpolated values, that
is, the propagation delay margin (PDM), should be greater than
0 for both the slow and fast subsystems. This constraint on the
propagation delay can be expressed as

⎧⎪⎨⎪⎩
(kn − 1) �tn >

⌈
kn⋅�tn−𝜏mn

�tm

⌉
�tm, ∀kn = 2, 3,⋯, J

(km − 1) �tm >
⌈

km⋅�tm−𝜏mn

�tn

⌉
�tn, ∀km = 2, 3,⋯,H

(8)

where J and H are the numbers of Δtn and Δtm within the
least common multiple ofΔtn andΔtm , respectively. A minimum
propagation delay satisfying the inequality constraints would be
required in the proposed algorithm to achieve high accuracy.

2.4 Framework of the AMR simulation

Based on the proposed AMR algorithm, a framework of the
AMR simulation is presented in this section. The real-time simu-
lation of an ADN partitioned into two subsystems—Subsystem
m for the slow network and Subsystem n for the fast network—
was employed to illustrate the proposed framework, as shown
in Figure 4. The time-steps of the subsystems m and n are
denoted as Δtm and Δtn, where Δtm∕Δtn ∈ ℝ+. The calculation
of each subsystem would begin with the variable initialization,
and then the subsystems m and n would perform their EMT sim-
ulations simultaneously under the synchronization mechanism,
which was designed to eliminate the natural frequency deviation
of crystal oscillators on different emulator hardware. Within a
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FU ET AL. 5

FIGURE 4 Framework of the AMR real-time simulation

time-step, the history current sources îm (în), interpolated inter-

face variables i
′′

m(i
′′

n ), and BLM variables without interaction
i′m(i′n) were required to be read from the memories for updat-
ing Equation (6). Thereafter, each subsystem would solve the
transmission line current iBLM,m(iBLM,n) and terminal voltage
vBLM,m(vBLM,n) based on the updated nodal voltage vm(vn). The
parallel communication mechanism, that is, implementing the
simulation and communication in parallel, was applied in the
AMR simulation to avoid the additional time consumption asso-
ciated with data storage. Under this mechanism, each subsys-

tem would send out the interface variable i
′′

m(i
′′

n ) after com-
pleting a time-step solution, and the neighbouring subsystem
would perform the EMT simulation while its data reception
and prediction module received the interface variables and cal-
culated the interpolation points. Such decoupled iterations were
to be continued in parallel until the termination time Tmax was
reached; then, the real-time simulator would output the simula-
tion results.

The data reception and interpolation module shown in
Figure 4 was designed to receive the interface variables, calcu-
late the interpolation points, and update the interpolation infor-
mation. Taking the subsystem m as an example, the interpola-
tion information would include the time-step number pmn and

FIGURE 5 Flow chart of the data reception and interpolation module

the interpolation coefficient cm . These two variables were for-
mulated as Equations (9) and (10), where mod{⋅} represents a
modulo operation.

pmn =

⌈
km ⋅ Δtm − 𝜏mn

Δtn

⌉
(9)

cm = mod

(
km ⋅ Δtm − 𝜏mn

Δtn

)
∕Δtn (10)

To reduce time consumption, a synchronous update strategy
was integrated into the data reception and interpolation mod-
ule, as shown in Figure 5. In this strategy, the received interface
variables would be accessed to calculate the interpolation points
with the interpolation information if a prediction were needed,
and then the approximated data would be stored for the follow-
ing EMT simulation. Simultaneously, this strategy would check
whether the interpolation information needs to be updated, and
this update was to be implemented using Equations (9) and
(10), if necessary.

3 COMPREHENSIVE AMR
SIMULATION IMPLEMENTATION

In this section, a multi-FPGA-based AMR real-time simulation
platform is presented, and its overall architecture and function
modules are introduced. In addition, the hardware implemen-
tations of the AMR interface, synchronization mechanism, and
data communication are also presented.

3.1 AMR real-time simulation platform

Considering the openness and flexibility, we developed an
AMR real-time simulation platform, as depicted in Figure 6,
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6 FU ET AL.

FIGURE 6 Hardware platform of the FPGA-based AMR real-time
simulator

instead of using commercial simulators. This platform mainly
consisted of a host PC, three FPGA modules, a QSFP-SFP
adapter, and other external devices. Here, the Intel Stratix® V
5SGSMD5K2F40C2N FPGA was used, and each FPGA devel-
opment board was equipped with four 2.5 Gbps full-duplex
optical fiber communication channels that enabled flexible con-
nection among the FPGAs. The simulation of the test cases in
the case studies was performed on this platform.

The functional structure of the hardware platform is shown
in Figure 7, which included the application and operation pro-
grams. The application program on the host PC was designed to
accomplish topology identification, system partitioning, param-
eter generation, and result display [25]. The operation pro-
gram, supported by three FPGAs, was designed to implement
the AMR real-time simulation. Multiple function modules have
been developed in the operation program, including i) a global
control module for resetting, initializing, and starting simula-
tions, ii) an electrical system module for simulating various elec-
trical components, iii) a control system module for modelling
the DGs and their controllers, and iv) an I/O adapter for ensur-
ing bidirectional transmission of interactive data among the
FPGAs. It should be noted that each FPGA was equipped with
an independent operation program to simulate one subsystem
with its time-step.

3.2 Hardware design of AMR interface

In the developed real-time simulation platform, the AMR inter-
face was regarded as an electrical component and was simulated
in the electrical system module, as shown in Figure 7. Here, the
subsystem m in the ADN shown in Figure 2 was employed as an
example to illustrate the hardware design of the AMR interface.

In the AMR interface module, the branch current of the BLM
iBLM,m was first calculated based on the updated terminal volt-
age vBLM,m , after which the interface variable i

′′

n and the variable
without interaction i

′

m could be solved using Equation (5). It
should be noted that the simulation of the interface elements
was implemented in the form of a pipeline. Therefore, a time-

delay link was designed for the vBLM,m in the solution process
to ensure clock alignment, and all stored coefficient vectors,
including D1

t , D2
t , D3

t , and D4
t , were continuously read from the

ROM unit in the form of a pipeline. Once the interface variable
i
′′

n was solved, it would be immediately sent to the subsystem
n via the I/O adapter. However, since the variable i

′

m (t − Δtm )
corresponded to the integer multiples of Δtm , they would be
temporarily stored instead of being used directly. Simultane-
ously, the values of i

′

m at t − t̂ ′ and t − t̂
′′

were read from the
RAM unit and sent to the interpolation unit for calculating
i
′

m (t − 𝜏mn ). Similarly, the received interface variable i
′′

m (t − Δtn )
sent by the subsystem n corresponded to the integer multiples
of Δtn; therefore, these data were also cached in the dedicated
RAM unit. Since the interpolation points of i

′′

m were not dis-
tributed in each time-step of the subsystem n, the interface vari-
ables i

′′

m (t − t̂ ′ ) and i
′′

m (t − t̂
′′

) corresponding to the solution
time-step of the subsystem m were accessed with the interpo-
lation information pmn and sent to the data reception and pre-
diction submodule for calculating i

′′

m (t − 𝜏mn ) using Equation
(7). The summation value of i

′

m (t − 𝜏mn ) and i
′′

m (t − 𝜏mn ) was
then sent to the linear equation solver for the calculation of
nodal voltages. Once the terminal voltages of the BLMs were
obtained, they would be sent back to the AMR interface mod-
ule for the next time-step.

3.3 Synchronization mechanism

Although the subsystems were solved asynchronously with dif-
ferent time-steps, the simulation clock of each subsystem in the
AMR simulation still needed to be synchronized. This is because
these simulation clocks were generated by separate oscillators
on different FPGAs, and the intrinsic clock skew was hardly
eliminated [26]. Accumulated clock deviations may cause the
interface variables to be unavailable before being required by the
neighbouring subsystems, thus reducing the simulation accuracy
or even yielding incorrect results.

In this study, a synchronization mechanism was proposed for
the AMR simulation, as depicted in Figure 8. In the multi-FPGA
system, any one of the FPGAs could be selected as the master
FPGA. Here, the FPGA m was chosen as the master, and was
designed to provide the synchronization signal sync_sig with the
interval Δtmin for other FPGAs. The value of Δtmin is config-
urable and is typically set to the greatest common divisor of
the time-steps of all subsystems. It should be noted that the
signal sta_sync_sig in Figure 8 is a special synchronization sig-
nal used to start a time-step of subsystems. Each subsystem was
to start its entire simulation process only when it received the
first sta_sync_sig sent by the master. Given the transmission delay
of the synchronization signals, the simulation start time for the
master FPGA must be delayed by the same amount of time.

For the AMR simulation of a large number of subsystems, the
limited communication channels may make it impossible for the
master FPGA to connect directly with all the other FPGAs. In
this case, the FPGAs connected to the master FPGA should
provide synchronization signals for the remaining FPGAs. As
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FU ET AL. 7

FIGURE 7 Functional structure of the hardware platform

FIGURE 8 Synchronization mechanism and data communication strategy

a result, the simulation start times of the master and bridge
FPGAs must be delayed accordingly to ensure the simultaneous
simulation start of all subsystems.

3.4 Data communication strategy

To enhance the real-time performance of the AMR real-time
simulations, a data communication strategy was designed to

achieve high-speed and high-fidelity communication among
FPGAs. The proposed data communication strategy included
parallel communication and data interaction mechanisms.

In the parallel communication mechanism, each subsystem
implements the simulation and communication in parallel to
avoid the additional time cost associated with data storage, as
depicted in Figure 8. Under this mechanism, the subsystem
would send out the interface variables once completing a time-
step solution, and the neighbouring subsystem would keep per-
forming the EMT simulation while its data reception and pre-
diction module received the interface variables, predicted and
stored the interpolation points.

A data communication mechanism was developed to real-
ize transceiver channel multiplexing and accurate data transmis-
sion and reception. As mentioned in Section 3.3, a synchroniza-
tion signal was generated and transmitted between the master
and the remaining FPGAs for clock benchmarking. To con-
serve transceiver channel resources, this signal shared the same
transceiver channel with the interface variables. A time-window-
based time-sharing multiplexing technology was designed to
avoid confusion between the synchronization signals and inter-
face variables, as shown in Figure 8. Specifically, the sending
moment of the interface variables should be limited within the
time-window, which is defined as the period between two con-
secutive synchronization signals. If the solved interface vari-
ables could complete the data-sending process within the time-
window, they would be sent out immediately after being calcu-
lated. Otherwise, they had to wait for the next time-window.
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8 FU ET AL.

FIGURE 9 Partitioning of the modified IEEE 123-node system

In addition to sending out the interface variables, the receiv-
ing process played a key part in the data interaction. In contrast
to the SMR simulation, here the receiving moment of the inter-
face variables was not relatively fixed within the time-step of the
receiving subsystem, and this would make it impossible to deter-
mine a time within the time-step for receiving the data. To accu-
rately receive the interface variables, a dedicated message was
added to the header of the interface data packet. After receiving
the dedicated message, the subsystem would generate a signal to
start receiving the interface data.

4 NUMERICAL TEST AND
VALIDATION

4.1 Test case

In this section, a large-scale ADN modified from the IEEE
123-node system was employed for the case studies. As illus-
trated in Figure 9, the test system has two configurations, which
correspond to different stages of the project development, one
with a PV unit and a permanent magnet synchronous genera-
tor (PMSG)-based wind energy conversion system (WECS), and
another with two PV units and a PMSG-based WECS. Detailed
parameters of the IEEE 123-node network can be found in [27],
and the structure and parameters of the PV unit and PMSG-
based WECS are provided in [19] and [28], respectively. We con-
sidered different transient events in the two test cases to evalu-
ate the performance of the proposed AMR method. A Phase-
A-ground fault at the grid connection point of the PV unit and
a Phase A-B fault at the upstream feeder of PV units were con-
sidered in Cases I and II, respectively, which both occurred at
3.0 s and were cleared after 0.3 s. Another simulation scenario
of the wind velocity decreasing from 12 m/s to 10 m/s at 4.2
s was imposed to the PMSG in both two cases. To study the
transients of the grid-connected PVs under different faults, the
power electronic components in the PV units were represented
by the associated discrete circuit (ADC) model [29] for accu-
rately reflecting the internal switching processes, while the back-

to-back converter in the PMSG-based WECS was represented
by the switching-function model [30].

Considering the modelling capabilities of a single FPGA and
the different transient research needs, the entire system was
decomposed into three subsystems: the network, PV, and wind
turbine generator (WTG) subsystems. The PV and WTG sub-
systems were decoupled from the network subsystem at Lines
76–77 and Lines 67–97, respectively. The real-time simulation
of the test system was implemented on the simulation platform
described in Section 3.1, and each subsystem was simulated on
a single FPGA.

4.2 Multi-rate simulation

To achieve an accurate real-time simulation of the test system,
the minimum time-steps of the network, WTG, and PV subsys-
tems in the two test cases were set to 22, 7, and 3 µs, respec-
tively. This was the limit for the Stratix® V Edition DSP devel-
opment board, as any means to speed up the simulation of
each subsystem would require more hardware resources than
on-board resources. At the same time, the SMR real-time simu-
lations of the two test cases were also implemented based on
the designed interface to demonstrate the universality of the
proposed method, and the simulation time-steps of the three
subsystems were set to 24, 8, and 4 µs, respectively.

The minimum propagation delay satisfying the constraint (8)
was applied to the AMR simulations to enhance their stability.
The propagation delay between the network and WTG subsys-
tems was set to 29 µs and that between the network and PV
subsystems was set to 26 µs. For the SMR simulation, the prop-
agation delay was set to the step size value of the network sub-
system, which was 24 µs.

4.3 Accuracy validation

To validate the proposed method and hardware design, the
AMR and SMR simulation results of the two test cases were cap-
tured and compared with PSCAD/EMTDC. It is worth men-
tioning that the test system was simulated in this commercial
simulation tool with a single time-step of 3 µs.

Figure 10 shows the dynamics of the two test cases, where the
individual feeder current, currents of the PMSG-based WECS
and PV units, prior, during and immediately after the transient
events were displayed. The Phase-A current waveforms of Line
149-1 in Cases I and II are shown in Figures 10a and 10f, respec-
tively. It is worth noting that Figure 10a was captured by a
oscilloscope, and its corresponding behaviour simulated in the
PSCAD/EMTDC was shown in Figure 10b. From the above
results, we can see that the feeder current increased to three to
five times the rated value during the faults, which is of great
value for the formulation of protection schemes. The Phase-A
output current and DC voltage waveforms of PV units under
the phase-to-phase and single-phase ground fault are displayed
in Figures 10c, g, and h. It can be seen that the currents of the
PV units were distorted during the faults, and recovered after
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FU ET AL. 9

FIGURE 10 MR simulation results of the test system: (a)–(e) Case I; (f)–(j) Case II
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10 FU ET AL.

TABLE 1 Resource utilization for the 3-FPGA-based hardware design

Hardware design

ALMs

(172,600)

DSP

blocks

(1590)

RAM

blocks

(39 Mbits)

Network subsystem (Cases I and II) 95% 24% 82%

WTG subsystem (Cases I and II) 98% 17% 33%

PV subsystem (Case I) 92% 14% 15%

PV subsystem (Case II) 93% 32% 47%

the clearance. As the wind velocity decreased, the current of
the WECSs in the two cases both dropped from the 2.20-kA
peak to the 1.33-kA peak, as depicted in Figures 10d and 10i.
Figures 10e and 10j show the relative error of the Phase-A cur-
rent of the PV unit at Node 82 with the PSCAD/EMTDC as a
reference.

As can be seen from Figure 10, the simulation results of the
AMR method closely coincided with the reference waveforms
and the relative error of the AMR simulation was smaller than
that of the SMR simulation. This verified the accuracy of the
proposed method and the correctness of the hardware design.
In contrast to PSCAD/EMTDC, the errors of the FPGA-based
simulator incorporate the following aspects: (i) The single-
precision floating-point data format was applied in the mod-
elling of the PV and PMSG to decrease the hardware resource.
(ii) Interpolation prediction was applied in the AMR interfacing
method, which may bring errors. (iii) This paper adopted the
ADC and SF model to represent power electronic circuits, while
the binary resistance model was used in PSCAD/EMTDC for
modelling switches.

4.4 Resource utilization

The hardware resource utilization of the three subsystems was
presented in Table 1. The FPGA resources mainly included
adaptive logic modules (ALMs), DSP blocks, and RAM blocks.
The ALMs, consisting of lookup tables (LUTs) and registers,
were used to implement a variety of different combinatorial and
sequential logical functions, and they were the most heavily con-
sumed in the real-time simulations based on floating-point num-
bers.

As shown in Table 1, each subsystem occupied almost all of
the ALMs on the FPGA, which indicated that it was not fea-
sible to shorten the time-step using a higher degree of com-
putational parallelism. On the other hand, the computational
resources utilized by the WTG and PV subsystems were 95–
97% of the network subsystem, even though their simulation
scale was 13–37% of the network subsystem. This is because the
modelling of the PVs and PMSGs, as well as their controllers,
was relatively complicated, and their simulation required more
hardware resources than that of conventional power grids. At
the same time, the logical resource utilization of the PV sub-
systems in the two cases was almost the same, although the PV
subsystem in Case II integrated two PV units. This is because

a spatial-temporal parallel architecture is applied in the PV sub-
system to improve the simulation capability.

5 CONCLUSION

In this paper, a novel AMR method is presented to improve
the simulation efficiency and flexibility of large-scale ADNs. It
partitions the entire ADN into several subsystems according to
the accuracy requirements, and provides a fully distributed sim-
ulation of subsystems with any arbitrary time-steps. To realize
the AMR real-time simulation, the multi-rate interfacing method
considering the real-time requirements, as well as the synchro-
nization mechanism and data communication strategy, is pro-
posed. And their hardware design has been further developed
and embedded in the extendable real-time simulation platform
to enhance the plug-and-play capabilities.

To illustrate the proposed method and design, two modified
IEEE 123-node systems considering different transient scenar-
ios have been simulated on the platform. The test cases are
decoupled into three subsystems, and the optimized time-steps
are allocated to them, thus alleviating the time-step coordina-
tion problem. The real-time simulation results of both the BLM-
based AMR and SMR method are captured and compared with
PSCAD/EMTDC. It is found that the relative error of the AMR
simulation is smaller than that of the SMR simulation, and both
them are less than 0.6% when the time-step of slow subsystems
is less than 8 times that of fast subsystems. This verifies the
accuracy of the proposed method as well as the correctness of
hardware design. In the future, the stability of AMR simulation
methods is an area of further investigation.

NOMENCLATURE

Variables

iADN, im current source vectors of the branches inside
the active distribution network (ADN) and
inside Subsystem m

îADN, îm history current source vectors of the
branches inside the ADN and inside Subsys-
tem m

îBLM,m, iBLM,m history current source vector and branch cur-
rent vector of the Bergeron line model (BLM)
inside Subsystem m

kfs time-step ratio of the slow and fast subsystem
in the SMR simulation

km time-step number of Subsystem m
pmn time-step number of Subsystem n for the

interpolation of interface variables required
for the simulation of Subsystem m

vADN, vm nodal voltage vectors of the electrical subsys-
tem of ADN and of Subsystem m

vBLM,m terminal voltage vector of the BLM inside
Subsystem m

xf, xf,avg fast-varying variable and its average in the
SMR simulation
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FU ET AL. 11

Parameters

𝝉m propagation delay vector of all transmission lines
between Subsystem m and its adjacent subsys-
tems

𝜏mn propagation delay of transmission lines between
Subsystems m and n

�tADN time-step size of ADN
Δtm, Δtn time-step sizes of Subsystems m and n in the

AMR simulation
Δt ′m time-step size of Subsystem m in the SMR simu-

lation
Δt̂m the most suitable time-step size of Subsystem m

for its simulation scale
cm interpolation coefficient of interface variables

required for the simulation of Subsystem m

C ′
mn capacitance per unit length of the transmission

line between Subsystems m and n
dmn length of the transmission line between Subsys-

tems m and n
GADN,Gm admittance matrices of the electrical subsystem

of the ADN and of Subsystem m
Kfs time-step number of the fast subsystems within

that of the slow subsystems
Km, Kn ratios of the time-step sizes of Subsystems m and

n to the interval of synchronization signals
L′

mn inductance per unit length of the transmission
line between Subsystems m and n

M number of subsystems decoupled from the ADN
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