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Abstract 

Theoretical predictions corroborated with experimental observations of III-V compound 

semiconductor normal-incidence electroabsorption modulators and edge-coupled 

modulators and lasers are described. Application of such devices to free space optical 

communication and photonic integrated circuits respectively are considered. These are of 

interest collectively for extending present capabilities in wireless and on-chip communication 

techniques. 

Free space optical communication offers a high-speed, secure alternative to wireless radio 

frequency communication, without spectrum licensing nor excessive infrastructure 

requirements. Laser transceivers, although presently in operation in ground-satellite and 

satellite-satellite communication cannot be supported in miniaturized systems due to size, 

weight, and power constraints. Quantum well modulating retroreflectors offer an alternative, 

though few studies have considered optimization of the epi-structures for this particular 

application. 

Monolithic integration of III-V alloys on silicon substrates is currently being explored as a 

method of increasing on-chip optoelectronic integration. Active photonic components such 

as lasers and modulators are required.  Quantum dot lasers offer low threshold current 

densities, temperature insensitivity, and resilience to dislocation induced degradation from 

lattice mismatch between III-V alloys and silicon. Nevertheless, doping strategies (p-type 

modulation and n-type direct) are required to correct carrier occupation imbalances and 

enhance performance.     

A modelling routine for calculating absorption in quantum well and dot heterostructures is 

corroborated with experimental measurements. Measurement validated predictions of the 

quantum confined Stark effect in quantum wells are used to propose novel epi-structures, for 

application to retroreflective free space optics. Expected improvements in the extinction ratio 

and insertion loss are reported. 

Predictions of gain and the quantum confined Stark effect in InAs quantum dots show 

potential improvements through p-type modulation doping in lasers and modulators 

operating at 1310nm. Calculations of n-type direct doped InAs quantum dots highlight 

possible mechanisms of enhanced laser operation, with further enhancements using both p-

type modulation and n-type direct doping, so-called “co-doped” quantum dot devices.   
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Chapter 1 Introduction 

1.1  Motivation 

Continued research and development is essential to meet an ever growing demand for data 

transfer coupled with continuing miniaturization of the relevant technology. The increasing 

number of bits we wish to send wirelessly from shrinking platforms like small unmanned 

aerial vehicles (UAVs) and nano-satellites requires size, weight and power efficient optical 

communication.  

Photonics has been an active field of study since the 1960s and huge strides have been 

made internationally to use related technology, not only for scientific research, but in 

telecommunication, aerospace, medical, and energy industries. Photonics was conceived in 

the wake of the first semiconductor-based light sources, alongside the invention of the laser 

diode and optical fibers. These technologies have provided the world with unprecedented 

increases in data transfer and ultimately, the creation of the internet that we know today.  

As the advent of the fiber optics industry provided huge advances in technological 

capabilities we are again on the cusp of a new step forward, this time with photonic wireless, 

indoor and outdoor communication, as well as photonic integrated circuits. In each, the 

higher frequency radiation used significantly increases bandwidth. III-V compound 

semiconductors offer optical band gaps spanning a wide range of the visible and infrared 

spectrum, and can be combined into a number of ternary and quaternary alloys for creating 

photonic components composed of intricate heterostructures, exhibiting tunable and 

quantum mechanical properties. III-V alloys currently offer one of the most convincing 

methods of achieving this step towards photonic communication. 

Wireless communication has developed in tandem, predating the laser diode, with the 

conception of radar systems. These systems, like many still today, communicate data 

through broadcasting radio signals isotropically, with the exception of 5G and 6G using 

beamforming techniques to direct signals. Though increased frequencies through these 

newer generations have made large increases in data transfer possible, this region of the 

electromagnetic spectrum is becoming saturated. Spectrum licenses are needed to prevent 

interference as data transfer speeds plateau, with increasing fears over data jamming and 

security.  

Free space optical (FSO) communication is a line of sight method of wireless data transfer 

utilizing the higher frequencies available from photonics operating in directional beams. 

Minimal infrastructure is required, and optical transceiver specifications can be scaled 

depending on the application. An example of a portable, bi-directional optical transceiver for 
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small UAVs is shown in fig. 1.1, courtesy of AVoptics Ltd. A continuous wave laser beam will 

interrogate a UAV, with a high frequency detector reading returned data. This is interpreted 

through a portable control panel containing programmed firmware for pointing and tracking, 

data logging, and bit error correction.    

 

Fig. 1.1 – Free space optical transceiver station from AVoptics Ltd. 

FSO communication does not require a spectrum license, offers higher speed data transfer, 

and does not require significant changes to existing infrastructure in the same way as laying 

optical fiber lines. Equally, as a line of sight is needed between the transmitter and receiver, 

it is intrinsically more secure and difficult to jam. This method is already in use, particularly in 

satellite communication systems. Other examples, from the UK’s CableFree FSO range offer 

data rates of up to 1.5Gbps, Canada’s fSONA’s SONAbeam®  10G-E+ with 10Gbps, and of 

course USA’s Starlink offering satellite FSO internet with download speeds between 100 and 

200Mbps in remote locations.  

The other aspect of the limits to data capacity occur on the micro-chip level. To combat the 

problems arising with integrated circuits, primarily, transistor proximity and bond wire 

resistance, photonic integrated circuits (PICs) may offer the solution.  

 

Fig. 1.2 – Diagram of a photonic integrated circuit from Saleh and Teich[1]. 

©AVoptics Ltd 
2021 
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In this approach, light provides the carrier signal, channeled through low loss structures 

called waveguides. The silicon manufacturing industry provides the scale and potential for 

mass-producing high quality wave guided circuitry, though it’s indirect band gap prevents 

practical light generation. Therefore, monolithically integrating III-V alloys, with optical band 

gaps, on silicon substrates can provide high performance active components (lasers, 

modulators, detectors) with low loss passive components (waveguides, filters, attenuators). 

Fig. 1.2 shows a diagram of a PIC from [1]. 

1.1.1 Retroreflective free space optical communication 

In each of the aforementioned FSO communication examples a laser and detector are used 

on either side of the communication channel. The problem arises when our portable devices 

become too small to mount and power a laser, not to mention coarse and fine tracking 

systems. In this instance a modulating retroreflector (MRR) may offer high speed data 

download for compact devices. An example is shown in fig. 1.3 with a MRR module 

contained within the total payload for an octocopter drone, from AVoptics Ltd. 

 

Fig. 1.3 – Octocopter drone with MRR for free space optical communication, from AVoptics 

Ltd. 

Optical intensity modulators are devices able to imprint data onto continuous wave beams 

requiring only a fraction of the power of a laser, by varying the transmissivity of the device. 

Many optical modulators, particularly for this application can be composed of 

semiconductors. In FSO, where a 1550nm operating wavelength is the industry standard, III-

V alloys (such as InGaAs) offer lightweight and low footprint, high speed operation. 

Reductions in the power consumption can be achieved by creating quantum wells 

(sandwiching narrow layers of low and high band gap semiconductors together). 

A retroreflector is an amalgamation of lenses and mirrors which returns incident light directly 

back at the direction it arrived. The combination of the two can provide a low power device 

with a small footprint, mounted on board compact, wireless devices, capable of returning 

high speed data back to a receiver, as shown in fig. 1.4. This creates an asymmetric data 

link. Many aspects of this technology have been considered, including pointing and tracking, 

©AVoptics Ltd 2021 
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optical setup, and quantum encryption[2]–[6]. Nevertheless, the epi-structure associated with 

the modulator remains understudied, with possible enhancements to low extinction ratios 

and high insertion losses allowing for vast improvements in the transmission distance and 

link reliability.  

 

Fig. 1.4 – Diagram of a modulating retroreflector based free space optical communication 

asymmetric data down link.  

1.1.2 Monolithically integrated quantum dots 

For future on-chip platforms investment into all necessary components is required, including 

both passives and actives. Nevertheless, active components for emission and manipulation 

of light, such as lasers and modulators offer particular challenges. Additionally, by 

incorporating III-V alloys on silicon substrates problems are encountered regarding the 

mismatch in lattice constant between the crystals. This difference causes misfit dislocation 

defects at the interface between substrate and epi-structure, with threading dislocations 

propagating through the structure from these origins. The dislocations cause degradation in 

both device performance and lifetime. The quantum wells mentioned in section 1.1.1 are 

particularly sensitive to these dislocations, as entire layers may be impacted. Quantum dots, 

semiconductor nanoparticles, offer a resilience owing to their non-planar geometries, among 

other benefits such as temperature insensitive threshold current and increased modulation 

bandwidth[7]–[9]. 

Quantum dots offer another challenge due to the large differences in effective masses 

associated with III-V alloys, such as InAs, leading to asymmetric carrier occupation and poor 

transport to the allowed hole energy states. Whereas in quantum wells strained layers may 

be incorporated to alleviate this, strain is a requirement in the quantum dot formation 

process and other options are required. Doping strategies, such as p-type modulation doping 

or n-type direct doping, have shown promise[8], [10]–[12]. In either case, modulators have not 

received the same level of study, with only Mahoney et al. considering p-type modulation 
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doped modulators in [13]. The more recent n-type direct doping technique still requires 

extensive study to evaluate the potential benefits to lasers and modulators.   

Furthermore, it is highly likely that photonic integration and FSO will entwine. This will 

provide efficient, high speed, internal microprocessors and external, low power, secure 

wireless communication systems. Therefore, each facet offers a valuable contribution 

towards the future body of knowledge that will be leveraged to make this technology a 

reality. In this thesis, quantum well electroabsorption modulators for FSO and quantum dot 

laser diodes and modulators for PICs are analysed and modelled to influence epitaxial 

design decisions. 

1.2 Thesis structure 

Subsequently, in chapter 2, the background theory necessary for conducting measurements 

and devising models for the following chapters is highlighted. Particular attention is paid to 

calculation of full device band structures using Nextnano software[14], in addition to 

absorption calculations for both quantum wells and quantum dots[15]–[17].   

In chapter 3, the current state of the art is evaluated. Present as of the date of submission, 

performance metrics for quantum well and alternative MRR technologies are collated. 

Additionally, current capabilities and important parameters for InAs quantum dots are 

described, including p-type modulation and n-type direct doping strategies. 

Chapter 4 combines spectroscopic and temperature dependent measurements of current 

state of the art modulators for retroreflective FSO from [2]–[4]. This is followed by a semi-

empirical modelling routine imposed for the corresponding epi-structure. The model is then 

utilized to evaluate potential materials, compositions, and quantum well dimensions to 

enhance current performance capabilities. Strain-balancing calculations are incorporated 

prior to a final comparison of the modelled absorption spectra for the current state of the art 

with proposed epi-structures. 

In chapter 5, the modelling routine is extended to analyse grown quantum dot structures 

unintentionally doped and with p-type modulation doping. By comparison to absorption 

measurements taken by fellow PhD student Joe Mahoney, modelled results are used to 

predict modulator and laser performance. Subsequently, band structure calculations are 

employed to calculate variations in p-type modulation doping and with the inclusion of the n-

type direct doping technique. Through the analysis of a range of band structure parameters 

as a function of n-type doping concentration, possible mechanisms for device improvement 

are discussed. Finally, the combined results are used to suggest the implications of p-type 

modulation and n-type direct co-doping.  
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Conclusions of this work as well as considerations for future investigation are discussed in 

the final chapter.  



 

7 
 

Chapter 2 Background Theory 
In this chapter, methods and principles required for modelling absorption, electroabsorption 

and gain in quantum well (QW) and quantum dot (QD) heterostructures are outlined. Band 

structure calculations and solutions to Maxwell’s equations are combined with experimentally 

determined sample parameters to calculate absorption, gain, and the quantum confined 

Stark effect (QCSE). 

2.1 Full device band structure calculations 

Full device band structures were calculated using a self-consistent Schrödinger-Poisson-

current continuity solver with a single-band effective mass approximation (EMA) from 

Nextnano, under zero, reverse and forward bias. Equations were discretized prior to solving 

along user defined grid points and then solved using a finite difference method[18]. The band 

alignment in this software was calculated using average valence band energies derived from 

Van De Walle and Martin’s model solid theory (MST) as proposed in [19]–[21]. The effects of 

parallel biaxial and perpendicular uniaxial, homogeneous strain were calculated using 

material lattice and elastic constants, as well as conduction and valence band deformation 

potentials similarly to in [22]. Many of the material parameters used in the software database 

were gathered from Vurgaftman and Meyer’s work[23], though specific exceptions are shown 

as annotations within the full software database.  

Solutions were found iteratively, switching between self-consistent Schrödinger-Poisson and 

current continuity equations respectively. The charge distribution used in the Poisson 

equation to solve for the potential was defined by donor and acceptor concentrations, in 

addition to conduction and valence band occupation probabilities given by, the initially fixed 

quasi-Fermi levels, calculated using Fermi-Dirac statistics. Bound energy states and 

wavefunctions were then calculated for this initial band potential using the Schrödinger 

equation, allowing for a new charge distribution including quantized states to be found. This 

loop was repeated until a self-consistent Schrödinger-Poisson solution was found. Next, the 

potential and quantized states were fixed while the current continuity equation was solved for 

new quasi-Fermi level solutions, providing a new charge distribution and re-initiating the first 

loop. This process was then repeated until a self-convergence criterion for both the 

Schrödinger-Poisson and the current continuity solver was reached. This solving procedure 

is displayed in fig. 2.1.  

𝑒 was elementary charge, 𝜌 was the charge density distribution, with 𝑁𝑑 and 𝑁𝑎 the ionized 

donor and acceptor concentrations respectively. 휀 was the material permittivity and 𝜑 was 

the electrostatic potential. ℏ was the Dirac constant (or reduced Planck constant), 𝑚∗ was 

the carrier effective mass, with 𝜓𝑖 and 𝐸𝑖 the eigenfunction and eigenvalue for bound states 
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of subband index 𝑖. 𝑉 was the electronic potential. 𝜖𝑛 and 𝜖𝑝 were values used for the self-

convergence criterion, defined in the software equivalent to the maximum acceptable 

change in electron and hole densities. 𝜇𝑛 and 𝜇𝑝 were the carrier mobilities for electrons and 

holes respectively. 𝑅 was a generation or recombination dominant term depending on 

whether it was positive or negative. Finally, 𝜖𝐸𝑒 and 𝜖𝐸ℎ were the last self-consistence 

criterion for maximum acceptable energy change and 𝑘 indicated the iteration step.  

 

Fig. 2.1 – Flow chart diagram of iteration scheme used in Nextnano software for self-

consistent calculation of solutions to the Schrödinger-Poisson-current continuity equations. 

Carrier densities were calculated classically and quantum mechanically across the full 

device. As the EMA was invoked only parameters evaluated at k = 0, the extrema of the Γ-

valley were considered. The Thomas-Fermi approximation was used for classical free-carrier 

charge densities, shown in eq. 2.1 and 2.2. The remaining quantum mechanical charge 

densities were calculated for each subband in eq. 2.3 and 2.4.   

𝑛𝑇𝐹(𝑥) = ∑ 𝑔𝑐𝑁𝑐(𝑥)Ϝ1/2 (
−𝐸𝑐(𝑥)−𝑉(𝑥)+𝐸𝐹𝑒(𝑥)

𝑘𝑏𝑇
)                              (2.1) 
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𝑝𝑇𝐹(𝑥) = ∑ 𝑔𝑣𝑁𝑣(𝑥)Ϝ1/2 (
𝐸𝑣(𝑥)+𝑉(𝑥)−𝐸𝐹ℎ(𝑥)

𝑘𝑏𝑇
)                               (2.2) 

The sum extended over the material appropriate conduction and valence band edges as a 

function of position, 𝑥, which was defined in the graphical user interface (GUI) via a material 

and mesh grid input. 𝑔𝑐 and 𝑔𝑣, accounted for the spin and valley degeneracies calculated in 

the conduction and valence bands respectively. 𝑁𝑐(𝑥) and 𝑁𝑣(𝑥), were the effective density 

of states as a function of position across the full device, accounting for the density of states 

near the band edge, relating to an effective mass tensor in the 𝑥 direction. Ϝ1/2, was the 

numerically solved Fermi-Dirac integral of order 1/2, which provided the population of these 

states. 𝐸𝑐(𝑥) and 𝐸𝑣(𝑥) were the conduction and valence band edges across the device. 

𝐸𝐹𝑒(𝑥) and 𝐸𝐹ℎ(𝑥), were the electron and hole quasi-Fermi levels as a function of position. 

𝑘𝑏 was the Boltzmann constant and 𝑇 the temperature, generally set to a room temperature 

of 294K. For the quantum mechanical carrier densities, values were summed across 

calculated subbands with index 𝑖. Here, |𝜓𝑖(𝑥)|2 was the probability density from the 

wavefunction for a given subband. 

𝑛𝑞𝑚(𝑥) = ∑ 𝑔𝑐𝑁𝑐|𝜓𝑖(𝑥)|2Ϝ1/2 (
−𝐸𝑖+𝐸𝑓𝑒(𝑥)

𝑘𝑏𝑇
)𝑖  ,                          (2.3) 

𝑝𝑞𝑚(𝑥) = ∑ 𝑔𝑣𝑁𝑣|𝜓𝑖(𝑥)|2Ϝ1

2

(
𝐸𝑖−𝐸𝑓ℎ(𝑥)

𝑘𝑏𝑇
)𝑖                                (2.4) 

The bulk effective density of states, defined in eq. 2.5, corresponded to the density of states 

at the band minima. This was related to the density of states effective mass, 𝑚𝐷𝑂𝑆
∗  shown in 

eq. 2.6, the average of the effective mass tensor, with prefactor of 2 accounting for spin 

degeneracy. 

𝑁(𝑥) = 2 (
𝑚𝐷𝑂𝑆

∗ (𝑥)𝑘𝑏𝑇

2𝜋ℏ2 )
3 2⁄

                                                   (2.5)  

𝑚𝐷𝑂𝑆
∗ (𝑥) = (𝑚𝑥

∗(𝑥) ∙ 𝑚𝑦
∗ (𝑥) ∙ 𝑚𝑧

∗(𝑥))
1 3⁄

                                     (2.6) 

A band structure containing two GaAs-AlGaAs QWs following the structure defined by Miller 

et al. in [25] (shown in fig. 2.2) is calculated as an example in fig. 2.3. As normal incident 

illumination is considered for QWs, slab structures are considered for all calculations rather 

than waveguided devices.  
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Fig. 2.2 – Example QW slab epi-structure as given in [25]. SL denotes a superlattice region, 

with n and p representing a 1018cm-3 concentration of p-type or n-type dopant. 
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Fig. 2.3 – Band structure calculated for GaAs-AlGaAs QW slab structure as in [25]. Inlay shows ground state energies and wavefunctions of electron, heavy 

and light hole bands.
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In general, only layer thicknesses were used as structural inputs corresponding to a wafer 

epi-structure, creating one dimensional band structures as shown in fig. 2.3. Therefore only 

the effective mass in the direction of growth was used in the Schrödinger equation to 

calculate bound states and wavefunctions. As a result, it was possible to create an effective 

mass tensor ellipsoid by altering the in-plane effective masses of certain materials, 

influencing the effective density of states in these layers. This allowed control of the effective 

density of states used in the previous equations, as an approximation for more complex 

structures such as QDs which require additional dimensions for increased confinement and 

correspond to a growth density. This simplification allowed for calculation of a full device 

including a dot layer within the Schrödinger-Poisson-current continuity solver by equating the 

effective density of states in that region to the dot density in that layer. This altered the 

isotropic effective mass tensor used for calculations of QWs to an effective mass tensor 

ellipsoid as shown in fig. 2.4. Further detail is discussed in Chapter 5. For additional 

information about the Nextnano modelling procedure, see [26], [27]. 

 

Fig. 2.4 – (a) Isotropic (b) ellipsoidal effective mass tensors. 

Nextnano was used to calculate homogeneous strain effects on band alignment, yet an 

understanding of individual and full layer strain with composition and thickness was 

important to avoid the formation of defects and dislocations in real materials. The lattice 

mismatch strain, as described by Ayers[28], was evaluated in eq. 2.7. This described the 

expected percentage strain for two crystals.  

𝑓 =
𝑎𝑠−𝑎𝑒

𝑎𝑒
                                                                        (2.7) 

Here, 𝑎𝑠 was the relaxed lattice constant of the substrate and 𝑎𝑒 was the relaxed lattice 

constant of the epilayer. The strain was either tensile or compressive depending on whether 

𝑎𝑒 was smaller than or larger than 𝑎𝑠 respectively.  Additionally, the parallel and 

perpendicular strain were calculated, with material parameters from [21], [22] and [23].        
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Eq. 2.8 can be used to calculate the in-plane lattice constant 𝑎∥ resulting from two epi-layers 

subscripted 1 and 2. The in-plane lattice constant is generally considered that of the 

substrate in a full structure. The in-plane biaxial strain 𝜖∥ can then be calculated from           

eq. 2.9 for either layer, 𝑎𝑖. The perpendicular lattice constant 𝑎𝑖⊥ for that layer can be 

calculated from eq. 2.10, and the uniaxial strain 𝜖𝑖⊥ in eq. 2.11.     

𝑎∥ =
𝑎1𝐺1ℎ1+𝑎2𝐺2ℎ2

𝐺1ℎ1+𝐺2ℎ2
                                                        (2.8) 

𝜖∥ =
𝑎∥

𝑎𝑖
− 1                                                                  (2.9) 

𝑎𝑖⊥ = 𝑎𝑖 [1 − 𝐷𝑖 (
𝑎∥

𝑎𝑖
− 1)]                                                (2.10) 

𝜖𝑖⊥ =
𝑎𝑖⊥

𝑎𝑖 
− 1                                                              (2.11) 

𝐺 and ℎ were the shear modulus and layer thicknesses respectively. 𝐷001 = 2(𝑐12/𝑐11) was 

a constant related to elastic constants dependent on the orientation of the interface and 

material, described in [21]. 𝜖⊥ combined with 𝜖∥ represented the strain tensor, which was 

minimized to find materials and dimensions for epitaxy with minimal dislocations in the 

crystal lattice.  

Strain balancing is a technique used when growing large period multiple QWs or 

superlattices to reduce the average strain throughout the full epi-structure. As the substrate 

tends to set the in-plane lattice constant, by combining materials whose strain will give a 𝑎∥ 

equal to the substrate lattice constant, strain is compensated. This is generally done by 

implementing a layer of material with lattice mismatch of opposite sign calculated using      

eq. 2.7. For example, for higher gallium content InGaAs growth on InP substrates, higher 

indium content InGaAs or InAlAs may be used to compensate the strain[29], [30]. This is 

similarly done for InGaAs on GaAs substrates using GaAsP[31], [32].   

2.2 Eigenmode Analysis 

When light-matter interactions in semiconductors were evaluated, particularly for 

waveguided structures, such as photonic integrated circuitry, it was important to calculate 

the mode field profiles, which were used to calculate optical confinement. This was 

conducted in the MODE waveguide simulation suite from Lumerical, in particular, using the 

finite domain eigenmode expansion solver. This involved defining geometries of the epitaxial 

layer thicknesses and waveguide dimensions. The problem was discretized along a 

Cartesian mesh, with fully vectorised electric and magnetic field wave equations solved 

using Maxwell’s curl equations in eq. 2.12, at each mesh point for a local cross section of the 

device, at a single frequency. 



 

14 
 

∇ × 𝑬 = −
𝜕𝑩

𝜕𝑡
          ;           ∇ × 𝑩 = 𝜇0𝑱 + 𝜇0𝜖0

𝜕𝑬

𝜕𝑡
                             (2.12) 

𝑬 and 𝑩 were electric and magnetic field vectors. 𝜇0 and 𝜖0 were the permeability and 

permittivity of free space respectively. 𝑡 was time, and 𝑱 was the current density, though 

mobile charge carriers were not considered in these calculations. Geometry input via a GUI 

required real refractive indices of each material layer at a single frequency. These were 

defined by [33], [34], and averaged in the software between mesh points. The procedure for 

solving the fully vectorised electric and magnetic fields across the mesh grid is shown in [35], 

returning normalized electric field 𝐸𝑥 , 𝐸𝑦, 𝐸𝑧, and magnetic field 𝐵𝑥 , 𝐵𝑦, 𝐵𝑧, components at 

each grid point. The mesh grid, refractive index, and calculated mode profile are shown in 

fig. 2.5.  

 

Fig. 2.5 – (a) Mesh grid, (b) real refractive index, and (c) calculated fundamental optical 

mode for GaAs-AlGaAs QW slab structure[25]. 

After calculating allowed optical modes in the waveguide, the integral of the electric field of a 

given cross section over that of the full device provided the optical confinement factor, in eq. 

2.13.  

Γ =   
∫ 𝐸2(𝑥)𝑑𝑥

𝐿
2

−
𝐿
2

∫ 𝐸2(𝑥)𝑑𝑥
∞

−∞

                                                           (2.13) 

This allowed calculation of optical confinement weightings at each relevant layer. Γ was the 

optical confinement factor, 𝐿 was the thickness of the element, and 𝐸 was the magnitude of 

the electric field vector as a function of 𝑥.  
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2.3 Absorption and gain 

The preceding outputs were combined to calculate material and modal absorption and gain 

in QWs and QDs. Beginning with the optical absorption coefficient, a dimensionless 

fractional change in energy due to absorption by a single QW[16], and then the optical gain 

coefficient are separately described. 

2.3.2 The absorption coefficient 

The optical absorption coefficient is a measure of the fraction of light absorbed by a material 

across a unit distance. This is often described classically by Beer’s law, which can be found 

by considering the incremental change in optical intensity through an incremental slice of an 

optical medium[36]. The absorption coefficient is independent of the optical intensity, but 

directly proportional to the natural logarithm of the power transmitted over the power incident 

on the medium.  

𝐼(𝑥) = 𝐼0𝑒−𝛼𝑥                                                              (2.14) 

𝐼(𝑥) was the optical intensity at a position 𝑥, 𝐼0 was the incident optical intensity or at a 

position 𝑥 = 0, and 𝛼 was the absorption coefficient. The absorption coefficient in 

semiconductors is strongly influenced by the density of states in that material or structure as 

this defines the number of possible states which may absorb a photon. Here, only interband 

absorption between valence and conduction bands was considered.  

  

Fig. 2.6 – Schematic diagram of density of states as a function of energy above a band edge 

for a bulk semiconductors, QWs, and QDs.  

Fig. 2.6 shows the density of states as a function of energy from the band edge for bulk 

semiconductors, QWs, and QDs. The density of states of bulk material, QWs, and QDs can 

be described by the relationship with energy from the band edge. In bulk material, the 
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density of states increased with the square root of the energy, equal to zero at the band 

edge due to zero state occupation within the forbidden band gap between the valence and 

the conduction band, though this can change with electric field and temperature[37]. In QWs, 

there are quantized states due to one dimensional confinement but continua of states in the 

plane of the well This has a Heaviside step relationship between the density of states and 

energy. QDs experience confinement in all three dimensions and have completely quantized 

states. Delta functions show the relationship between energy and the density of states. In a 

real structure this density of states will also be related to the size distribution of the QDs 

grown in a layer. Therefore, the delta functions become broadened and finite, and can be 

modelled with a Gaussian size distribution of Lorentzian functions. The magnitude of the 

density of states will depend on the density of dots grown, with degeneracy increasing with 

each bound state. 

Absorption is also dependent on whether states are occupied. A likelihood of occupation can 

be calculated using Fermi-Dirac statistics when a structure is in thermal or quasi-thermal 

equilibrium[38]. In this case an electron and hole quasi-Fermi level are assumed to represent 

the energy at which there is a 50% probability of occupation. 

The equations described in subsequent sections were originally derived from time-

dependent perturbation theory, with a good explanation given by Chuang in [17]. The 

inclusion of the Coulomb interaction in QWs was incorporated through a Green’s-function 

approach in [15], again by Chuang. The final expressions are used through this thesis, and 

the exciton Green’s-function approach is described with more detail in appendix A1.  

2.3.3 Absorption in QWs 

Initially, Chuang describes absorption in QWs, similarly to the density of states, modelled as 

a Heaviside step function. A reduced density of states with proportionality to the thickness of 

the QW in eq. 2.15 related to the effective mass of each subband involved in the transition 

provided a quantification of the number of transitions possible for a given material and QW 

dimension.  

𝛼(ℏ𝜔) = 𝐶0 ∑ |𝐼𝑐𝑣|2|𝑀|2𝜌𝑟
2𝐷𝐻(ℏ𝜔 − 𝐸𝑐,𝑣)𝑐,𝑣 (𝑓𝑣 − 𝑓𝑐)                            (2.15) 

  𝐶0 =
𝜋𝑒2

𝑛𝑟𝑐𝜖0𝑚0
2𝜔

                                       𝜌𝑟
2𝐷 =

𝑚𝑟
∗

𝜋ℏ2𝐿𝑧
                                              

𝐶0 is derived from the time averaged Poynting vector (the cross product of the electric and 

magnetic fields perturbing the electronic structure)[17]. 𝑛𝑟 was the real refractive index of the 

medium, 𝑐 the speed of light in a vacuum, 𝜖0 the vacuum permittivity, and 𝜔 the photon 

energy frequency. |𝐼𝑐𝑣|2 was the wavefunction overlap integral between the conduction and 

valence band states 𝑐, 𝑣. |𝑀|2 was the basis function matrix element derived from time 

dependent perturbation theory. The basis function matrix element has been well determined 
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through band structure calculations to be almost constant for many III-V alloys[16]. These 

matrix elements were written in terms of a 𝑃 parameter by Kane[39] as 𝑃 = (ℏ/𝑚0)|𝑀|2  or in 

terms of energy through 𝐸𝑝 = 2𝑃𝑚0/ℏ2.  𝜌𝑟
2𝐷 was the reduced density of states for a QW of 

thickness 𝐿𝑧, with 𝑚𝑟
∗ the reduced effective mass, 1/𝑚𝑟

∗ = 1/𝑚𝑒
∗ + 1/𝑚ℎ

∗ . 𝑚𝑒
∗ and 𝑚ℎ

∗  were 

the electron and hole effective mass respectively.  𝐻 was the Heaviside step function. 𝐸𝑐,𝑣 

was the Interband transition energy.  

(𝑓𝑣 − 𝑓𝑐) was the difference in probability of occupation with an electron between the valence 

and conduction bands  describing the level of depletion, and given in eq. 2.16. If the 

conduction band was fully depleted and the valence was fully occupied (𝑓𝑣 − 𝑓𝑐) = 1, 

maximum absorption could occur. Whereas, if the conduction band state 𝑐 was not fully 

depleted, or the valence band state 𝑣 not fully occupied, blocking of carriers would occur 

reducing the overall absorption magnitude.  

𝑓𝑐,𝑣 =
1

1+𝑒𝑥𝑝(
𝐸𝑐,𝑣−𝐸𝑓𝑐,𝑣

𝑘𝑇
)
                                             (2.16) 

𝐸𝑓𝑐,𝑣 was the quasi-Fermi level energy for either the electrons or holes. This was a sufficient 

description for rudimentary modelling, however, QWs may display exciton resonances due to 

Coulomb attraction between electrons and holes creating bound states. Excitons may occur 

above room temperature near to and below the transition energy, provided high quality 

material growth[40].  Consideration of the bound and continuum of states is required in 

realistically predicting electroabsorption. For this, expressions derived using a Green’s-

function approach in [15] and tabulated in [17] are considered in eq. 2.17. Further detail is 

given in appendix A1. 

𝛼(ℏ𝜔) = 𝐶0
2

𝐿𝑧
𝛾

𝑐𝑣
𝑀

𝑏

2|𝐼𝑐𝑣|2 𝑘0
2

2𝜋𝑅𝑦
×  [4 ∑ |𝑎0𝜙(0)|2 𝑅𝑦Γb 

(𝐸𝑐,𝑣−𝐸𝐵−ℏ𝜔)
2

+Γb
2
  𝑛  

+ ∫
𝑑𝐸𝑐𝑣

𝜋
|𝜙(0)|2∞

0

Γb

(𝐸𝑐,𝑣−ℏ𝜔)
2

+Γb
2
] (𝑓𝑣 − 𝑓𝑐)                                (2.17) 

𝑎0 was the exciton Bohr radius, shown in eq. 2.18, with 𝑘0 = 1/𝑎0. 𝑅𝑦 was the exciton 

Rydberg energy, shown in eq. 2.19, which was used to calculate the exciton binding energy 

𝐸𝐵. These related to the properties of exciton resonances for the semiconductor arising from 

Coulomb interaction between the electron and hole. The interaction was described spatially 

by 𝑎0 and related to the reduced effective mass between electron and hole. 

𝑎0 =
4𝜋𝜀ℏ2

𝑚𝑟
∗𝑒2                                                            (2.18) 

   𝑅𝑦 =
𝑚𝑟

∗𝑒4

2ℏ2(4𝜋𝜀)2
                                                         (2.19) 
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𝐸𝐵 described the reduction in the transition energy due to the Coulomb attraction between 

the bound electron-hole state, which was −𝑅𝑦 for a 3D exciton and −4𝑅𝑦 for a pure 2D 

exciton. |𝜙(0)|2 was the oscillator strength approximated by the Sommerfeld enhancement 

factor, shown in eq. 2.20, with     1 ≤ 𝑠 ≤ 2, with 𝑠 = 2 for a pure 2D exciton and 𝑠 = 1 for a 

3D exciton. With 𝑘𝑎0 = √𝐸𝑡/𝑅𝑦, where 𝐸𝑡 was the difference between the transition energy 

and the band gap energy[15]. 

|𝜙(0)|2 ≅  
𝑠0

1+𝑒
−

2𝜋
𝑘𝑎0

                                                    (2.20) 

The bulk matrix element related to the Kane energy parameter was 𝑀𝑏
2 = (𝑚0/6) 𝐸𝑝 which 

was multiplied by a polarization, band dependent prefactor, 𝛾𝑐𝑣. Each degenerate valence 

band had a momentum matrix element dependent on the incidence angle of the electric field 

and the electronic wave vector expressed in spherical coordinates. In bulk semiconductors 

this is often isotropic[17], [39] and can be averaged. In a QW, an average was taken across the 

x-y plane, assuming the growth axis was in the z-dimension. The light-matter interaction is 

considered for transverse electric (TE) polarization along either the x or y direction, or 

transverse magnetic (TM) polarization with electric field orientated in the z direction.  

 

Fig. 2.7 – Prefactor for TE for x and y, and TM for z oriented polarization varying angle 𝜃. 

This yielded the following relationships from [17] for heavy and light holes, shown in fig. 2.7: 

𝛾𝑇𝐸−𝐻𝐻 =
3

4
(1 + cos2 𝜃)                                               (2.21) 

𝛾𝑇𝐸−𝐿𝐻 =
5

4
−

3

4
cos2 𝜃 

𝛾𝑇𝑀−𝐻𝐻 =
3

2
sin2 𝜃 

𝛾𝑇𝑀−𝐿𝐻 =
1+3 cos2 𝜃

2
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For TE polarization, 𝛾𝑐𝑣 was 3/2 and 1/2, and for TM polarization, 0 and 2  for heavy holes 

and light holes respectively, when 𝜃 = 0.  

Γb combined the homogeneous and inhomogeneous broadening energy and was calculated 

using eq. 2.22. The broadening in both continuum and bound state contributions are 

commonly modelled as Lorentzian functions[17], though Gaussian functions[41] and hyperbolic 

secant functions[42] have been used if the experimentally observed absorption tail decays 

more sharply. 

Γb = Γ0 +
Γ𝑝ℎ

𝑒𝑥𝑝(
ℏ𝜔𝐿𝑂
𝑘𝑏𝑇

)−1
                                                 (2.22) 

Γ0 accounted for additional half width at half maximum (HWHM) of the inhomogeneous 

broadening linewidth induced by scattering via interface surface roughness and well width 

fluctuation, which have been experimentally observed to be exacerbated with an applied 

electric field[41]. The remaining term described the temperature dependent homogeneous 

longitudinal optical (LO) phonon scattering with ℏ𝜔𝐿𝑂 the LO-phonon energy, and Γ𝑝ℎ was 

the HWHM of phonon broadening linewidth. The values of these could be found from fitted 

experimental data and calculations in the literature[10],[17],[19],[21]. Stevens et al[41] used a 

convolution of two Gaussians to describe the homogeneous and inhomogeneous 

broadening distributions giving a larger value than suggested by Chemla et al[24]. Though it is 

prudent to consider experimental observations when selecting a broadening distribution.  

 

Fig. 2.8 – Calculated absorption spectrum (solid line) for GaAs-AlGaAs QW slab structure[25], 

with exciton and continuum  contributions (dashed lines). Gaussian distributions have been 

used to represent the homogeneous broadening. 
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The exciton and continuum contributions are shown in fig. 2.8, combined to give the resulting 

absorption spectrum for the GaAs-AlGaAs QW[25], in this case Gaussian distributions were 

used to represent excitons, similarly to Chemla et al.[24].  

2.3.4 Fractional change in energy due to QW absorption 

For applications at normal incidence to the QW layers, it may not be appropriate to use the 

absorption coefficient for comparison between different structures due to the dependence on 

the width of the QW, 𝐿𝑧. According to Blood, Beer’s law requires proportionality to the 

thickness of an element, however, at normal incidence, where the element is often given as 

𝐿𝑧, this becomes undefined due to tunneling of carriers into the barrier[16].  

Moreover, when comparing structures containing QWs of differing dimensions or shapes, 

potentially due to intermixing, or for band alignments where carriers are in separately 

confined layers, the absorption coefficient is not appropriate[43], as Beer’s law does not scale 

with the thickness of the element. At normal incidence the magnitude of light absorbed is 

related to the number of subbands with transition energy less than the photon energy. 

Therefore, the fractional change in energy due to absorption by transitions between a single 

pair of sub-bands for a single well was used[16]. This was derived by Blood providing eq. 

2.23. 

𝛾𝑤𝑒𝑙𝑙 =
Δ𝑆

𝑆
=  

4𝜋ℏ

𝜖0𝑐𝑛(ℎ𝑣)
(

𝑒

2𝑚0
)

2
|𝑀𝑇|2𝜌𝑡𝑟𝑎𝑛𝑠                                (2.23) 

Here 𝑆 was the time averaged flux of incident photons, and Δ𝑆 was the change in this flux 

upon transmission through a QW. |𝑀𝑇|2 was the transition matrix element equal to that 

previously defined as 𝛾𝑐𝑣𝑀𝑏
2|𝐼𝑐𝑣|2, containing the polarization, band dependent prefactor, 

bulk matrix element, and wavefunction overlap integral. 𝜌𝑡𝑟𝑎𝑛𝑠 was the transition density, a 

function of the effective masses of each band for two spins, sometimes referred to the 

reduced density of states, given by eq. 2.24.  

1

𝜌𝑡𝑟𝑎𝑛𝑠
= 𝜋ℏ2 (

1

𝑚𝑒
∗ +

1

𝑚ℎ
∗ )                                                      (2.24) 

This value provided the density of states available for transitions through the absorption of 

photons without including a dependence on the thickness of the element as in the previously 

defined notation. However, this description only gives the fractional change in energy 

through a QW, without consideration of the intricacies of exciton resonances nor broadening 

mechanisms. It was important to remove the thickness dependence from eq. 2.17 as in 2.23, 

to be able to compare absorption spectra of various heterostructures.  

In [16], Blood calculates 𝛾𝑤𝑒𝑙𝑙 for the first two subbands of a typical GaAs QW, including a 

cumulatively summed Lorentzian broadening term, similarly to Chuang in eq. 2.17, which 

accounted for the continuum of states contribution.  
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Blood maintains the majority of the terms outside the parentheses, excluding the thickness 

of the element 𝐿𝑧. Broadening terms and the exciton contribution are presented eq. 2.25. 

The calculated fractional change in energy due to absorption between subbands in a GaAs-

AlGaAs QW, including Coulomb attraction, as shown in fig. 2.9. 

𝛾𝑤𝑒𝑙𝑙 =
4𝜋ℏ

𝜖0𝑐𝑛(ℎ𝑣)
(

𝑒

2𝑚0
)

2
|𝑀𝑇|2𝜌𝑡𝑟𝑎𝑛𝑠 × [∑ |𝜙(0)|2 𝑅𝑦Γb 

(𝐸𝑐,𝑣−𝐸𝐵−ℏ𝜔)
2

+Γb
2
  𝑛  

+ ∫
𝑑𝐸𝑐𝑣

𝜋
|𝜙(0)|2∞

0

Γb

(𝐸𝑐,𝑣−ℏ𝜔)
2

+Γb
2
] (𝑓𝑣 − 𝑓𝑐)                            (2.25) 

 

Fig. 2.9 – Calculated 𝛾𝑤𝑒𝑙𝑙 spectrum (solid line) for GaAs-AlGaAs QW slab structure[25] using 

fraction absorbed per well[16], with exciton and continuum contributions (dashed lines). 

Lorentzian distributions have been used to represent homogeneous broadening. 

A cornerstone of this description was that the fraction of energy absorbed at a given photon 

energy is proportional not to the thickness of the element, but to the number of transitions 

between subbands of energy separation below a given photon energy. Therefore, this metric 

could be used for comparison of QWs of differing dimension, band alignment, and shape, 

particularly for normal incidence where Beer’s law is not appropriate and the absorption 

coefficient may become undefined. 

2.3.5 Absorption in QDs 

QDs are confined in all dimensions and therefore have no interaction with a continuum of 

states in the same way as QWs. The dots considered in this thesis were grown using self-

assembly, specifically the Stranski-Krastanov growth mode. In this growth technique a thin 

strained layer (often GaAs or InGaAs in many III-V devices) is grown acting as a nucleation 

layer for material grown subsequently above a critical thickness. The subsequent material 

will coalesce into three dimensional islands or nanoparticles and a wetting layer, this is 
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known as the Stranski-Krastanov transition[44]. Finally a capping layer, of the same material 

as the nucleation layer, is grown to incase the QDs providing a potential barrier. The material 

used as the barrier will have a larger band gap energy than the QDs. If sufficiently narrow 

the material surrounding the QD will form a QW improving confinement[45], referred to as 

dots-in-a-well (DWELL). If a DWELL is used there will be a further barrier material of even 

higher band gap energy to separate the DWELL layers.  

As a result of self-assembly the QDs have a probabilistic size distribution. This size 

distribution is inhomogeneously broadened as a Gaussian function. Though this does not 

directly translate to the energy distribution required for absorption modelling, it is a suitable 

approximation[16]. Hence, the layer of QDs grown is treated as an ensemble. The delta-like 

functions shown in fig. 2.6 experience homogeneous broadening, due to carrier scattering 

mechanisms, which is commonly modelled by a Lorentzian function[17]. However, as with the 

QW, depending on the structure and experimental observations, it may be more appropriate 

to use a Gaussian, secant, or secant squared function[16], [46], [47] to represent the 

homogeneous broadening of the absorption spectrum for each dot size. This is shown in fig. 

2.10 with the energy distribution modelled using eq. 2.26. 

𝑃(𝐸𝑖) =
1

𝜎√2𝜋
𝑒𝑥𝑝 (

−(𝐸𝑖−𝐸0)2

𝜎𝐸
2 )                                             (2.26)   

 

Fig. 2.10 – Inhomogeneously broadened energy distribution of Lorentzian functions 

representing the inhomogeneously broadened QD sizes in the ensemble.  

𝑃(𝐸𝑖) was the probability of a dot with a size resulting in a ground state energy equal to 

photon energy 𝐸𝑖. 𝐸0 was the mean dot ground state energy and equivalent to the most 

prominent dot size coalesced during growth. 𝜎𝐸 was the standard deviation in the distribution 

of energy states which relates to the level of inhomogeneous broadening encountered in the 

/ 
ar

b
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dot size distribution. The absorption coefficient contains a cumulative sum of all contributing 

dot sizes at each photon energy. 

Chuang[17] and Blood[16] provide excellent descriptions of QD dynamics including absorption 

and gain, though Chuang is primarily followed here. QD devices are uncommonly used as 

larger area normal incidence devices, as they provide significantly less interaction area 

compared with QWs. As wave-guided structures an interaction length will include many QDs, 

thus the absorption coefficient is a valid and useful metric. The absorption coefficient for a 

QD ensemble is shown in eq. 2.27.  

𝛼(ℏ𝜔) = 𝐶0Γ ∑ ∫ 𝑑𝐸
∞

0
|𝐼𝑜𝑣|2𝑀𝑏

2𝐷(𝐸)𝐿(𝐸 − ℏ𝜔)(𝑓𝑣 − 𝑓𝑐)𝑐𝑣                       (2.27) 

𝐿(𝐸 − ℏ𝜔) =
1

𝜋

𝛾

(𝐸𝑐,𝑣−ℏ𝜔)
2

+𝛾2
                    𝐷(𝐸) =

2𝑁𝑑𝑜𝑡
2𝐷

𝐿𝑑𝑜𝑡

1

√2𝜋𝜎
exp (−

(𝐸−𝐸𝑐,𝑣)
2

2𝜎2 ) 

Here, Γ was the optical confinement factor describing the overlap of the optical mode with 

the QDs, which was calculated through eigenmode analysis highlighted in section 2.2. This 

provided a measure of the modal absorption that would be present in a real device allowing 

comparison with experimental measurements. Omitting this provides the material absorption 

as described for QWs. The homogeneous Lorentzian broadening distribution 𝐿(𝐸 − ℏ𝜔) was 

characterized by the FWHM of 2𝛾 which is proportional to the carrier scattering rate in the 

structure. 𝐷(𝐸) described the inhomogeneous broadening and contains a Gaussian function. 

𝑁𝑑𝑜𝑡
2𝐷  was the areal dot density and 𝐿𝑑𝑜𝑡 was the height of the dot. 𝜎 was the standard 

deviation of the inhomogeneous broadening distribution and describes the variation in 

energy due to the differences in dot growth sizes.  

 

Fig. 2.11 – QD absorption contributions from ground (E1-HH1), first (E2-HH2) and second 

(E3-HH3) excited states utilizing material parameters listed in [17]. 
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This related to the energy broadening of both electrons and holes by 𝜎2 = 𝜎𝑐
2 +  𝜎𝑣

2. 𝐸 was 

the energy of the transition for a particular dot size, giving the difference from the mean 

transition energy 𝐸𝑐,𝑣. The resulting absorption from ground (E1-HH1), first (E2-HH2) and 

second (E3-HH3) excited states are shown in fig. 2.11. The light hole to conduction band 

transitions occur at significantly higher photon energy due to a lower effective mass and are 

not included here. 

Experimental observation of some III-V compound semiconductor QDs, particularly InAs, 

demonstrate two distinctive dot size distributions at higher growth temperatures, becoming 

multimodal at lower growth temperatures[48]. This has been observed by atomic force 

microscopy, photoluminescence, and transmission electron microscopy measurements[49]. 

As a result it may be useful to invoke a bimodal approximation when modelling the 

absorption and gain of particular materials, deriving a ratio between large and small dot 

distributions dependent on experimental data of real samples.  

This is shown in [50] by fitting experimental data with Gaussians to approximate the density 

of large and small QDs. Fig. 2.12 demonstrates a bimodal dot size distribution approximation 

using the data from fig. 2.11, with a ratio between large dots (LDs) and small dots (SDs) 

equal to 60:40 in this example. 

 

Fig. 2.12 – QD absorption contributions from ground, first and second excited states 

assuming a bimodal dot size distribution approximation, with large dots (LD) and small dots 

(SD). 

In this approximation the ratio of the area under the curves should be maintained for all 

transitions, though, due to the change in confinement the energy separation between LD 

and SD contributions will increase with transition index.  
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2.3.6 Electroabsorption in quantum wells and quantum dots 

Prior to this section the framework for calculation of absorption spectra in QWs and QDs has 

been outlined. For modulators, how the absorption spectra change when an external electric 

field is applied, demonstrates the efficacy of the devices. This is known as electroabsorption, 

which utilizes the quantum confined Stark effect (QCSE) in QWs and QDs. The QCSE is the 

major principle behind the operation of optical intensity modulators, where at a single 

wavelength, transmission of light through a device can be increased or decreased 

depending on whether an electric field is applied. This yields highs and lows in the 

transmission spectrum, corresponding to lows and highs in absorption spectrum 

respectively. This method can be used to modulate the intensity of an incident beam to 

imprint data upon it in the form of “ons” and “offs” or “1s” and “0s”. 

It is possible to calculate the QCSE by applying a reverse bias in band structure calculations 

described in section 2.1. Under reverse bias, the electron and hole wavefunctions are shifted 

spatially to opposite sides of the quantum confined structure reducing the overlap integral 

|𝐼𝑜𝑣|2, thus reducing the absorption strength.  

The electric field deforms the band potential and generally reduces the band gap, shifting the 

absorption edge to longer wavelengths. These band structure changes are shown in          

fig. 2.13, with the absorption spectra under zero and non-zero reverse bias conditions 

calculated using eq. 2.17, and shown in fig. 2.14. Fig. 2.14 shows the change in absorption 

spectrum under reverse bias with the absorption edge shifted to a lower photon energy and 

peak absorption reduced. In QDs the peak absorption will vary less due to higher associated 

confinement energy and reduced dimensions, similarly to narrow QWs[51]. There is also 

variability in the wavefunction overlap integral in QDs not only due to changes in size, but 

also shape[52].  

Key metrics used to define the performance of modulator devices can be explained via 

reference to fig. 2.14. Firstly, the extinction ratio, defined as the power transmitted when the 

device is switched on to the power transmitted when the device is switched off or                

𝐸𝑅 = 𝑃1/𝑃0. This does not necessarily correspond to whether the electric field is on or off, 

but whether a device is operated for maximum or minimum transmitted power respectively, 

at a single wavelength or photon energy. Commonly quoted in units of decibels,                         

𝐸𝑅 = 10 log10(𝑃1/𝑃0), provides a metric of modulation depth.  

The insertion loss is the fraction of power removed from the incident signal after 

transmission through the modulator, when biased for minimum absorption. This is the ratio 

between the input power and output power at maximum transmission operation, calculated 

in units of decibels as 𝐼𝐿 = 10 log10(𝑃𝑡/𝑃𝑖)[53]. 
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Fig. 2.13 – Calculated band alignment for GaAs-AlGaAs slab structure[25] under reverse bias. The inlay shows the distorted band potential and shifted 

electron and hole wavefunctions.    
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Fig. 2.14 – Quantum confined Stark effect in GaAs-AlGaAs QW slab structure[25] with 

absorption spectra under zero and non-zero applied reverse bias conditions. 

These metrics are often scaled by the interaction length of the device, so the ratio between 

the ER and IL is defined as the figure of merit (FoM), to compare structures of varying 

dimensions, 𝐹𝑜𝑀1 = 𝐸𝑅/𝐼𝐿[54] is defined as the first FoM. However, Chin describes the 

importance of a second FoM[55] defined by the change of absorption coefficient with electric 

field strength, 𝐹𝑜𝑀2 = ΓΔ𝛼/𝐹[56]. 𝐹 is the electric field strength and Γ the optical confinement 

factor. Both metrics offer comparison between differing structures, which will be of utmost 

importance in subsequent chapters, though 𝐹𝑜𝑀2 may be neglected for 𝐹𝑜𝑀1 if the electric 

fields and optical confinement factors are comparable.    

Additionally, the speed of modulation at which the device can be operated offers information 

on the data transmission capabilities. This is commonly given as the modulation bandwidth 

frequency describing the switching time between ons and offs per second. This is measured 

using swept frequency characterization methods, measuring the magnitude of the modulated 

signal as the frequency is increased until this magnitude is halved[53]. The data rate can be 

quoted as a measure of the number of bits transmitted per second. Data rate is generally 

quoted as an experimentally achieved data transmission speed, whereas the bandwidth 

gives the maximum capabilities possible. 

2.3.7 Gain in QWs and dots 

The material gain of a medium is an important characteristic in describing possible 

amplification available for a device, particularly in laser diodes. The gain coefficient is the 

negative of the absorption coefficient, and vice versa. This is because the occupation 

probabilities are reversed to describe the inversion of electrons to a higher energy state 

rather than the depletion. For QWs this yields the following notation in eq. 2.28. 
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𝑔(ℏ𝜔) = 𝐶0 ∑ |𝐼𝑐𝑣|2|𝑀|2𝜌𝑟
2𝐷𝐻(ℏ𝜔 − 𝐸𝑐,𝑣)𝑐,𝑣 (𝑓𝑐 − 𝑓𝑣)                            (2.28) 

Similarly to eq. 2.15, this was summed across relevant transitions energies to provide the 

gain spectrum. The Heaviside step function may be replaced by a cumulatively summed 

Lorentzian as previously described to provide broadening considerations. If (𝑓𝑐 − 𝑓𝑣) < 0, the 

equation is describing loss or absorption, whereas if(𝑓𝑐 − 𝑓𝑣) > 0 it describes gain. Otherwise 

at (𝑓𝑐 − 𝑓𝑣) = 0 the material is at its transparency point. QDs follow the same progression, 

with the gain coefficient shown in eq. 2.29. 

𝑔(ℏ𝜔) = 𝐶0 ∑ ∫ 𝑑𝐸
∞

0
|𝐼𝑜𝑣|2𝑀𝑏

2𝐷(𝐸)𝐿(𝐸 − ℏ𝜔)(𝑓𝑐 − 𝑓𝑣)𝑐𝑣                       (2.29) 

In both instances the optical confinement factor, Γ, can be applied to calculate the proportion 

of optical overlap with the inverted layer or region giving the modal gain, which will be more 

appropriate for comparison to experimental results.  

The value of gain is heavily dictated by the population inversion of carriers and thus can be 

described simply by replacing all remaining terms with 𝐺𝑚𝑎𝑥, as in eq. 2.30. 

𝑔(ℏ𝜔) = 𝐺𝑚𝑎𝑥(𝑓𝑐 − 𝑓𝑣)                                                 (2.30) 

The gain available is dependent upon the material parameters described, the population 

inversion of carriers, and the density of states available. Therefore QW lasers offer higher 

𝐺𝑚𝑎𝑥 due to significantly higher density of states compared with QDs. The QD density of 

states is directly proportional to density of dots in the layer. Fig. 2.15 shows the GaAs-

AlGaAs QW structure described under forward bias. Under this condition the bands are 

flattened and the wavefunction overlap integral is near to unity.  
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Fig. 2.15 – Calculated band alignment for GaAs-AlGaAs slab structure[25] under forward bias. Inlay shows the electron and hole wavefunctions. 
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Fig. 2.16 – Calculated gain coefficient for GaAs-AlGaAs slab structure[25] under zero and two 

forward bias conditions showing ground state and excited state gain contributions.  

Fig. 2.16 shows typical gain spectra calculated for a GaAs QW. The progression is shown 

from full carrier depletion or absorption (considered loss in terms of amplification), to 

population inversion of the ground state, and finally of the first excited state. There is an 

increase in the photon energy where the peak gain occurs, which gives a blue-shift in the 

emission wavelength compared with the absorption spectrum. There is a further blue-shift 

from ground state to first excited state dominated gain. There are strong similarities 

compared with QD gain spectra. 

2.4 Summary 

The background theory required for conducting semi-empirical modelling of band structures 

and light-matter interactions of QWs and QDs has been outlined. Full device band structure 

calculations using Nextnano software have been described, with the use of an effective 

mass tensor ellipsoid to equate the effective density of states in a region to the QD density. 

Lumerical’s eigenmode expansion solver has been outlined for the calculation of an optical 

mode within a geometry. By applying optical mode weightings, modal absorption and gain 

can be calculated providing comparison between experimental data.  

QW absorption equations derived by Chuang in [15], [17] have been discussed, with exciton 

contributions modelled as broadened Lorentzian functions, and a continuum of states 

contribution integrated over all states. For normal incidence applications, Beer’s law is not 

appropriate for comparison as the interaction length is defined as the thickness of the 

element. In QWs this is undefined due to tunneling, and does not scale directly. Conversely, 

Blood has shown that the absorption is proportional to the number of transitions between 

subbands below a given photon energy[16], [43] rather than the well thickness. Therefore, 
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Chuang and Blood’s methodologies have been combined to include exciton and continuum 

of states contributions while removing the dependence on the thickness of the element.  

The quantum confined Stark effect observed through variations in the absorption spectra for 

QWs and QDs has been discussed. The Stark effect can be exploited to create efficient 

optical intensity modulators. Finally, through population inversion, represented by the 

positions of the quasi-Fermi levels under forward bias, the gain coefficient can be calculated 

for QWs and QDs, to evaluate the efficacy for amplification as a laser cavity.
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Chapter 3 State-of-the-art 
Preceding the research, development, and design of novel semiconductor heterostructure 

devices, it is prudent to provide a benchmark of similar, current technology. Through this 

process it is possible to explain and highlight key performance metrics, and devise a 

specification for project outcomes. This may be reflected upon in later chapters and used as 

a method of comparison between different device structures.  

This chapter will be divided into two main sections, the first considering modulating 

retroreflector (MRR) devices for free space optical (FSO) communication. The second 

concerns wave-guided quantum dot modulators and lasers for application to photonic 

integrated circuits (PICs). MRRs can be applied to real-time free space transmission of high 

definition (HD) video, for search & rescue, and defense applications. In addition, there are 

multiple applications in the aerospace industry, with Airbus concerned with the potential of 

offloading high volumes of telemetry data from inflight aircraft. The metrics for this section 

will be subsequently tabulated. The quantum dot devices will be discussed primarily from the 

perspective of research, with operational principles outlined and notable demonstrations 

listed. 

3.1 Modulation schemes 

For signal modulation, not only in FSO, there are a number of techniques that can be 

employed to encode data onto a signal which are important for the context of this chapter. 

Generally, modulation can be initially separated by whether the carrier signal is uninterrupted 

or discretized which can be referred to as a continuous-wave (CW) or analog carrier, and a 

pulsed or digital carrier, respectively. A CW interrogating laser is considered, so only analog 

carrier techniques were considered here. A diagram of modulation scheme categories is 

shown in fig. 3.1.  

 

Fig. 3.1 – Modulation schemes categorized by carrier-type and then data-type. 
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The method of encoding data is then split between analog and digital depending on whether 

a continuous or binary form of data is required. Continuous methods can be associated with 

analog radio transmission such as amplitude, frequency, and phase modulation and will not 

be considered further for this application. Digital data modulation techniques, amplitude, 

frequency, or phase shift keying (ASK, FSK, or PSK) and quadrature amplitude modulation 

(QAM) may then be considered. In each form of shift keying, binary data corresponds to a 

value of amplitude, frequency, or phase, with the number of levels depending on the 

sensitivity of detection available. 

For example, ASK may utilize only 0% and 100% amplitudes corresponding to 0 and 1 bits 

respectively. This is known as on-off-keying (OOK), the simplest form of ASK, and widely 

used in MRR for FSO[3], [57]. Nevertheless, more complex schemes can be used, such as 0%, 

25%, 75%, and 100% amplitude, corresponding to 00, 01, 10, and 11. Through this method 

it is possible to transfer a higher number of bits per second. FSK uses the same 

methodology, though is less commonly used for these applications. This is similar to PSK, 

where the phase is used to transmit data in comparison to a reference. Here, in-phase 

signals represent a 0, and anti-phase signals a 1. Though this can also be employed in 

quadrature to transmit at higher data rates, as shown in fig. 3.2. 

 

Fig. 3.2 – Quadrature phase-shift keying (QPSK) modulation scheme phase diagram. 

Finally, QAM considers two signals out of phase by 90º which can be amplitude modulated, 

combined to be transmitted through a single channel, then de-modulated and compared 

once received. As the waves are orthogonal they do not interact. This operates similarly to 

combined ASK and PSK, with 00, 01, 10, and 11 giving the simplest constellation of 

transmitted signals. If further levels of amplitude and phase are used exceptionally high data 

rates can be achieved. This has been demonstrated using 1024-QAM, transmitting 
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60Gbps[58]. However, the focus of this chapter will be predominantly on the simpler OOK and 

PSK modulation techniques with the proposed devices. 

3.2 Modulating retroreflectors 

FSO communication has been discussed in chapter 1, though to reiterate, due to 

technological miniaturization in wireless mobile platforms, MRRs have been proposed. 

MRRs can remove size, weight, and power consumption (SWaP), in addition to complexity, 

whilst maintaining high speed optical data download, creating asymmetric data links. When 

MRRs are intercepted by a continuous wave laser beam they are able to reflect directly back 

at the incidence angle and modulate the beam, while imprinting data. Henceforth, eliminating 

the need for an onboard laser with associated temperature control, constant current source, 

and full tracking system, allowing for stricter SWaP constraints. MRRs are composed of two 

components, modulators and retroreflectors, which will be considered separately. Many of 

the modulators described below provide limited bandwidths, making them unsuitable for HD 

video transmission (approximately 1Mbps for HD and >35Mbps for 4K).  

3.2.2 Retroreflector classification 

There are two methods of retroreflection, classified by corner-cube and cat’s-eye 

retroreflectors, as shown in fig. 3.3. The corner-cube, composed of three square 

perpendicular mirrors, offers high extinction ratios (ERs) through three reflections and six 

light passes, when modulators are mounted on each mirror[59] opposed to only one in front of 

the aperture[60]. 

 

Fig. 3.3 – Diagrams of (a) corner-cube retroreflector and (b) cat’s-eye retroreflector. 

Corner-cubes are significantly less complex to fabricate and may offer a wide field of view[61] 

if the mirrors are large enough. However this configuration has fundamental limitations on 

modulation speed[62], primarily due to either the size or driving power required to provide 

significant modulation to the device. Modulation can be achieved by using a liquid crystal 

(LC) cell in front of the retroreflector offering data rates up to 10Kbps, or using a controllable 

micro-electromechanical systems (MEMS) mirror in one of the faces of the retroreflector with 

data rates up to 1Mbps. 

(a) (b) 
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The cat’s-eye retroreflector design can vary more, though these are primarily a set of 

focusing optics and a single mirror[60]. Generally, cat’s-eyes offer considerably higher speed 

due to a significant reduction in the modulator size, which is beneficial for capacitive devices. 

Size reduction is also beneficial for lowering power consumption. Speed can be further 

increased by pixelating modulators, though this can require greater fabrication intricacy and 

potentially reduce the final device yield. However, the reduction in modulator size and the 

use of lenses can reduce the field of view and increase spherical aberrations[60] resulting in 

increased divergence and a higher bit-error rate in the returned signal.  

3.2.3 Electroabsorption modulators  

Electroabsorption modulators (EAMs) are semiconductor devices which modulate the 

intensity of light transmitting through them. This occurs due to the Franz-Keldysh effect in 

bulk semiconductors and the quantum confined Stark effect (QCSE) in quantum wells (QWs) 

– see chapter 2. The QCSE for a QW is demonstrated in fig. 3.4. 

 

Fig. 3.4 – Diagram of quantum well conduction valence band with zero and non-zero applied 

electric field. 

Through the application of an electric field, the absorption spectrum of the semiconductor is 

altered, either increasing or decreasing the amount of light absorbed at a given wavelength. 

This results in regimes of high and low transmission which can be used for ASK modulation 

of an incident optical signal. Fig. 3.4 shows potential conditions for modulation in a QW, with 

high overlap between the hole and electron wavefunctions and therefore high absorption 

with zero applied electric field, transmitting a low or 0 signal. Under a non-zero applied 

electric field, wavefunction overlap is reduced, so absorption is low, transmitting a high or 1 

signal. This is accompanied by a reduction in the transition energy between these states, 

redshifting the absorption spectra, further increasing the effect. 

EAMs have been used extensively as MRRs previously, notably from the United States 

Naval Research Laboratory (NRL). Additionally, the Research Institutes of Sweden (RISE), 

some of which has been in collaboration with Oxford University and Airbus UK. In these 
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examples multiple quantum well (MQW) structures have been used as the absorption 

medium of the intrinsic layer, sandwiched between p-type and n-type doped cladding layers, 

forming a PIN diode mounted behind a cat’s-eye optical setup. The PIN diode allows for an 

electric field to be easily applied to the QWs. Benefits including low operating voltages[63], 

especially when compared to bulk semiconductors, and high speed outdoor data links of up 

to 500Mbps[4] have made MQW EAMs extensively utilized for MRRs. MQW EAMs are 

capacitance limited devices dictated by a time constant, RC, though resistance is often not 

the limiting factor. Devices have potential data rates up to Gbps[64]. 

Early publications propose either GaAs-AlGaAs[65]–[67] or InGaAs-AlGaAs[60], [68] based MQWs 

grown on GaAs substrates. Coupled InGaAs-InAlAs MQWs grown on InP substrates are 

now commonly used[69], [70]. This material system better targets the eye-safe wavelength of 

1550nm, now an industry standard for FSO data links. These coupled quantum wells 

(CQWs) have demonstrated a stronger QCSE when compared to single QW alternatives[71], 

which is proposed to be an effect of closely spaced energy levels and the presence of 

previously forbidden transitions caused by asymmetry in the band structure under reverse 

bias[72]. The development of these CQW EAMs is evident through the suggested references, 

with the most recent publications highlighting the current technological capabilities.  

Comparison of these MRRs is not straightforward, due to variation in the operation 

conditions. The dimensions of the repeating periods within the intrinsic region are consistent 

between both NRL and RISE devices, with two 6.4nm InGaAs QWs separated by a 1.5nm 

InAlAs coupling layer, and 4.8nm InAlAs barriers[57], [73]. In each structure QWs and barriers 

have compositions In0.58GaAs and In0.43AlAs respectively. It should be noted that the 

composition reported in [73] is a misprint, with the InGaAs and InAlAs compositions 

reversed, this has been confirmed through private communication with RISE. 

The significant difference between these modulators is the number of repeating periods of 

QWs. NRL’s device contains 160 periods resulting in an ER of 7.5dB under a 10V reverse 

bias, though an ER of 15dB and insertion loss (IL) of 12dB was achieved by packaging two 

modulators together and driving them simultaneously at 1MHz[6]. Note, this publication 

studied quantum key distribution encryption using MRR technology, which requires a high 

ER, and the authors were not concerned with reductions in IL or enhancements in 

modulation speed. NRL have reported data rates of 45[16] and 70Mbps[15] in previous works 

using an 80 period device of the same structure in outdoor and indoor demonstrations 

respectively. In [57] an ER of 1.7dB with ILs up to 4.5dB, depending on the wavelength in 

the C-band, under a 6V reverse bias was reported. This highlights the need for improved ER 

and reduced IL at 1550nm. 

RISE use 80 QW periods, yielding an ER of 6dB under a 12V bias, with an IL of 3dB[73] 

though this has not been replicated. RISE, Oxford University and Airbus UK report data rates 
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of up to 500Mbps with an outdoor link distance of 560m with the same structure[4], though 

this was achieved with an ER of <1dB and an IL of 11.5dB under a 6V bias.  

There is some uncertainty in these values due to the variety of operating conditions, 

including the link distance and whether the link is kept under laboratory conditions or 

exposed to atmospheric turbulence. NRL provide single-pass values in [57], whereas RISE, 

Oxford University and Airbus UK report the double-pass values for ER and IL. 

3.2.4 Micro-electromechanical systems modulators 

Micro-electromechanical systems (MEMS) can be used to modulate light signals by 

changing the geometry of a material by exposing it to an electromotive force. For 

retroreflective FSO data links MEMS mirrors are appropriate as they provide a large 

reflective surface and have been successfully incorporated into corner-cube retroreflector 

configurations[74], [75] resulting in a wide field of view and no required consideration of optical 

alignment or aberrations. MEMS mirrors are planar materials capable of efficiently reflecting 

light, which deform under bias, scattering the incident light rather than returning a coherent 

signal. A diagram of a MEMS mirror is shown in fig. 3.5.  

 

Fig. 3.5 – Diagrams of a MEMS mirror (a) in off state with no applied bias, thus acting as a 

planar surface with high reflectivity, (b) in on state with an electromotive force acting causing 

a corrugated surface and scattering incident light. 

The mirror deformation provides on and off signals to transmit data. Opposed to some 

alternatives, MEMS mirrors can operate across a wide band of optical wavelengths providing 

increased versatility[76] for a range of applications.  

ERs of up to 10dB have been reported[77] with data rates at 1Mbps demonstrated through a 

7.7m water tank[78]. These devices are primarily limited by the range of motion (or stroke) 

available for deformation of the mirror[79], though it has been shown that viscous air damping 

between the mirror surface and electrode can also limit performance[80].  
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Voltages over 50V are commonly used to create a significant electromotive force and to 

reduce the response times, though devices only requires microwatts of power to maintain 

the on state[76]. However, the major limitation of these devices is operation only within the 

KHz range[76], [77], [81], which is insufficient for contemporary data transference requirements. 

The MGR6N MEMS Grating Modulator from Thorlabs is an example of a commercially 

available product, with an ER up to 20dB and an operational frequency range between 0-

200kHz, with a field of view of 10º. This was manufactured by Boston Micromachines 

Corporation, who have dominated the market for MEMS products, particularly modulators. 

MEMS mirrors clearly offer useful properties for particular applications such as LIDAR or 

FSO transmission of audio, however, the kHz bandwidth is limiting for uses requiring the 

transfer of real-time video, especially for proposed search and rescue applications (where 

live multispectral video transmission could be beneficial).        

3.2.5 Electro-optic modulators 

Electro-optic (EO) materials exhibit optical property changes under an applied electric field. 

Commonly this term refers to the changes in the refractive index or birefringence, rather than 

absorption (as in EAMs) though these are inherently linked. When the refractive index of a 

material varies linearly under an electric field, this is known as the Pockel’s effect. The Kerr 

effect relates the refractive index change to the square of the electric field requiring 

exceptionally high field strengths to observe similar effects, thus inappropriate with the 

SWaP constraints associated with MRR applications.  

EO modulators can utilize changes in refractive index or the polarization dependence of the 

crystals. The latter may be unsuitable for FSO due to the reduction in the returned signal by 

selecting only a single polarization. Additionally, maintaining a consistent polarization for a 

moving platform may be challenging.  The change in refractive index causes changes in the 

phase of light which can be split along two crystals under the same or differing electric fields, 

and recombined to constructively or destructively interfere, resulting in highs and lows in the 

intensity of the transmitted signal. This method is similar to that of the EAMs modulating 

intensity, and using the OOK modulation scheme. Devices can be operated for longitudinal 

or transverse propagation as shown in fig. 3.6. A single crystal can be used to transmit data 

simply by the phase of the light which allows for PSK based modulation schemes.  

A common EO material is lithium niobate (LiNbO3) which has received attention for phase 

modulation, an example with a 111Gbps data rate using differential quadrature PSK has 

been demonstrated[82]. An ER of 25dB and IL of 7.9dB is reported. 
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Fig. 3.6 – EO modulator operated for (a) longitudinal and (b) transverse operation. 

LiNbO3 EO modulators are prevalent in the fiber optics industry, though these are designed 

to be longitudinally propagating devices, in which light must be coupled to the width of a 

fiber. For MRRs this is extremely undesirable due to the challenging optical design required 

and the large interaction lengths needed to impart suitable levels of modulation. Moreover, 

there are significant limitations on the device power consumption due to the kilovolt 

magnitude electric fields necessary to achieve modulation. Alternatives include AlInGaAs-

based MQWs demonstrated as a free space transceiver module but with an ER of <1dB[83], 

which demonstrates one of the limitations to this technology, at normal incidence there is not 

a significant interaction length to impart enough phase change to function effectively as a 

MRR in longer range FSO data links.   

3.2.5.2 Metal-ferroelectric nanocomposites 

A novel approach to EO modulation involves composite nanoparticle-embedded ferroelectric 

thin films. These consist of a ferroelectric medium, an example being lead zirconate titanate 

(PZT), embedded with metal nanoparticles, forming a nanocomposite material[84], with the 

nanoparticles exhibiting tunability of the local surface plasmon resonances[31], allowing for a 

wide range of operating wavelengths. PZT embedded with TiO2 coated Ag nanoparticles 

was first proposed in [85] for application to a MRR for FSO with a calculated ER of 17.5dB 

for +/-2V bias. Though these are only predictions, very high performance is suggested. The 

limiting factor for this technology, similarly to EAMs is the frequency dependence on 

capacitance of the device, in addition to possible piezoelectric induced volume changes 

which may cause deformation of the nanoparticles[86]. These studies have only considered 

simulated data[84], [85], [87], with no MRR devices fabricated to this date. Though sample PZT 

films have been fabricated[88], [89] the techniques for developing modulating retroreflectors still 

appear to be in their infancy. 
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3.2.6 Acousto-optic modulators 

Acousto-optic modulators (AOMs) operate via the acousto-optic (AO) effect, the changing of 

the refractive index through mechanical strain[90]. The mechanical strain is applied to an AO 

material such as crystalline quartz or tellurium dioxide using a piezoelectric transducer 

driven at radio frequencies. The resulting sound waves create periodic gratings within the 

crystal dictated by the points of compression and rarefraction of the pressure wave, 

diffracting incident light into several orders, as shown in fig. 3.7. This technology has seen a 

lot of development for beam steering applications[91]–[93] rather than for MRRs for FSO. 

AOMs for FSO are already commercially available with Brimrose offering a variety of AOMs 

across a wide spectral range of 200-1600nm, with modulation bandwidths up to 400MHz. 

The diffraction efficiency varies from around 25-80%, potentially limiting the ER at a 1550nm 

operating wavelength and with active apertures as small as 0.025mm would require 

significant capture and focusing of incident light. Besides, the power required for the RF 

driver can be up to 55W which is beyond reasonable overall power consumption for the 

MRR, with additional drawbacks similarly to the EO modulators, large interaction lengths 

required for suitable modulation and difficulties with optical system design. 

 

Fig. 3.7 – Diagram of AO effect utilized as a modulator. AO crystal appears transparent until 

a RF signal applied to a piezoelectric transducer creates pressure waves across the crystal 

diffracting an incident beam. 

3.2.7 Liquid crystal modulators 

Liquid crystals (LCs) are a state of matter between the liquid and solid state phase, which 

exhibit crystalline order in molecular orientation, but not in position. LC molecules are 

anisotropic in dimension and can exhibit birefringence, as such acting like EO modulators. 
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By applying an electric field to liquid crystals it is possible to change the orientation of the 

molecules[94]. The birefringence exhibited in LCs will rotate the polarization of the incident 

light by altering the phase of the incident light, however, when the electric field is applied this 

rotation does not occur due to the variation in the orientation of the molecules. As a result, a 

modulator can be made by sandwiching a LC first by transparent electrodes, such as indium 

tin oxide (ITO), and then by a pair of orthogonal polarizers. Under zero applied electric field 

the LC will rotate the polarization of the incident light so it is accepted by the second 

polarizer appearing transparent. Under a non-zero applied electric field, this will not occur, 

and light will be rejected by the second polarizer, as shown in fig. 3.8. This acts as a shutter 

providing on and off states for modulation. 

 

Fig. 3.8 – Diagram of LC-based modulator, utilizing polarization rotation when unbiased. 

When voltage source is on, an electric field orientates LC molecules preventing polarization 

rotation acting as a shutter. 

As a result it is possible to achieve very high ERs using LCs although this is inversely 

proportional to switching speed, with only kHz modulation bandwidths available. Thorlabs 

offer a free space LC modulator with wavelength range 1050-1620nm with close to 100% 

modulation depth at low modulation bandwidth (e.g. <20Hz) though this reduces significantly 

over 1kHz. Additionally, the viscosity of the LC is temperature dependent[95] and can have 

impacts on the switching speed, which is undesirable for outdoor FSO data links.  

3.2.8 Comparison 

Though there are many options available as potential MRRs for FSO, it is evident that the 

low modulation speeds achievable in MEMS, and LCs severely limit their efficacy for 

applications requiring real-time transmission of high-definition or even multi-spectral video. 
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AOMs offer high speed modulation though the power consumption associated with the RF 

generators are significantly higher than what would be acceptable for these applications. The 

EAM and EOM each provide desirable characteristics, with potentially higher ERs and 

modulation bandwidths available with EO materials. Magneto-optic modulating devices have 

also been proposed in [96] though no performance metrics have yet been measured for this 

comparison, and no commercially available MRRs examples have been found. 

Table 3.1 – Comparison of modulator technologies for MRR FSO applications. 

 
Technique-

scheme 

Data 

rate / 

Mbps 

ER / dB IL /dB FoM Voltage / V 

RISE/Airbus 

UK[4] EAM-OOK 500 0.97-6 3-11.5 0.1-2 12 

NRL[5], [6], [57] 

 

EAM-OOK <75 <15 <12 1.25 10 

Boston Micro-

machines 

 

MEMS-OOK <0.2 20 <4% - <200 

LiNbO3
[82] 

 

EOM-QPSK 111Gbps >25 7.9 3.2 5 

Brimrose 

 

AOM-ASK <400 30 3 - - 

Thorlabs 

 

LC-OOK <0.001 >2 1-2 - 2.5 

A table of appropriate metrics is shown in table 3.1, note these have been tabulated to best 

represent the capabilities possible from certain technologies. Many metrics are coupled (e.g. 

bandwidth, ER, and IL), with a variety of different demonstration conditions, such as data link 

distance, therefore this is only an overview. The figure of merit (FoM) is defined as the ratio 

between ER and IL. 

Unfortunately the power consumption required in conventional EO devices, as intended for 

fiber applications is higher than allowable within strict SWaP constraints for small UAVs. 

There is also a risk removing too much light by using polarization selection techniques, 
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increasing the effective IL, for a mobile platform operating at significant link distances. 

LiNbO3, among other materials is well-established in fiber applications, though it would not 

be practical to attempt to couple light into a fiber sized opening over FSO on a moving 

platform. At normal incidence a very thick layer of EO material with additional power 

consumption would be required to generate large enough electric fields to induce a 

significant phase change and impart modulation. To achieve a reasonable field of view, the 

area of the EO material would also need to be large, increasing electric field generation 

requirements further. 

Metal-ferroelectric nanocomposites appear to have many benefits not only for MRRs but for 

low SWaP beam steering applications, however, the practicality of manufacturing and 

fabricating a final device from this technology is unclear due to it being in its early stages. 

Additionally, there are issues due to the piezoelectric effect in these materials which causes 

deformation to the nanoparticles and the optical properties of the device, degrading return 

signals, which would require characterization to quantify. EAMs remain interesting devices to 

study for this application as minimal research on the epitaxial design has been considered, 

with the literature demonstrating this through almost identical structures used by major 

contributors and little evidence of optimisation. Therefore, it may be possible to raise the 

current performance limit by determining new optimal materials, compositions, dimensions, 

and QW period number for a novel EAM device structure.  

Therefore, we define a rudimentary specification to surpass a figure of merit of 2 between 

ER and IL, in addition to maintaining or enhancing the data rate of 500 Mbps for applied 

voltages of < 12V, with a minimum of 35Mbps for lower applied voltages to cope with 4K 

video transmission. This corresponds to the top end of the range given from Airbus UK and 

RISE. 

3.3 Quantum dots & photonic integrated circuits 

The importance of photonic integration was discussed in chapter 1, particularly focusing on 

the benefits achievable through leveraging the silicon manufacturing industry to produce 

large scale and inexpensive substrates[97].  

Quantum dots offer benefits over quantum wells as monolithically integrated laser sources 

with lower threshold current densities[46], reduced temperature sensitivity[98], and a greater 

tolerance to threading dislocation defects incurred during epitaxy of particular 

semiconductors on silicon substrates owing to non-planar geometries. 

A dot layer shown by atomic force microscopy (AFM) and threading dislocations propagating 

through an epi-structure from transmission electron microscope (TEM) are shown in fig. 3.9 

(images provided by UCL). The TEM image shows a cross section of threading dislocations, 

a dislocation density is used to define the extent of these over a single device or wafer. III-V 
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compound semiconductors can provide high electron mobilities and direct band gaps at 

telecommunication wavelengths[99], with InAs/InGaAs quantum dots demonstrating high 

performance for 1.3μm laser emission. 

 

Fig. 3.9 – AFM image of quantum dots with (a) 5μm scale and (b) 1μm scale. (c) TEM image 

of threading dislocations propagating through heterostructures from misfit formation during 

epitaxy of III-V alloys on silicon substrate. Images from UCL. 

 

Fig. 3.10 – Schema for conduction and valence band energies Ec and Ev, and Fermi level Ef, 

for (a) undoped, (b) p-modulation doped, and (c) n-direct doped quantum dots under zero 

bias. 

III-V compound semiconductors suffer from large differences between electron and hole 

effective masses[100] resulting in imbalanced carrier occupation between conduction and 

valence bands[101]. This causes asymmetric movement of the quasi-Fermi levels leading to 

poor ground state operation in lasers[7]. Example dot band structures are shown in fig. 3.10. 

These are calculated by equating the effective density of states to the measured density of 
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dots in a layer multiplied by a factor of two for spin degeneracy, following the mass tensor 

ellipsoid theory in section 2.1 and shown in fig. 2.3.  

Although this may be corrected for in quantum wells through the inclusion of either 

compressive or tensile strained layers (depending on the alloy) in self-assembled quantum 

dots the strain profile is an integral part of the Stranski-Krastanov growth mode[7] and cannot 

be manipulated as a design parameter.  

One solution is p-type modulation doping: growing a narrow layer of p-type dopant within the 

barrier region of the waveguide core proximally to the quantum dot layer. This provides a 

reservoir of acceptors, which are used to populate the highest valence band states[47], 

correcting the asymmetry, as shown in fig. 3.10. An additional, more contemporary 

technique uses n-type direct doping: introducing n-type impurities directly into the quantum 

dots during their formation. Data has showed preferential incorporation during the assembly 

step of the growth process[102], with reported improvements in the linewidth enhancement 

factor and predictions of increased electron confinement and differential gain[103]. A 

schematic diagram, demonstrating the movement in the Fermi level, is shown in fig 3.10. 

With p-type modulation doping, the quasi-Fermi levels are lowered towards the valence 

band, due to state filling from the reservoir of holes. In fig. 3.10 the Fermi level is calculated 

to be raised though further analysis is required to understand the occupation characteristics 

of this doping strategy. Benefits of n-type direct doping are attributed to increases in 

conductivity and electron confinement. 

3.3.2 P-type modulation doping 

P-type modulation doping has been examined in InAs/InGaAs quantum dot lasers both 

theoretically and experimentally, demonstrating temperature insensitive threshold current 

densities, increased modal and differential gain, and improved ground state operation[8], [47], 

[104]. Yet, there have been observations of saturation in these enhancements above given 

levels of p-type modulation doping concentration, with the dominant mechanism behind this 

the subject of dispute. Saturation has been attributed to increased carrier scattering rates 

and nonradiative recombination mechanisms[11], with Kim and Chuang emphasizing 

particular enhancements in Auger recombination rates[47]. Increased free carrier absorption 

was suggested as a possible mechanism in [105], and significant reductions in the electron 

population in the conduction band as a result of increased potential barriers between 

subsequent quantum dot layers was highlighted in [101]. Optimisation of the doping 

concentration and position remains challenging, with difficulties associated in decoupling 

effects of p-type modulation doping from an assortment of variations during epitaxy, 

including dot size distributions[106], interdiffusion between dots and the surrounding 

material[107], as well as carrier induced index changes[108]. It has also been suggested that it 
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is difficult to control the precise number of doped carriers in the modulation doping 

technique[102]. 

The QCSE, principally responsible for the operation of EAMs, has been well characterized in 

undoped InAs/InGaAs quantum dots, with Stark shifts of around 20meV and data rates of 

2.5Gbps demonstrated[109]. However, to our best knowledge only [13] (with more recently 

updated results in [110]) has conducted a comparative study investigating the differences in 

the QCSE between undoped and p-modulation doped InAs/InGaAs quantum dots. In this 

work, measurements of absorption under reverse biased voltage swings between 0 and 10V, 

across a temperature range between 25 °C and 100 °C, were compared for nominally 

identical epitaxial structures, except for inclusion of p-type modulation doping in one of the 

samples. A maximum ER of 12dBmm-1 was measured in the undoped structure, yet the p-

type modulation doped structure displayed a figure of merit of up to three times that of the 

undoped. An understanding of the QCSE in p-type modulation doped QDs will surely be 

essential for future monolithic integration of EAMs with laser diodes. As use of PICs 

proliferates it will be essential to combine external modulators with optimized laser 

sources[111]. 

3.3.3 N-type direct doping 

The technique of directly doping quantum dots with n-type impurities is less established than 

p-type modulation doping, though several reports have demonstrated promising 

characteristics for laser performance. The n-type dopant (Si has commonly been used for 

InAs/InGaAs quantum dots) can be incorporated during several phases of the quantum dot 

growth, nucleation, assembly, or the self-limiting step. Inoue et al. reported preferential 

incorporation during the assembly step, with the electrical conductivity measured using 

conductive atomic force microscopy[102]. This study also reports an enhancement of almost 

five times the low temperature photoluminescence (PL) intensity in direct doped samples, 

and a reduction in quenching of this intensity with temperature, remaining double that of the 

undoped when measured at room temperature. 

In [10] similar observations in PL intensity and stability at room temperature were reported, 

in addition to indications of reduced nonradiative recombination due to the excess of 

electrons neutralizing electron trap recombination centers. Results from [112] suggest 

benefits of Si-doped InAs/GaAs quantum dots for application to solar cells concluding that 

the impurities assist strain relaxation and reduce possible nonradiative centers in addition to 

enhancing PL intensity. Others have observed benefits which apply directly to laser 

diodes[12], [103] and with Wang et al. describing improvements to the output power and the 

spectral width of InAs/GaAs quantum dot based superluminescent diodes[113]. Importantly, 

improvements in differential gain and the linewidth enhancement factor have been 

demonstrated in [52], with Inoue et al. suggesting precise incorporation of impurities is 
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possible through the direct doping technique[102]. To our best knowledge, no examples of 

measured or modelled n-type direct doped quantum dot EAMs have been reported, though 

correspondingly to p-modulation doping, it is an important consideration for monolithic 

integration of high performance externally modulated lasers. 

3.3.4 Quantum dot laser diodes 

Fully comparing the plethora of quantum dot laser diodes currently within the remits of 

research and development would be unnecessary for the scope of this thesis, however, 

outlining relevant performance metrics, and providing examples of work at the cutting edge 

is valuable. P-type modulation doped and n-type direct doped quantum dot lasers remain 

novel and have not yet reached commercial viability. There are 1310nm emitting InAs/GaAs 

quantum dot-based lasers available offering up to 2.5Gbps modulation capabilities from 

QDLaser, and another designed for continuous wave operation from Innolume GmbH.  

Gain, or the amplification of light is a useful metric for the material capabilities as a lasing 

cavity medium. Gain may be initially calculated as the material gain (described in chapter 2), 

the amplification exhibited from a material with a given set of parameters and a particular 

population inversion.  

 

Fig. 3.11 – Net modal gain for a variety of conditions. Absorption or loss shown under zero 

bias, transparency gain 𝐺𝑡𝑟𝑎𝑛𝑠, equal to 𝛼𝑖, threshold gain 𝐺𝑡ℎ equal to 0 cm-1, and ground 

state and first excited state dominated gain. 

However, in optically confining structures (wave-guides) only a fraction of the optical mode 

overlaps with this gain medium and so the optical confinement factor must be included to 

provide the modal gain.  Modal gain is significantly more relevant to real devices. It must be 

noted that the level of gain is also dependent on the cavity length, the number of quantum 

dot layers, and the internal optical loss 𝛼𝑖, so these should be kept consistent in 
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comparisons. The contributions to the net amount of gain generated under different 

conditions is demonstrated in fig. 3.11. 

Additionally, quantum dot lasers are especially desirable due to the increased confinement 

and so fully quantized energy states (see chapter 2) providing specific output wavelengths. 

However, it is important to note that the specific wavelength is reliant on the ground state 

mode of operation which can change to the excited state quickly in undoped lasers[49]. 

Maximov et al. demonstrated a ground state modal gain > 40 cm-1 for a ten-layer structure 

with an enhanced optical confinement factor through high Al concentration cladding 

layers[114]. In [115] a modal gain of > 50 cm-1 was measured with a nine-layer structure, and 

a modal gain of > 40 cm-1 for a seven-layer structure was reported in [116], though these 

showed poorer internal optical loss than in [114].      

The differential gain is also a valuable parameter for comparison of laser and amplifier 

structures. This describes the rate of change of modal gain with increasing injection current 

above transparency, in units of cm-1/mA. High differential gain can often signify reductions in 

the linewidth enhancement factor (depending on refractive index changes[47]) which can lead 

to low frequency chirp and signify an increased modulation bandwidth. In [47] Kim and 

Chuang have demonstrated enhancements in differential gain in p-modulation doped 

InAs/InGaAs quantum dot lasers through experimental measurements and a theoretical 

model. In [52] Qiu et al. found similar results for n-direct doped InAs/InGaAs, both operating 

around 1.3μm. Moreover, both studies suggested increased differential gain in doped 

quantum dots lead to improvements in the linewidth enhancement factor (LEF), the ratio of 

the difference between the real and imaginary parts of the refractive index, and the 

corresponding carrier density[117], which is often related through the differential gain and 

refractive index changes. The LEF can help determine the chirp, changes in the central 

output wavelength, in a pulsed signal. Reductions in the chirp are important for high speed 

modulation. 

Another important metric for quantifying laser performance is the threshold current density. 

This value describes the current flowing through a given cross section (length × width of 

stripe contact[118]) to achieve a quasi-Fermi level separation producing threshold gain (shown 

in fig. 3.11), or when gain matches the optical losses of a cavity[16], given in units of A/cm2. 

This is a more meaningful metric compared with the operating current, which is dependent 

on the device geometry and fabrication[118], though to be a sufficient description of a device, 

a knowledge of the structure and dimension is required[16]. Therefore it must be noted that 

threshold current 𝐼𝑡ℎ, and threshold current density 𝐽𝑡ℎ, can broadly be related by the cavity 

length 𝐿𝑐, and the contact width 𝑤, as shown in eq. 3.1.   

𝐽𝑡ℎ =
𝐼𝑡ℎ

𝐿𝑐𝑤
                                                                       (3.1) 
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Though a greater number of QD layers can be used to increase total gain this requires 

increased carrier injection to populate the excited state, therefore some key examples 

showing low threshold current densities utilize only a single layer of dots. In [119] an ultra-

low threshold current density of 32.5 A/cm2 is reported from continuous wave operation of a 

single layer of InAs quantum dots, with a 9.2mm cavity length and 20μm stripe width with 

uncoated facets. A threshold current density of 10.4 A/cm2 was measured by Deppe et al. in 

[120] for a single InAs quantum dot layer in a 1.6 cm-long cavity with a broad area device 

with 120μm wide stripe, with a very low internal loss of 0.25cm-1. Multi-layer structures 

providing increased modal gain will encounter higher threshold current densities. 

Nevertheless, Zhang et al. [11] showed a reduced threshold current densities in five-layer 

InAs/InGaAs quantum dot structures compared with equivalent unintentionally doped 

structures. Whereas, Smowton et al.[7] demonstrated that this may be compromised by 

increases in nonradiative recombination associated with p-modulation doping. 

3.3.5 Quantum dot electroabsorption modulators  

The QCSE responsible for operation in EAMs has been well characterised in undoped 

InAs/InGaAs QDs, demonstrating maximum Stark shifts (shown in fig. 3.12) and data rates 

of 20meV and 2.5 Gbps respectively[109]. A 3dB bandwidth of 3.3GHz with a voltage swing of 

0 to 6V, was demonstrated by Lin et al.[121].  

 

Fig. 3.12 – Quantum dot potential under (a) zero and (b) non-zero bias. Stark shift is 

calculated from the difference between the zero and non-zero biased transition energies, 

𝐸0𝑉 − 𝐸∅𝑉. With 𝐸1 and 𝐻1 the electron and hole ground state energies respectively. 

Malins et al. investigated electroabsorption as well as electrorefraction, observing a Stark 

shift of 15meV, but with ILs up to 21dB, and 0.001 refractive index change below the 

bandgap suggesting potential for electro-optic modulators[122]. ERs of 10dB for a voltage 

swing of 0 to 10V were originally measured by Nqo et al. in [111], with an ER and IL of 13dB 

𝐸0𝑉 𝐸∅𝑉 



 

50 
 

and 14.8dB subsequently measured in [123] for 10-layer structures in each study. Finally, Le 

Boulbar et al. characterised a near constant ER of 4.1dBmm-1 between 25 °C and 125 °C[124], 

suggesting temperature insensitivity across a wide range. 

 

To our best knowledge, only Mahoney et al. has directly compared measurements of the 

QCSE in undoped and p-modulation doped InAs/InGaAs quantum dot structures [13] (with 

updated results in [110]). A maximum ER of 12dBmm-1 was measured for a voltage swing of 

0 to 10V in the undoped structure, yet with the p-doped structure presenting up to three 

times the figure of merit (ER/IL) across a wide temperature range between 21 °C and         

100 °C. This was primarily attributed to carrier blocking reducing the level of depletion of 

electrons in the conduction band, and ultimately reducing the IL of the devices. Yet, there 

has not been a study modelling the QCSE in p-modulation doped InAs/InGaAs quantum 

dots, which will likely provide further insight not only on the characteristics of modulating 

devices but generally on the material system as a whole. 

 

The QCSE in n-type directly doped InAs/InGaAs quantum dots has not been studied. An 

understanding of the QCSE in p-modulation doped and n-direct doped QDs will be essential 

for monolithic integration of high performance EAMs with doped lasers. As the field expands, 

combining external modulation with optimised laser sources[111], will be critical to PIC 

development. 

 

3.3.6 Summary 

There are potentially major prospects for the study and understanding of both the operation 

of lasers and modulators with p-type modulation doping or n-type direct doping, and 

potentially the combined effects of both of these techniques. Due to the novelty and 

continued dispute over the benefits and trade-offs of these techniques, there is scope for 

studying how these effects manifest within real and simulated structures providing insight for 

the application to monolithically integrated devices. Furthermore, the performance metrics 

highlighted in the previous section will be used as tools for comparison in equivalent 

structures, maintaining device length, number of quantum dot layers, and considering 

internal optical losses, rather than defining a distinct specification.  



 

51 
 

Chapter 4 Surface-normal 

quantum well electroabsorption 

modulators 
This chapter describes the experimental procedure and results from transmission 

measurements of state of the art modulating retroreflector (MRR) devices from [2] and [3]. 

Further analysis outlines the characterization of the extinction ratio (ER), insertion loss (IL), 

and figure of merit (FoM) as a function of wavelength. Additionally, a transmission 

experiment is devised at a fixed wavelength of 1550nm across a 20ºC temperature range. 

Subsequently, variations in ER, IL, and FoM above room temperature at 1550nm are 

reported. Spectral measurements are then compared to the results of a semi-empirical 

modelling routine to corroborate methodology outlined in chapter 2. Utilizing these 

calculations, a novel quantum well (QW) structure is presented with predicted benefits in ER, 

IL, and FoM. The active region of the final epi-structure is reported with calculated strain 

compensation layers.  

4.1 State of the art devices 

The two state of the art electroabsorption modulators (EAMs) described here were 

developed in a collaboration between Airbus UK, the University of Oxford, and Research 

Institutes of Sweden (RISE). The epi-structure of the EAMs is shown in fig. 4.1. 

Device 1 was designed for UAV to ground communication[2], and device 2 was designed for 

inter-satellite applications[3]. Molecular beam epitaxy for both device wafers was conducted 

at IQE, with fabrication and packaging at RISE. Growth and device fabrication by IQE and 

RISE was completed prior to the electro-optic measurements completed by the candidate in 

this chapter. Each device had epitaxial designs similar to devices first reported by the United 

States Naval Research Laboratory (NRL)[57], as shown in fig. 4.1. The active region 

consisted of 80 repeating periods of coupled 6.4 nm In0.58GaAs quantum wells either side of 

a narrow 1.5 nm In0.43AlAs coupling layer, and separated by 4.8 nm In0.43AlAs barriers to 

prevent the formation of mini bands between adjacent periods. Devices 1 and 2 are 

distinguished by the size of EAM region and defined by individual pixel dimensions. 

Devices contained 36 pixels, with 1x1mm and 250x250μm pixels in devices 1 and 2 

respectively[2], [3]. This is shown with a scale of ≈10:1 in fig. 4.2. Gold bonding pads and wires 

are shown in fig. 4.2 with pixels as purple. 
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 50 nm p-type In0.53GaAs   

 1500 nm p-type In0.52AlAs  

 200 nm In0.52AlAs  

 

      80 

periods  

4.8 nm In0.43AlAs   

6.4 nm In0.58GaAs 

1.5 nm In0.43AlAs  

6.4 nm In0.58GaAs  

 50 nm In0.52AlAs  

 750 nm n-type In0.52AlAs  

 50 nm n-type In0.53GaAs  

  

Semi-insulating InP substrate 

 

 

Fig. 4.1 – Schematic diagram of state of the art epi-structure developed by RISE[73] following 

[57], p and n-type dopant concentrations are 3x1018cm-3. 

 

Fig. 4.2 – 10:1 scale schematic diagram of pixel layout, gold bond wire and pad design in                 

(a) device 1, and (b) device 2. 

Scale ≈ 10:1  

(a) (b) 

1.65 mm 

6.15 mm 

EAM 
Pixels 

Gold 
wires 

Gold bond 
pads 
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Device 1 required a 10MHz modulation bandwidth and a large field of view (FOV) to 

maintain communication during rapid movement of the UAV. Device 2 required a 100MHz 

modulation bandwidth or higher, though a significantly reduced FOV for satellite applications. 

The maximum modulation bandwidth was determined by the device time constant and 

primarily the capacitance 𝐶, given by eq. 1. With the equally thick depletion region 𝑑, the 

modulation frequency was determined by the pixel area 𝐴. 휀 was the dielectric constant. 

Device 1 was used here unless otherwise specified, as increased area improved 

transmission by simplifying optical alignment  

𝐶 =
𝜀𝐴

𝑑
                                                                                (1) 

Final devices were prepackaged on PCBs, as shown in fig 4.3, with drivers used for biasing 

the EAM pixels. External pins were used with insulation-displacement connectors to provide 

power to drivers, apply an electric field, and monitor approximate temperature. Drivers were 

connected via gold wires to bonding pads against the p-contact, with the n-contact pad 

etched through the active region of the EAM, as shown in fig. 4.3. Gold sputtering was used 

to fabricate the back mirror so devices could be operated as retroreflectors with optics 

assembled in front of the EAMs. 

 

Fig. 4.3 – Schematic diagram of fabricated EAM pixels mounted on PCBs, with the active 

region highlighted. 

Temperature was monitored by a voltage divider from a thermistor mounted proximally to the 

EAM pixels, with a voltage-temperature relationship shown in fig. 4.4.  
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Fig. 4.4 – Output voltage versus temperature of a NTC standard series thermistor from TDK 

electronics, with 5V bias.  

An NTC standard series thermistor from TDK electronics was used, with the temperature 

relationship provided from the Mouser data sheet. The voltage output from the divider, was 

then calculated by the ratio in eq. 2. The data in fig. 4.4 was provided by RISE. 

𝑉2 =
𝑉1𝑅𝑓𝑖𝑡

(𝑅𝑓𝑖𝑡+𝑅𝑟𝑒𝑓)
                                                                       (2) 

𝑉2 was the voltage output from the thermistor voltage divider, 𝑉1 was the potential difference 

across the voltage divider, which was set to 5V. 𝑅𝑓𝑖𝑡 was the fitted resistance at given 

temperature and 𝑅𝑟𝑒𝑓 was the reference resistance at 25ºC, equal to 10KΩ. This provided 

an approximate monitor for heating effects, though, there was likely a temperature gradient 

between the pixel and thermistor, in addition to some latency in the response. 

4.2 Experimental methodology 

An experiment to measure transmission as a function of wavelength was used to 

characterize the IL, ER, and FoM. Secondly, heating effects observed when the EAM was 

continuously biased, required a separate methodology considering temperature variation. 

Due to the back mirror incident light was reflected with a double pass through the EAM 

pixels. Characterization was conducted without cat’s-eye retroreflective optics to separate 

the beam path and necessary apparatus. 

4.2.1 Transmission measurements 

Transmission measurements as a function of wavelength were taken at a 90º angle between 

the incident and transmitted beam due to the back mirror reflection as shown in fig. 4.5. This 
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allowed for full characterization of IL, ER, and FoM. The experimental setup is shown in fig. 

4.5. 

Devices were illuminated by a M1550L3 31mW broadband infrared LED from Thorlabs, with 

a 1550nm center wavelength, and thermally stabilized output via a heat sink. The spectral 

response of the source is shown inset in fig. 4.5. The emission significantly diverged, so light 

was first captured with a Newport 10 x magnification microscope objective, then collimated 

with a biconvex spherical lens from Thorlabs with 1000 - 1700nm anti-reflection coating. 

Collimating lenses are represented with the stabilized source, shown in fig. 4.5.  

Two aspheric condenser lenses were used to focus the collimated light onto the EAM pixels 

then capture and focus the reflected light into a SMA-type multimode optical fiber connected 

to a spectrum analyser. By focusing the light to a smaller spot size on the pixels, reflections 

from the gold bonding area surrounding the EAM were significantly minimised.     

The device and the optical fiber were mounted on linear XYZ translation stages to optimise 

light focused on EAM pixels and coupled into the fiber prior to recording data. Device 1 was 

used due to its larger area, with device 2 demonstrating increased losses from scattering, 

reflection, and fiber coupling. Biasing pins were connected to a dual channel power supply 

providing 5V board power, and a variable EAM bias. A second dual channel power supply 

was used to bias the thermistor voltage divider circuit, with the output shown on a multimeter 

to observe sufficient cooling time between measurements. 

 

Fig. 4.5 – Schematic diagram of experimental apparatus for measurement of transmission as 

a function of wavelength. 
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The optical fiber was connected to a Yokogawa AQ6370 spectrum analyser providing power 

measurements as a function of wavelength with a resolution of 0.02nm. The spectrum 

analyser’s internal chopper was used during measurements. This minimised stray light from 

the monochromator within the spectrum analyser, and reduced noise in the measured signal. 

The sample was replaced by a silver mirror to measure the spectral response of the 

broadband IR LED across the same optical path length. 

Background measurements were taken with the LED covered, prior to measuring the 

spectral response of the LED which provided the incident power on the sample. The spectral 

response was recorded before and after recording sample measurements though no 

significant change in incident power was observed. The mirror was replaced by the sample 

and the XYZ stage position re-optimised. Transmission measurements with a double pass 

through the sample were taken with 1V reverse bias increment steps between 0V and 7V. 

Though 7V was the maximum voltage able to be supplied to the pixels, 6V operating voltage 

was quoted in the literature[57], [73]. RISE found a voltage drop between the pins and the 

pixels.  

The drivers drew currents of up to 1A, heating the devices. To mitigate this, the thermistor 

was monitored and allowed to return to its initial temperature between subsequent 

measurements, with a fan behind the EAM pixels to assist heat dissipation. The full scan 

time of the spectrum analyser for wavelength range 1400nm to 1700nm was only ≈ 2.5s, and 

could be reduced by lowering the wavelength resolution to 1nm, though some broadening 

effects were still expected from the heating of the pixels. Measurements were repeated five 

times for each reverse bias voltage to calculate errors as the range from the mean. The 

transmittance 𝑇, was then calculated using eq. 3.  

𝑇 =
𝑃𝑡

𝑃𝑖
                                                                     (3) 

Where 𝑃𝑡 was the transmitted power and 𝑃𝑖 the incident power. The absorbance was then 

calculated using eq. 4. 

𝐴 = − log10 (
𝑃𝑡

𝑃𝑖
)                                                           (4) 

The IL and ER were then calculated in eq. 5 and 6 in units of decibels.  

𝐼𝐿 = −10 log10(𝑇𝑂𝑁)                                                     (5) 

𝐸𝑅 = −10 log10 (
𝑇𝑂𝑁

𝑇𝑂𝐹𝐹
)                                                    (6) 

𝑇𝑂𝐹𝐹 was the transmittance when the device was operated for minimum transmission 

(equating to an OFF in the modulated signal) and 𝑇𝑂𝑁 was the value of the transmittance 



 

57 
 

when the device was operated for the maximum transmission (equating to an ON in a 

modulated signal). Finally, the FoM was the ratio between ER and IL. 

4.2.2 Temperature measurements 

Due to the current drawn by the pixel drivers and noticeable effects of heating, a second 

experiment was set up to analyse the relationship between temperature, ER, IL, and FoM at 

1550nm. The apparatus is shown in fig. 5.6. A LDM1550 compact 1550nm laser diode 

module from Thorlabs was used to illuminate the pixels. Biconvex lenses were used to focus 

the laser beam onto the pixels and then the active area of a Thorlabs DET20C biased 

InGaAs photodetector. Current generated at the photodetector was output to a 

transimpedance amplifier with 200μA/V sensitivity, then input to the first channel of a 

Tektronix 2014c oscilloscope. The thermistor output was connected to the second channel of 

the oscilloscope, with data from both channels synchronously recorded by a data acquisition 

script written in Python taking the mean of the trace every second. The incident power was 

measured before and after by replacing the sample with a silver mirror. No significant 

changes were observed in the output power of the laser diode module during the 

experiment. The incident power was calculated from the measured voltage at the 

photodetector (4.95V), with a 500μA/V transimpedance amplifier sensitivity. A responsivity of 

0.95 from the photodetector datasheet, resulted in a 2.4mW incident power.   

 

Fig. 4.6 – Schematic diagram of experimental apparatus for measuring transmittance at 

1550nm as a function of temperature and reverse bias. 

Photodetector voltage and temperature were recorded unbiased prior to each applied 

reverse bias from 1V to 6V in 1V increments. Measurements were taken as a function of 

time until the trace stabilized showing when the temperature of the pixels had equalized. 

Subsequently, the reverse bias was removed and data acquisition continued until 

photodetector voltage and temperature readings returned to initial values. The procedure 
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was repeated with errors calculated as the standard deviation. Transmission as a function of 

both reverse bias and temperature was calculated at 1550nm. Further analysis provided the 

dependence of the ER, IL, and FoM with temperature. 

4.3 Experimental results 

In this section, measurements of transmission as a function of wavelength and electric field 

are reported with absorbance, ER, IL, and the FoM, analysed over a spectral range of 1450-

1650nm. Subsequently, measurements of transmission at a wavelength of 1550nm, as a 

function of temperature and electric field are reported, with absorbance, ER, IL, and the FoM 

calculated between 20-40ºC. Finally, the results and possible implications are discussed. 

4.3.1 Transmission results 

The measured transmitted power is shown in fig. 4.7 with a 0-7V reverse bias and incident 

power 𝑃𝑖, of the LED. The units of power are nano-watts due to the low power from the 

broadband LED and additional losses from free space transmission, reflection, and coupling. 

This initially produced a poor signal to noise ratio (SNR) particularly at the edges of the LED 

spectrum as shown in fig. 4.5. This was mitigated by averaging five samples at each 

wavelength step during the measurement, and subtracting a background measurement. The 

resulting signals are shown in fig. 4.7 with good SNR up to 1650nm. 

Repeated measurements allowed the derivation of errors in the data, taking the mean 

averages of five measurements, the minima, and the maxima. Finally, a Butterworth filter 

from the scipy signal processing library was implemented to provide final spectra.  

 

Fig. 4.7 – Incident and transmitted power measured as a function of wavelength. 

Transmitted power offset in the inset. Filtered signal shown by dashed line. 
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The inset of fig. 4.7 has been offset for clarity. In fig. 4.7, a shift in the peak transmitted 

power and alteration to the shape of the spectral response with increased reverse bias, is 

indicative of the QCSE. This was attributed to a shift in the band edge of the EAM under 

increasing applied electric field. Reduced definition in the spectra is attributed predominantly 

to a reduction in the wavefuntion overlap, as well as broadening from the applied electric 

field and temperature increases during the measurement. 

Device 2 was measured following the same methodology, though the SNR was significantly 

poorer due to the active area of the device. Though the shape of the transmission spectrum 

was similar, heating occurred significantly faster. This caused more broadening of the 

spectrum and therefore was not included in this section. 

The shift in band edge was also shown when calculated as transmittance in fig. 4.8, with 

reductions near 1515nm and 1565nm, and increases at 1540nm as the reverse bias voltage 

was increased. The reductions were attributed to the variation in wavefunction overlap and 

redshifting of allowed, and previously forbidden transitions in the coupled quantum wells 

(CQWs)  consistent with [71], [72], [125].  

Measurements reported in [3], [57], [73] included temperature control, whereas the change 

in temperature during the measurement here may have caused additional broadening. This 

effect has negative implications for low SWaP aerospace applications and will be discussed 

in subsequent sections. 

 

Fig. 4.8 – Filtered transmittance measurements under 0V – 7V reverse bias. Original 

(shaded) and filtered (dashed) signal is shown offset in the inset. 

The absorbance was calculated using eq. 4 and is shown in fig. 4.9. A minimum absorbance 

of around 0.57 is attributed partly to losses when measuring the EAMs as discussed in 

section 4.2.1, though it is indicative of high IL. The absorbance was subtracted by the 
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minimum value of 0.57 in fig 4.10 for subsequent comparison with calculated modelled data. 

This reduced the offset of minimum absorbance to zero, and will be discussed in following 

sections. 

 

Fig. 4.9 – Filtered absorbance measurements under 0V – 7V reverse bias. Original (shaded) 

and filtered (dashed) signal shown offset in the inset. 

Fig. 4.9 and 4.10 show excitonic resonance peaks for ground state and first excited heavy 

hole to electron transitions (E1-HH1 and E2-HH2) under zero bias, around 1525nm and 

1485nm respectively. There is a redshift and reduction in magnitude of this ground state 

peak with increasing reverse bias visible in the inset, with an increase in absorbance around 

1565nm. A forbidden transition is evident at 1520nm under increasing reverse bias. The 

redshifting of the E2-HH2 transition and appearance of the E1-HH2 transition increases the 

magnitude of absorbance at 1520nm. This may give the illusion of excitons encroaching on 

each other, through redshifting of one and blue shifting of the other. However this is because 

of a redshift and a strong reduction in overlap of the E1-HH1 transition, which can be seen at 

1575nm, accompanied by an increase in the E1-HH2 overlap. The ambient temperature was 

measured as ≈ 20ºC, with excitons still distinct up to 25ºC, which is suggestive of high 

exciton binding energies and weak phonon-electron coupling[126]. 



 

61 
 

 

Fig. 4.10 – Offset filtered absorbance measurements of device 1 under 0V – 7V reverse 

bias. Original (shaded) and filtered (dashed) signal shown offset in the inset. 

Fig. 4.11 shows the unbiased absorbance and under 3V and 6V reverse bias with minimum 

absorbance subtracted. Fig. 4.12 shows the subsequently calculated ERs. A peak ER of 

1.45dB is shown at 1508nm in fig 4.12 corresponding to the appearance of the forbidden E1-

HH2 transition evident in fig. 4.11. This appears to be the most significant peak, though it 

occurs at a wavelength with significantly higher absorbance and thus IL. There is a second 

peak of 0.57dB at 1532nm, and third lower peak of 0.51dB at 1565nm, shown in fig. 4.12.  

The second and third peaks may be lowered due to additional broadening from temperature 

increases during the measurement. The second and third peaks are limited by the precise 

movement of the bound states and reliant on a narrow region of the absorbance spectrum 

shown in fig. 4.11. Whereas, the peak at 1508nm, occurs across a broader region of the 

spectrum. Quintana et al. reported a contrast ratio of 1.25:1 (≈0.97dB) occurring at 1540nm 

whilst employing temperature control[127], which may correspond to the redshifted peak of 

0.51dB at 1565nm. 
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Fig. 4.11 – Offset absorbance measured under 0V, 3V, and 6V reverse bias. 

 

Fig. 4.12 – Extinction ratio under 0V, 3V, and 6V reverse bias. 

The IL, calculated from data shown in fig. 4.9, was 7.34dB at 1550nm. An IL of 9.17dB 

corresponded to the 0.57dB ER peak at 1532nm. At 1532nm, a FoM of 0.062 was 

calculated. This is comparable to the FoM reported in [127], with ER of 0.97dB and IL of 

11.5dB, with a calculated FoM of 0.082 obtained at 1540nm under a 6V reverse bias. This 

reduction in the FoM is attributed to broadening from increased temperature during the 

measurement and may also be indicative of a voltage drop between the drivers and pixels 

giving a reduction in the applied electric field.    
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Fig. 4.13 – Normalized IL from 0V absorbance measurement. 

The IL, with minimum equated to zero, is shown in fig. 4.13, with a value of 2.1dB at 

1550nm. This adjusted spectrum was used to calculate the FoM, for the purpose of 

subsequent comparison with model results. The FoM was calculated under 3V and 6V 

reverse bias, shown in fig. 4.14. Under 6V reverse bias peaks of 0.2 and 0.16 were observed 

at 1510nm and 1535nm respectively. An additional peak in the FoM of 0.18 is shown at 

1565nm. Nonetheless, these results highlight the importance of heat dissipation for these 

devices, which may be impractical as stricter SWaP requirements for the payload are 

employed.  

 

Fig. 4.14 – FoM under 3V and 6V reverse bias.  
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4.3.2 Temperature Results 

Measurements of transmittance as a function of temperature and reverse bias voltage at a 

single wavelength of 1550nm were taken following the methodology outlined in section 4.2.2. 

A maximum temperature increase of 15ºC was observed. As in [127], consideration of the 

impact of temperature was necessary for aerospace applications with -100ºC to       100 ºC 

temperature ranges. 

The voltage outputs of the thermistor and the photodetector were recorded simultaneously, 

though we only report the temperature here, as shown in fig. 4.15, with the voltage referring 

to the photodetector response. The voltage response from the photodetector is shown in         

fig. 4.16 with the data offset for clarity.  

For each measurement, the EAM was initially unbiased for around 10 seconds from           

time = 0 in fig 4.15 and 4.16, to establish initial conditions. After time = 10s a reverse bias 

was applied and the current drawn by the drivers heated the EAM. The current drawn under 

each reverse bias is shown in table. 4.1, and indicated the magnitude of the heating. This is 

shown in fig. 4.15 by the rate of temperature increase for each measurement. 

Table 4.1 – Current drawn by pixel drivers under applied reverse bias voltages. 

Reverse bias voltage / V Driver current / A 

1 0.00 

2 0.13 

3 0.67 

4 0.80 

5 0.88 

6 0.97 

 

Fig 4.15 shows the increase in temperature as current is drawn by the drivers. With 

comparison to fig. 4.16, the voltage response from the photodetector was monitored across 

a temperature range under each reverse bias at 1550nm. 

The reverse bias was removed when the temperature appeared to stabilize. This removed 

the current supply and the EAM was allowed to cool to the initial temperature. Therefore, for 

each measurement an equal temperature range both under reverse bias and unbiased was 

recorded.   
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Measurements were taken for both devices with similar trends in the outcomes, though 

results from device 2 are presented here, as the smaller pixel size had a more significant 

response to the temperature change. 

 

Fig. 4.15 – Thermistor equivalent temperature versus time elapsed, with bias removed at 

peak in temperature. 

 

Fig. 4.16 – Photodetector voltage for each applied reverse bias offset from 1V.  

The photodetector voltage response in fig. 4.16 showed differing relationships between 

measurements while the reverse bias was applied. This difference was attributed to the 

temperature effects as well as differences in the QCSE due to the magnitude of the electric 

field. There were clear correlations during the final part of the measurement, once the bias 

was removed, with all measurements experiencing only heating effects over different 
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temperature ranges. Under a 1V reverse bias effects were negligible with no current drawn 

and very little electric field applied across the EAM.  

The unbiased and biased parts of the photodetector voltage response in fig. 4.16 were 

decoupled and compared as a function of temperature, shown in fig. 4.17 and 4.18 

respectively. As mentioned in section 4.2.2 errors were calculated from the standard 

deviation of repeated measurements, and spline functions were used to fit the data to assist 

with interpolation. Points are shown in red if not within error of the spline function. Fig 4.17 

shows consistency between the unbiased measurements, with a maximum temperature of 

39.8ºC when under 6V reverse bias. 6V data was used in further analysis providing the 

greatest temperature range, and the optimum mode of operation suggested by RISE. There 

was an ambient temperature of 26.4ºC during these measurements. 

 

Fig. 4.17 – Photodetector voltage response as a function of temperature under 0V reverse 

bias with splines fitted for interpolation. Labels refer to reverse voltage applied during 

measurement. 
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Fig. 4.18 – Photodetector voltage for transmitted signal versus temperature under each 

applied reverse bias (before reverse bias was removed), with splines fitted for interpolation. 

The changes observed in fig. 4.17 are attributed to a reduction in the band gap, increased 

homogeneous broadening, and a reduction in the exciton binding energy associated only 

with temperature changes. Fig. 4.18 showed the photodetector voltage response as a 

function of temperature and reverse bias. The data in Fig. 4.18 show evidence of the same 

temperature changes in addition to varying strengths of the QCSE, dependent on the 

magnitude of the applied reverse bias. This showed variation between each reverse bias 

due to temperature and electric field induced effects as reported in [126], [128], [129]. 

The oscillatory behavior was attributed to band gap reduction, increased homogeneous 

broadening, and a reduction in the exciton binding energy in addition to Stark effects, 

including the appearance of forbidden transitions. These caused increases and decreases in 

the absorbance of the EAM at 1550nm, depending on the position and magnitudes of the 

relevant excitons. The absorbance (shown in fig. 4.19) was calculated using eq. 4, with the 

incident power of the laser measured by replacing the EAM with a mirror. Unbiased 

absorbance and under a 6V reverse bias was calculated as a function of temperature in fig. 

4.19.  
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Fig. 4.19 – Absorbance as a function of temperature under 0V and 6V reverse bias. 

An overall increase in absorbance was observed in fig. 4.19, with similar oscillatory 

behaviour to the photodetector voltage response in fig. 4.17 and 4.18. This upward trend is 

attributed to shrinking of the band gap, redshifting the absorption edge and generally 

increasing absorption. 

The ER between 6V and unbiased absorbance, as a function of temperature is shown in fig. 

4.20, calculated using eq. 6. Over < 2ºC at the thermistor, the ER may be reduced to zero, 

making the EAM totally ineffectual. The reduced ER occurs at points where the 6V biased 

and 0V unbiased absorbance data intersect in fig. 4.19.  

 

Fig. 4.20 – Extinction ratio as a function of temperature under 0V and 6V reverse bias. 
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At these intersections, for a given temperature, the QCSE may cause no difference in 6V 

biased and 0V unbiased absorbance at 1550nm. The ER at 31ºC is nearly double that 

measured in fig. 4.12. 

The IL is shown in fig. 4.21. The IL tends to increase with temperature which is indicative of 

band gap reduction and increased broadening, following the absorbance in fig. 4.19. The 

fluctuations in IL, which can vary by 0.65dB over only a 2ºC temperature change, can be 

attributed to the shift in exciton resonance, caused by both reduction of the band gap and 

the exciton binding energy.   

 

Fig. 4.21 – Insertion loss as a function of temperature under 0V reverse bias. 

The FoM is shown in fig. 4.22. The FoM is dependent on the highly fluctuating IL and ER. 

There is a peak in FoM occurring at 31ºC, where the high ER and low IL coincide. There is 

consistent oscillatory behavior in the FoM, with an increased number of minima resulting 

from intersections in the unbiased and 6V reverse biased absorbance spectra, and the 

fluctuating ER and IL. 

Under reverse bias, the temperature effects are accompanied by the QCSE, with a similar 

increasing trend, but additional shifts due to electrostatic effects. This is due to the electric 

field deformation on the band structure leading to redshifted symmetric transitions, and the 

appearance of antisymmetric, forbidden transitions. Intersections between biased and 

unbiased absorption at 1550nm reduce the ER to zero making the EAM ineffectual. 
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Fig. 4.22 – Figure of merit as a function of temperature under a 6V reverse bias swing. 

Though this appears to occur over a 15ºC temperature range, the large variation in IL and 

ER signify a much greater temperature variation, with a peak ER temperature shift of 

0.7nm/ºC measured in [127]. This may be caused by poor thermal contact between the 

thermistor and the EAM. Nevertheless, for aerospace applications, a temperature range of -

100ºC to 100ºC is desirable, though this is unrealistic without external temperature control, 

unless the reliance on closely spaced and forbidden transitions can be eliminated. 

4.4 Computational modelling 

To understand the limitations and improvements possible by changing the epi-structure of 

the state of the art devices in [2], [4], [57], [73], a modelling approach following the theory 

outlined in chapter 2 was employed. Full device band structure calculations via a 

Schrödinger-Poisson-current continuity solver from Nextnano, with a single band effective 

mass approximation were used to calculate band alignment, bound energy levels, and 

wavefunctions. An externally applied static electric field was simulated through a potential 

difference across the structure to calculate the QCSE. The absorbance was then calculated 

using equations outlined by Chuang[15], [17]. Subsequently, the fraction of light absorbed, 𝛾𝑤𝑒𝑙𝑙 

described by blood[16] was calculated for comparison with proposed alternative epi-

structures. 

4.4.1 Band structure calculations 

Band diagrams were determined for the epi-structure shown in fig. 4.1. Full device band 

diagrams under 0V and 6V reverse bias are shown in fig. 4.23 and 4.24. The detail of the 

band diagrams under 0V and 6V for a single CQW period are shown in fig. 4.25 and 4.26, 

with relevant bound energy states and wavefunctions. Bound energy states and 

wavefunctions were compared for QWs at the center of the structure, and adjacent to the p-
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type and n-type cladding respectively, to approximate inhomogeneous broadening caused 

by variations in the electric field across the structure. 



 

 
 

7
2
 

 

Fig. 4.23 – Full device band structure unbiased calculated for CQW slab structure, with three periods shown in the inset.
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Fig. 4.24 – Full device band structure under 6V reverse bias calculated for CQW slab structure, with three periods shown in the inset.
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Fig. 4.23 shows the full unbiased band diagram. In fig. 4.23 there is strong uniformity in the 

potential near the center of the intrinsic region, with less uniformity adjacent to the n-side 

and p-side cladding shown through band bending. The biased band diagram is shown in fig 

4.24, with the potential across the intrinsic region showing higher uniformity with the 

conduction band almost fully depleted, based on the relative positions of the quasi-Fermi 

levels. Comparing the insets in fig 4.23 and 4.24, there is an increase in the slope of the 

CQWs due to the electrostatic potential causing the QCSE. 

Fig. 4.25 shows an unbiased CQW. Coupling between carriers through the 1.5nm barrier in 

the unbiased structure, show the wavefunctions distorted away from a symmetrical solution, 

as described in [71], [72], [125]. There is initially strong overlap between the first light hole 

and electron wavefunctions, though the overlap between the E1-HH1 wavefunctions is only 

around 50%. This is due to the higher effective mass of the heavy hole reducing tunnelling 

through the barrier. 

 

Fig. 4.25 – Band diagram for CQW under zero reverse bias with ground state electron, 

heavy and light hole bound states and wavefunctions. 

Fig. 4.26 shows the CQW band structure under 6V reverse bias. The electron and heavy 

hole first excited states are shown here to demonstrate the increase in wavefunction overlap 

with the ground states. The HH1 wavefunction is now almost completely confined in the left 

hand side well with high overlap with E2. Additionally, the HH2 wavefunction overlaps 

strongly with the E1, leading to high absorption from nominally forbidden transitions E1-HH2 

and E2-HH1. In fig. 4.26 the energy levels have been shifted for visual clarity, however, HH1 

and HH2 are very closely spaced. There are similar effects for the light hole. Yet, the effects 

of the light hole are less distinct than the heavy hole, as the lower effective mass enhances 

the tunnelling and occupation in adjacent wells (similarly to the electron) so overlap varies 
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less. Additionally, light hole-electron transitions absorb at higher photon energies and have a 

lower absorption magnitude near the band edge. Hence, the light hole absorption 

contributes less to the observed QCSE in these structures. 

 

Fig. 4.26 – Band diagram for CQW under 6V reverse bias with ground and first excited 

electron and heavy hole bound states and wavefunctions. Excited states are shifted in 

energy for clarity. 

4.4.2 Absorption calculations 

To calculate absorbance with comparison to measurements, equations derived by Chuang’s 

exciton Green’s function method[15], [130] and Beer’s Law (described in chapter 2) with outputs 

from the band structure calculations are used. Material parameters are based on those in 

Vurgaftman and Meyer[23]. Calculated exciton Rydberg energies and Bohr radii for heavy and 

light holes respectively are shown in table. 4.2. The heavy hole excitons are significantly 

stronger due to a lower exciton Bohr radius, and the higher exciton Rydberg energy results 

in a greater exciton binding energy.  

Table 4.2 – Exciton Rydberg energies and Bohr radii used in absorption calculation for state 

of the art EAM. 

Parameter Value 

Heavy hole exciton Rydberg energy / 𝑅𝑦 5.02 𝑚𝑒𝑉 

Light hole exciton Rydberg energy / 𝑅𝑦 3.62 𝑚𝑒𝑉 

Heavy hole exciton Bohr radius / 𝑎0 17.9 nm 

Light hole exciton Bohr radius / 𝑎0 24.9 nm 
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Comparison between measurements are made with an offset for minimum absorbance 

equated to zero, as described in section 4.3.1. Calculated absorbance with comparison to 

unbiased, and under 3V and 6V reverse bias experimental data is shown in fig. 4.27, 4.28, 

and 4.29. The model matched the experimental data well when unbiased at 20ºC. Under 

applied reverse bias some differences between experimental and calculated data were 

initially observed, which were attributed to changes in the temperature during the 

measurement and a lower electric field strength supplied to the EAM than expected. In fig 

4.28, calculations under 2V reverse bias and a temperature of 22ºC, consistent with the 

estimated temperature increase during the measurement. In fig 4.29, a 4V reverse bias and 

a temperature of 24ºC, consistent with the temperature increase during the measurement, 

were used. This corresponded to electric field strengths of 14.2KV/cm and 24.3KV/cm, for 

3V and 6V reverse bias measurements respectively, and demonstrates the expected voltage 

drop between supply and the pixels, as observed by RISE.  

The exciton binding energy was used as a fitting parameter aligning the E1-HH1 exciton to 

the experimental data in fig. 4.27. This was equal to 2.8𝑅𝑦 (with the calculated exciton 

Rydberg energy shown in table 4.2), falling between the 3D and 2D exciton binding 

energies, 𝑅𝑦 and 4𝑅𝑦 respectively, similarly to [130]. This is referred to as quasi-2D excitonic 

behavior which is expected in QWs above room temperature[17]. 

 

Fig. 4.27 – Modelled unbiased absorbance compared to measurement at 20ºC. 

The exciton resonance peak positions and magnitudes are captured well by the model, with 

the E1-HH1 magnitude very close to the mean of the measured values. The absorption tail is 

also well represented, with the measurement reducing below zero above 1625nm. As 

discussed, this is due to significant degradation in the SNR due to the lowering of spectral 

response from the IR-LED at these wavelengths. 
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In fig. 4.28, there are some departures from the model at the shortest and longest 

wavelengths, similarly, due to SNR. Band edge absorption is well predicted using the 

corrected electric field strength. Under this reverse bias, the overlap in E1-HH1 and E1-HH2 

transitions are decreasing and increasing respectively, resulting in broadening of the 

absorption edge. The E1-HH1 transition has redshifted to near 1550nm with the 

wavefunction overlap reduced by a factor of two.  

 

Fig. 4.28 – Absorbance modelled under 2V reverse bias compared to 3V measurement at 

22ºC. 

 

Fig. 4.29 – Absorbance modelled under 4V reverse bias compared to 6V measurement at 

22ºC. 

In fig. 4.29, the absorption edge is well modelled with the electric field strength correction, 

where departures between experimental and calculated data at longer and shorter 
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wavelengths are again attributed to the SNR. Under 4V reverse bias, the E1-HH1 overlap 

has significantly decreased and redshifted to around 1565nm, which is captured well by the 

model. The E1-HH2 and E2-HH1 are more strongly overlapping and providing peaks in 

absorbance between 1510nm and 1530nm. 

Fig. 4.30 shows the calculated absorbance with electric field corrections for unbiased, 3V, 

and 6V reverse biased data. The redshift in the E1-HH1 with increasing reverse bias is 

shown at the absorption edge, with the magnitude reducing dramatically with the 

wavefunction overlap.  

 

Fig. 4.30 – Calculated absorbance spectra under 0V, 2V, and 4V reverse bias with 

measurement temperatures.  

 

Fig. 4.31 – Calculated absorbance spectra under 0V, 2V, and 4V reverse bias at 20ºC. 
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The calculation was repeated at 20ºC, assuming no variation in temperature under different 

reverse bias, with absorbance shown in fig. 4.31. The absorbance calculated at 20ºC, shown 

in fig 4.31, has only subtle differences. The most predominant difference at 20ºC is the 

reduction in redshift at the absorption edge. This can be seen from the increased separation 

between curves at 1540nm in fig. 4.31, in comparison to fig. 4.30. There is also reduced 

separation between the unbiased absorption tail and the decreasing E1-HH1 transition under 

a 4V reverse bias, shown in fig. 4.31. The ER was calculated with electric field strength and 

temperature corrections and shown in fig 4.32. 

 

Fig. 4.32 – Calculated extinction ratio under 0V, 2V, and 4V reverse bias, with measurement 

temperatures. 

 

Fig. 4.33 – Calculated extinction ratio under 0V, 2V, and 4V reverse bias at 20ºC. 
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Fig 4.32 shows a similarly measured ER peak of just over 0.5dB at 1532nm, with a slightly 

underestimated ER peak just above 1dB at 1508nm. Fig. 4.33 shows the ER calculated at 

20ºC but under the same reverse bias conditions as fig. 4.32. The ratio has been inverted in 

fig. 4.33 making the highest ER peak positive in fig. 4.33. Comparing fig. 4.32 to fig 4.33, a 

higher ER is shown if the temperature is maintained at 20ºC across all reverse bias 

conditions. Therefore, if temperature stabilisation was employed to maintain the material at 

20ºC improved performance could be achieved.  

Fig. 4.33 shows a strong ER peak of 1.27dB at 1530nm at 20 ºC. This is consistent with the 

0.97dB ER measured at 1540nm by the University of Oxford[127] at 23ºC. This peak occurs 

from the separation in the declining overlap and redshifting E1-HH1 transition and increasing 

overlap of the E1-HH2 transition. Comparing fig. 4.32 and 4.33, this ER peak is significantly 

degraded over a 4ºC temperature increase, which is not appropriate for any practical 

application. This appears to be due to a narrow part of the spectrum responsible for the 

QCSE, with reliance on very closely spaced and forbidden transitions. Additionally, the ER 

dependence on precise redshifting and overlap changes of closely spaced transition 

energies will be more sensitive to growth induced variations and defects. 

Fig. 4.34 shows the optical IL calculated from the unbiased absorbance. At 1550nm there is 

a 2.2dB IL, which is consistent with the offset IL in fig. 4.13. This is combined with the ER in 

4.32 to model the FoM measured in section 4.3.1. The calculated FoM is shown in              

fig. 4.35. 

 

Fig. 4.34 – Calculated IL from unbiased absorbance. 1550nm operating wavelength is 

shown by vertical dashed line. 



 

81 
 

The FoM, shown in fig. 4.35 is consistent with the measurement in fig. 4.14, with only some 

minor departures attributed to the low SNR in the experimental data at the shortest and 

longest wavelengths. FoMs of almost 0.2 for relevant wavelengths are shown in fig 4.35.  

 

Fig. 4.35 – Calculated figure of merit under 0V, 2V, and 4V reverse bias, with measurement 

temperatures. 

Fig. 4.36 shows the unbiased FoM and under 2V and 4V reverse bias calculated at 20ºC. A 

significant effect of maintaining constant temperature is the reduction in the large FoM at 

1575nm, which is caused by the additional temperature induced redshift of the E1-HH1 

transition. There is a larger peak FoM of 0.3 at 1535nm, highlighting the degradation due to 

an apparent temperature increase of 4ºC. 

 

Fig. 4.36 – Calculated figure of merit under 0V, 2V, and 4V reverse bias at 20ºC. 
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4.5 Novel epi-structures 

The limitations observed in the previous sections highlight the necessity for the design of 

new epi-structures. CQWs display a strong dependence on closely spaced and forbidden 

transitions requiring a high degree of temperature control for successful operation. The 

system would only function at specific wavelengths which may lead to declining performance 

with broadening caused by well width fluctuations and defects incurred during growth.  

Further, operation is strongly limited by the magnitude of IL arising from high overlap 

between wavefunctions. Though a strong QCSE has been identified in CQWs[71], for long 

distance outdoor data links this may not be the optimal approach. Due to the narrow 

operating regions and intersections observed between unbiased and biased absorbance 

spectra it may be necessary to continually invert corresponding 1 or 0 signals, as shown by 

the nodes in the ER spectra in fig. 4.20. Additionally, at room temperature, a 0 signal can 

correspond to unbiased operation, whereas it may be energetically favourable to allow for 

maximum transmission or a 1 signal when the EAM is not consuming power.    

Reductions in IL and increases in ER will yield benefits in performance, however, particular 

attention to the positioning and movement of energy levels may offer benefits and flexibility 

for operation in long distance FSO data links, in a variety of environments. To analyse the 

potential of new structures, materials, compositions, band alignment, and quantum well 

dimensions, will be used as design parameters.  

4.5.1 Material selection 

Evaluating the limitations observed through measurement and modelling of the current state 

of the art structures was used as a starting point for selecting relevant materials for novel 

epi-structures. FSO demands operational wavelengths of 1550nm (or C-band) so few 

material combinations are appropriate. Generally, InP-based devices are used at this 

wavelength, and improvements may still be possible through variation of the composition 

and dimension of existing CQWs.  

GaAs-based devices have been shown for use in the O-band with alloys including InGaAs-

GaAsSb showing potential[131]–[133]. However additional alloying (to form quaternaries) or 

dilute incorporation of nitrides, bismides, or phosphides are required to extend operation to 

1550nm[134]–[136]. A significant benefit of considering InGaAs-GaAsSb QWs is the type-II band 

alignment, resulting in spatial separation of electrons and holes within different layers. This 

acts to reduce the wavefunction overlap and IL, provided a significant QCSE can still be 

achieved.   

InGaAs-GaAsSb can be grown on InP substrates and if strain balancing is incorporated 

because of the large number of quantum well periods expected for this application. This has 

been shown in type-II superlattice photodetectors[137]. Therefore, we considered altering 
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existing CQWs, and InGaAs-GaAsSb type-II QWs on both GaAs and InP substrates with 

strain compensation.  

4.5.2 Quantum well dimension & composition 

To explore potential geometries, unbiased band structure calculations were conducted for 

state of the art CQWs, and InGaAs-GaAsSb on GaAs and InP substrates with variation of 

the composition and QW dimensions. The cut-off wavelength, equivalent to the ground state 

transition energy and the corresponding wavefunction overlap was evaluated. This is shown 

in fig. 4.37-4.42 with the 1550nm cut-off displayed as a contour. Specific composition and 

dimension ranges were selected to prioritise regions displaying the 1550nm operating      

cut-off from initial calculations. Fewer suitable regions were identified for the GaAs-based 

structures without very thick well dimensions, further reducing the energy level separation. 

For consistency, structures were calculated maintaining equal intrinsic thickness to the state 

of the art p-i-n device. P-type and n-type dopant concentrations were kept constant so the 

built-in electric field was preserved in all calculations. Strain balancing would likely be 

necessary and suitable combinations could then be specifically tuned using barrier materials. 

For InP-based structures InAlAs could be used for strain compensation[30], [138], [139], and 

GaInP or GaAsP for GaAs-based structures[31], [32], [140]. 

The wavefunction overlap was calculated to indicate suitability of the structure for low IL. If 

the wavefunction overlap was too high, the IL would remain high. However, if the 

wavefunction overlap was too low, the confinement between carriers may inhibit appreciable 

QCSE. The cut-off wavelength provided an estimate of the operational wavelength, 

corresponding first interband transition, where the greatest changes in electroabsorption will 

occur. However, the exciton binding energy will cause resonance at wavelengths greater 

than this value, and would require further evaluation after appropriate structures were 

identified. 

The analysis of variation in the state of the art CQW structures is shown in fig. 4.37 and 

4.38, with the 1550nm contour across all combinations, yet, the overlap remaining high, 

indicating strong type-I band alignment. This suggested limited reductions in the IL would be 

achievable. Considering the band diagrams themselves, another limitation was the closely 

spaced and forbidden transitions. To reduce this it is possible to reduce the thickness of the 

hole confining layer to increase separation between the states. Due to the strong coupling 

required in these structures by reducing the thickness in one layer, the ground state hole 

wavefunction is forced into the other layer, again increasing the overlap. Though, by 

decreasing the electron confining layer or both simultaneously, carriers were confined to 

smaller dimensions with the overlap and IL increasing. This suggested limited improvements 

possible with the original structure. 
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Due to the significantly lower lattice constant of the substrate In the GaAs-based structures, 

there were prominent strain effects. Though this may be offset through strain balancing, 

large QWs were needed to provide the 1550nm cut-off, as shown in fig. 4.40. Furthermore, 

the high confinement of carriers lead to exceedingly low wavefunction overlaps with a 

maximum of around 18%. Though this is promising for low IL, the QCSE is degraded by 

inhibited tunneling into adjacent layers. 

The InP-based wavefunction overlap and cut-off wavelength are shown in fig. 4.41 and 4.42. 

The 1550nm transition wavelength is observed across all structural combinations, with a 

wide range of degrees of wavefunction overlap. InP-based structures required significantly 

narrower QW dimensions, providing increased confinement and thus greater energy 

separation between transitions. With In0.40GaAs-GaAsSb0.40 QWs, wavefunction overlap of 

less than 50% was possible depending on the QW dimensions.   

Selecting asymmetric QW dimensions could provide further benefits through additional 

separation between the hole energy levels. By increasing the electron confining InGaAs 

layer to 3nm and reducing the hole confining GaAsSb layer to less than 2nm, good QCSE is 

expected. Yet, further analysis was required to calculate strain compensation layers in 

addition to simulation of the QCSE.  
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Fig. 4.37 – Cut-off wavelength calculated for varying InGaAs-InGaAs coupled quantum well thickness and composition on InP substrate.
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Fig. 4.38 – Wavefunction overlap calculated for varying InGaAs-InGaAs coupled quantum well thickness and composition on InP substrate.
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Fig. 4.39 – Wavefunction overlap calculated for varying InGaAs-GaAsSb quantum well thickness and composition on GaAs substrate.
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Fig. 4.40 – Cut-off wavelength calculated for varying InGaAs-GaAsSb quantum well thickness and composition on GaAs substrate.
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Fig. 4.41 – Wavefunction overlap calculated for varying InGaAs-GaAsSb quantum well thickness and composition on InP substrate.
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Fig. 4.42 – Cut-off wavelength calculated for varying InGaAs-GaAsSb quantum well thickness and composition on InP substrate.
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4.5.3 Strain balancing 

Strain balancing calculations were conducted with equations using elastic coefficients and 

shear moduli derived by Van de Walle[21] and collated by Krijn[22] (in chapter 2). By varying 

the indium content and barrier thickness for strain compensation, the in-plane lattice 

constant (𝑎||) was to be equated to the lattice constant of the InP substrate. By equating 𝑎|| 

to the lattice constant of the substrate, the in-plane biaxial strain is minimized providing high 

quality material growth. This is shown in fig. 4.43. A structure composed of 3nm In(0.40)GaAs 

and 2nm GaAsSb(0.4) was used. Using the relationship shown in fig. 4.43, an indium 

composition between 0.55 and 0.65 is identified and used with a layer thickness between 

30nm and 3nm. 

 

Fig. 4.43 – In-plane lattice constant calculated for 3nm In(0.40)GaAs and 2nm GaAsSb(0.40) 

quantum wells with varying indium composition and thickness for InAlAs barriers.  

By increasing the InAlAs barriers it is possible to reduce the indium composition. However, 

for the same intrinsic region thickness, this reduces the total amount of material imparting 

modulation on an incoming beam. By increasing the indium composition the thickness of the 

strain compensation layer can be reduced. If the barrier thickness is too low, coupling 

between the QWs can occur and change the absorption characteristics. Coupling between 

adjacent QWs is undesirable, as the wavefunction overlap and cut-off wavelength may be 

significantly altered, possibly reducing the QCSE. An indium content of 0.60, with layer 

thickness of 7nm was used as a starting point to further study the suitability within the 

structure. Reducing the QWs to 2.7nm and 1.5nm for InGaAs and GaAsSb respectively 

maintained a cut-off wavelength slightly below 1550nm, to allow for exciton resonance. 

Further analysis was conducted by simulating x-ray diffraction (XRD) in X’pert Epitaxy 

software for the 2.7nm In0.40GaAs, 1.5nm GaAsSb0.40, and In0.60AlAs structure. The XRD 
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simulation is shown in fig. 4.44 for two barrier thicknesses and InP substrate. For 

comparison the epi-structure was considered the same as described in section 4.5.3, with 

the narrower In0.40GaAs-GaAsSb0.40 QWs requiring 100 periods compared to 80 in the 

CQWs. This maintained the intrinsic thickness and built-in potential.  

 

Fig. 4.44 – Simulated XRD for 100 period QW structure with two InAlAs barrier thicknesses, 

for 2.7nm In(0.40)GaAs and 1.5nm GaAsSb(0.40). The highest peaks and InP substrate are 

shown in the inset. 

The 7nm barrier thickness did not align with the InP peak, so a second simulation with 

decreasing strain compensation provided by the InAlAs barrier was conducted. This aligned 

well with the InP substrate, as shown in the inset of fig. 4.44. Re-calculating the operating 

wavelength, a final structure with 2.7nm In(0.43)GaAs, 1.5nm GaAsSb(0.40) was found to be 

most suitable with 6.5nm In(0.60)AlAs strain compensation barriers. This increase in indium 

content, may further relax strain in the structure with a slightly narrower barrier required. 

Nevertheless, it is important to note that further study of the epitaxy of these materials would 

be required to achieve high quality growth, and appropriately tune, through iterative growth 

calibration steps, the strain compensation layer with the QW parameters. 

Specifically, attention to the variation of growth temperature will be required between the 

indium based alloys and the GaAsSb due to the antimony content[29], [141], [142], which may 

affect the interface quality.  

4.5.4 Type-II quantum confined Stark effect 

Full device band structures were modelled following the procedure highlighted in section 

4.4.1. QCSE calculations were repeated slightly varying the QW compositions, with 2.7nm 

In(0.43)GaAs and 1.5nm GaAsSb(0.40) showing the best performance at 1550nm. Thus an 

iterative process between strain compensation and QW parameters must be employed 
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during epitaxy, with feedback to the model for parameters such as the exciton binding 

energy. Full devices are shown unbiased and under reverse bias in fig. 4.45 and 4.46. 

Unbiased and reverse biased QWs with calculated wavefunctions and bound energy states 

are shown in fig. 4.47 and 4.48. Calculated exciton Rydberg energies and Bohr radii for 

heavy and light holes respectively are shown in table. 4.3.  

There is a slight reduction in the exciton Rydberg energy for both heavy and light holes with 

this structure compared to the state of the art CQWs, which will result in lower exciton 

binding energies. Nonetheless, this difference may be negligible depending on how near to 

pure 2D behavior the excitons are in grown structures. An increase in exction binding energy 

from 2.8𝑅𝑦 to 2.93𝑅𝑦 will provide equivalence between CQW and type-II structures. 

Incidentally, the exciton Bohr radius is increased, though further characterization of grown 

structures is necessary for realistic comparison. In these calculations, an exction binding 

energy of 2.8𝑅𝑦 is assumed. 

Table 4.3 - Exciton Rydberg energies and Bohr radii used in absorption calculation for type-II 

EAM. 

Parameter Value 

Heavy hole exciton Rydberg energy / 𝑅𝑦 4.79 𝑚𝑒𝑉 

Light hole exciton Rydberg energy / 𝑅𝑦 3.11 𝑚𝑒𝑉 

Heavy hole exciton Bohr radius / 𝑎0 17.3 nm 

Light hole exciton Bohr radius / 𝑎0 26.6 nm 

 

From fig. 4.45, consistency with fig. 4.23 is evident with equivalent intrinsic thickness and 

approximately equal built-in potential. The inset of fig. 4.45 shows the type-II band 

alignment, with holes confined to the narrow GaAsSb QW and electrons confined in the 

InGaAs QW. The reduction in thickness from 6.4nm to 1.5nm of the hole confining layer 

increases the separation between ground and first excited state transitions and suppresses 

the forbidden transitions observed in the CQWs. The full band diagram under reverse bias is 

shown in fig. 4.46.  
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Fig. 4.45 - Full device band structure unbiased calculated for type-II QW slab structure, with four periods shown in the inset.
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Fig. 4.46 - Full device band structure under 6V reverse bias calculated for type-II QW slab structure, with four periods shown in the inset. 
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Under reverse bias, only small differences in the wavefunction overlap are expected, but a 

large redshift in the transition energy. This is primarily due to the narrow QW dimensions. 

Fig. 4.47 shows the unbiased QW, with the first bound states and wavefunctions for electron, 

heavy and light holes. In addition to increasing the separation between the ground and first 

excited heavy hole state, there is a large separation between the ground state heavy and 

light holes. This is due to the small QW thickness for the lower effective mass associated 

with the light hole.  

 

Fig. 4.47 - Band diagram for type-II QW under zero reverse bias with ground state electron, 

heavy and light hole bound states and wavefunctions. 

 

Fig. 4.48 - Band diagram for type-II QW under reverse bias with ground state electron, heavy 

and light hole bound states and wavefunctions. 
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This is expected to be beneficial for MRR FSO applications by removing the combined 

absorption from many overlapping exciton and continuum contributions. The narrow GaAsSb 

layer has benefits, though may be vunerable to reduced interface quality due to growth 

temperature changes[142], or more significant broadening from well width fluctuations.  

Fig. 4.48 shows the QW under reverse bias, with the first bound states and wavefunctions 

for electrons, heavy and light holes. There are negligible changes in the overlap of the 

wavefunction but significant reduction in the transition energy compared to the unbiased 

case, which will redshift the absorption spectrum. 

4.5.5 Fraction of light absorbed 

As discussed in chapter 2, the absorption coefficient or absorbance is unsuitable for 

comparisons between structures with different geometries and band alignment because the 

well width is undefined, particularly at normal incidence. Therefore, the fraction of light 

absorbed by a QW (𝛾𝑤𝑒𝑙𝑙) as described by Blood[16], [43] is used. The inclusion of bound and 

continuum of states contributions follows Chuang[15] [130]. Fig. 4.49 and 4.50 show the 𝛾𝑤𝑒𝑙𝑙 

(for a single QW) as a function of wavelength calculated for state of the art CQWs and type-

II QWs respectively. The ERs are shown in the insets of fig. 4.49 and 4.50. 

In fig. 4.49 and 4.50, 𝛾𝑤𝑒𝑙𝑙 is calculated for 0V unbiased, and under 3V and 6V reverse bias. 

Each reverse bias voltage has equivalent electric fields strengths of 22 kV/cm and 41 kV/cm, 

with less than 2 kV/cm between the CQWs and type-II QWs. Here, calculations at a constant 

temperature are used, and assuming no voltage drop under 3V and 6V reverse bias. 

 

Fig. 4.49 – Fraction of light absorbed by state of the art CQW under 0V, 3V, and 6V reverse 

bias. ER is shown in the inset. 
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Fig. 4.49 shows a peak ER of 1.57dB for the CQW under 6V reverse bias and a 𝛾𝑤𝑒𝑙𝑙 

magnitude of 0.0084 at 1550nm. Fig. 4.50 shows a peak ER of 2.96dB for the type-II QW 

under 6V reverse bias and a 𝛾𝑤𝑒𝑙𝑙 magnitude of 0.0018 at 1550nm.  

 

Fig. 4.50 – Fraction of light absorbed by type-II QW under 0V, 3V, and 6V reverse bias. ER 

is shown in the inset. 

The unbiased 𝛾𝑤𝑒𝑙𝑙 is multiplied by the relative number of periods in each intrinsic region to 

provide an estimate of the fraction of light absorbed through a device, shown in fig. 4.51. 

This is used as a metric for the comparative optical IL between the two EAM structures. At 

1550nm, the magnitude of the scaled 𝛾𝑤𝑒𝑙𝑙 in type-II QWs is approximately 30% that of the 

CQWs.   

 

Fig. 4.51 – Fraction of light absorbed for 80 periods of the state of the art CQWs and 120 

periods of the type-II QWs. 
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The calculated FoM for the CQWs and type-II QWs is shown in fig. 4.52. To maintain 

comparable magnitudes a normalization is applied to equate the FoM at 1550nm to that 

calculated in section 4.4 and verified by measurements in section 4.3 for CQWs.  

 

Fig. 4.52 – FoM calculated for state of the art CQWs and type-II QWs under 6V reverse bias 

voltage swing. Normalization to modelled and measured FoM is applied to both structures. 

Fig. 4.52 demonstrates an enhancement in the FoM in type-II QWs over ten times that of the 

CQWs, accompanied by broadening of a single peak above 1535nm. This improvement is 

yielded in part through the significant reductions possible in the unbiased 𝛾𝑤𝑒𝑙𝑙, which leads 

to a reduced optical IL, as shown in fig. 4.51. This is predominantly due to reductions in the 

wavefunction overlap due to spatial separation of carriers into adjacent layers (an effect 

arising from type-II band alignment).  

Additionally, a significant improvement in the peak ER is predicted, with almost a factor 2 

increase in type-II QWs compared with CQWs, as shown in fig. 4.49 and 4.50. This increase 

is primarily due to the large redshift in the ground state transition wavelength caused by the 

narrow QWs. It is also noted that the reduction and asymmetry in the type-II QW dimensions 

significantly increase the separation between bound energy states, particularly for holes. 

This provides a broadening of the ER spectrum and a reductions in the density of 

intersections between the unbiased and biased absorption spectra (shown in fig. 4.50), 

particularly at the band edge. The breadth in the ER and hence the FoM, may assist 

temperature dependent operation, because of the reduction of these intersections. SWaP 

capacity required for onboard temperature controls may then be reduced. Smaller and lighter 

Peltier elements may be used for example, with a lower power onboard fan required.     

Although, this appears to be a vast improvement, additional features are important to note 

for the epitaxy and subsequent characterization of this structure. Firstly, the strain 
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compensation layers must be correctly implemented, which will require a series of growth 

steps and calibration. This may also necessitate review of the current modelling parameters 

for example to update the exciton binding energy. Due to the increased number of periods 

and the small dimension of the QWs, there may be additional inhomogeneous broadening 

incurred through well-width variation. These factors may reduce the improvement seen in the 

peak ER. 

Furthermore, the significant increase in the FoM shown in fig. 4.52 is heavily influenced by 

the low IL. Though low IL is desirable for long range FSO applications, if too low insufficient 

modulation will be imparted on the incident beam. Therefore, additional periods or stacked 

devices (as in [6]) may be necessary to impart appropriate modulation depending on the 

application. Through addition of further periods the risks of increased broadening, through 

well width fluctuations and electric field inhomogeneity, may be increased. On the other 

hand, the low IL and high ER are advantageous giving flexibility in epitaxial design 

depending on the particular FSO application. By increasing the periods, the intrinsic region is 

increased and thus the capacitance of the EAM is reduced. This may provide an increased 

modulation bandwidth for equivalent or even enhanced ER and IL.  

4.6 Conclusion 

State of the art CQW EAMs for retroreflective FSO applications have been analysed both 

experimentally and computationally. Using IR spectroscopic measurements the absorption 

spectrum has been characterized, with the ER, IL, and FoM calculated. Subsequently, 

transmission measurements over a range of temperatures at 1550nm were taken. Both 

experiments demonstrate limitations in the current design, with low ER and high IL 

degrading the FoM, and significant variation with temperature increases. With a 6V reverse 

bias voltage swing, the ER declines to 0 due to intersections of the biased and unbiased 

absorption spectra as temperature is increased. This has implications for the level of 

temperature control required on UAV payloads. 

Through comparisons to transmission measurements, a semi-empirical modelling routine 

has been developed and validated. Using this model, the unbiased and reverse biased band 

structure and absorption have been evaluated. Temperature sensitivity and low ER was 

attributed to closely spaced and forbidden transitions. This led to a narrow region of the 

spectrum responsible for modulation near 1550nm. The CQW structure was shown to be 

susceptible to degradation in performance (particularly ER) with variations in growth and 

temperature. 

Subsequently, type-II band alignment was exploited to improve EAM structures for MRR 

applications. InGaAs-GaAsSb on both GaAs and InP substrates were analysed unbiased to 

evaluate the cut-off wavelength and wavefunction overlap. GaAs-based structures were 
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limited by wider QWs needed to meet the operating wavelength requirements, causing 

closely spaced energy levels. Reduced tunneling of carriers into adjacent layers lowered the 

IL but inhibited the desired changes from the QCSE.  

An InP-based structure composed of 2.7nm In0.43GaAs and 1.5nm GaAsSb0.40 QWs was 

proposed. InAlAs barriers were used for strain compensation, with composition and 

thickness approximated by equating the in-plane lattice constant of the epi-structure to the 

substrate. A 6.5nm thick In0.60AlAs barrier was confirmed optimum using simulated XRD 

peaks. Nevertheless, further epitaxial study is needed. The narrow QWs may be vulnerable 

to broadening from reduced interface definition caused by large growth temperature 

differences between antimonide and indium based alloys. Further, an iterative calibration 

approach may be required to achieve strain balancing whilst maintaining the desired 

operating wavelength. 

Band structure and absorption calculations were used to compare the proposed type-II 

structure to the current state of the art CQWs. The fraction of light absorbed by a single QW 

was utilized to remove dependence on the well width, which is undefined in the type-II band 

alignment. The reduction in the wavefunction overlap provided significant reductions in the 

optical IL, and a broader ER spectrum was achieved. This should be more robust to 

temperature changes. A peak ER of 2.96dB in the type-II structure is obtained compared to 

1.57dB in the CQW structure. This yielded a significant increase in the EAM FoM. 

Further development, iterating between grown test structures and the semi-empirical model 

will be required to manufacture a high quality EAMs, and should lead to a design with 

significant benefits for applications in retroreflective FSO. In addition to improvements in IL, 

ER, and FoM, there is flexibility in design for future applications including modulation speed. 

By matching either the IL or the ER of the state of the art, it is possible to increase the 

intrinsic region thickness of the device and reduce the capacitance. Therefore, higher data 

rates may be achievable for equivalent if not enhanced IL or ER compared with the state of 

the art CQWs.  
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Chapter 5 Quantum dot laser 

diodes & electroabsorption 

modulators 
In this chapter, a modelling routine for predicting the performance of quantum dot (QD) laser 

and modulator devices, with and without the inclusion of p-type modulation doping is 

described, with outputs discussed. Sample dependent parameters are extracted from 

absorption measurements and used to calculate the modal absorption coefficient prior to 

prediction of the quantum confined Stark effect (QCSE) and peak modal gain.  

The modelling routine is then used to consider optimization of the movement of the global 

quasi-Fermi levels under forward bias, for p-type modulation doping at varying proximity to 

the dot layer. This can be used to observe some general trends and influence future growth 

of potentially impactful QD devices.  

Finally, band diagrams with n-type direct doping and so called co-doping (including both n-

type direct doping and p-type modulation doping) are analysed. Direct and co-doping 

techniques require further growth, fabrication, and characterization (particularly absorption 

spectra) to give a more complete theory, provide suitable parameters for use within this 

semi-empirical modelling routine, and to evaluate the viability for modulators. 

5.1 Quantum dot epi-structures 

Nominally identical InAs/InGaAs QD structures were considered, except for the inclusion of 

p-doping, shown in fig. 5.1. Wafers were grown by molecular beam epitaxy at University 

College London (UCL). 

 

Fig. 5.1 – Epi-structure of measured and modelled QD structures with seven InAs/InGaAs 

DWELL layers and GaAs spacers in the active region, with cladding composed of 

GaAs/AlGaAs.  
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Active regions consisted of seven dots-in-a-well (DWELL) layers of InAs QDs within 

In0.16Ga0.84As QWs. GaAs spacers separated each DWELL, with a 10nm layer of Beryllium 

doped GaAs grown within the center of the spacer in the p-doped samples. The waveguide 

core and cladding layers were composed of GaAs/Al0.4Ga0.6As, with superlattices for 

enhanced electrical conduction through interfaces. A dot areal density of 5x1010cm-2 was 

determined by atomic force microscopy (AFM) of an uncapped sample, with nominal 

modulation doping corresponding to 10 holes per dot (hpd). Samples were fabricated into 

segmented contact devices with modal absorption measured using the segmented contact 

method[143] by fellow PhD student Joe Mahoney.   

5.2 Modelling procedure & assumptions 

To allow for the calculation of the full device shown in fig. 5.1, including the cladding and all 

seven independent dot layers within a fully self-consistent Schrödinger-Poisson-current 

continuity equation solver (theory in chapter 2), additional assumptions were necessary and 

are highlighted here. 

5.2.1 Band structure calculations 

Full device band structure calculations were conducted via a self-consistent Schrödinger-

Poisson-current solver from Nextnano[14]. A single band effective mass approximation (EMA) 

was used to compute bound states and wavefunctions in the DWELL layers, with resulting 

band diagrams shown in fig. 5.2 and 5.3 without and with p-modulation doping respectively. 

Quasi-Fermi levels were calculated by solving the current continuity equations for electrons 

and holes with a simple drift-diffusion transport model. The band alignment was calculated 

from average valence band energies with considerations of homogeneous strain through 

deformation potentials defined from a density functional theory approach developed in [21], 

[144], [145]. Material parameters in the Nextnano database were generally from [23], 

evaluated at k = 0, the extrema of the Γ-valley with isotropic, parabolic effective masses 

assumed in the EMA.  

The current continuity equations, balancing  generation and recombination processes[146] 

(radiative, Shockley-Read-Hall, and Auger), were solved using a simple drift-diffusion 

transport approach[14], neglecting the peculiarities of quantum transport as in [101] and 

differing from the traditional rate equation models in previous work[8], [9]. Hence, it was 

possible to model the entire structure within a fully self-consistent Schrödinger-Poisson-

current continuity equation solver, recalculating the band structure and quasi-Fermi levels for 

each step under reverse or forward bias. This method allowed for the assessment of the 

position, movement, and separation of the global quasi-Fermi levels, describing population 

and depletion of carriers in calculated states, for temperatures between 200-300K where 

quasi-thermal carrier distributions have been experimentally observed in InAs QDs[38]. Yet, 
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as subsequently described, further approximations were necessary to maintain realistic 

outputs. 

 A one-dimensional geometry was employed, modelling the band structure as a function of 

the growth direction (along the z-axis), hence, only the layer thickness and the average dot 

height were required as structural inputs. This removed quadratic or even cubic 

dependencies on the computation times for two and three dimensional structures 

respectively. QD regions were initially predicted with QW-like properties, due to only one 

dimension of confinement available. Further approximations were input via the QD layer 

material parameters to correct the effective density of states, effective mass, and band gap 

energy to reflect experimental measurements.  

The effective density of states, used to calculate band edge densities and hence critical to 

the magnitudes of the generation/recombination processes involved in the current continuity 

equations, was initially predicted as a QW, following eq. 5.1. 

𝑁𝑒𝑓𝑓(𝑧, 𝑇) =
𝑚𝐷𝑂𝑆

∗ (𝑧)

𝜋ℏ2 𝑘𝑏𝑇                                            (5.1)  

The temperature dependent effective density of states, 𝑁𝑒𝑓𝑓, was given as a function of both 

growth direction 𝑧 and temperature, 𝑇. 𝑚𝐷𝑂𝑆
∗  was the density of states effective mass, 

calculated using eq. 5.2, with ℏ and 𝑘𝑏 the reduced Planck constant and Boltzmann constant 

respectively.   

𝑚𝐷𝑂𝑆
∗ (𝑥) = (𝑚𝑥

∗ (𝑥) ∙ 𝑚𝑦
∗ (𝑥) ∙ 𝑚𝑧

∗(𝑥))
1 3⁄

                           (5.2) 

𝑚𝐷𝑂𝑆
∗  described the average of the effective mass tensor relating the effective mass 𝑚∗ 

along each axis, for a given band. In the EMA, bands are considered parabolic and isotropic 

near the band edge, with 𝑚𝑥
∗ = 𝑚𝑦

∗ = 𝑚𝑧
∗. Although only the z-dimension was evaluated by 

the Schrödinger-Poisson equations, the current continuity equations required an average of 

all dimensions via 𝑚𝐷𝑂𝑆
∗ . The in-plane effective masses 𝑚𝑥

∗ , 𝑚𝑦
∗  were reduced to alter the 

effective density of states while not impacting calculations of band alignment and 

quantization. Therefore, an effective mass tensor ellipsoid was employed, as described in 

chapter 2, equating the effective density of states in the QD regions to twice that of the dot 

density (accounting for spin degeneracy) observed during epitaxy. This reduction corrected 

the recombination/generation magnitudes in the QD regions and provided realistic 

calculation of the movement of the global quasi-Fermi levels across the full structure. 

To replicate the three experimentally observed QD absorption peaks and the corresponding 

nearly equally spaced transition energies, a parabolic potential was created by varying the 

composition of In(x)Ga(1-x)As between x=0.16 at the well and x=1.0 at the center of the QD 

region. This was suggested by Blood as a method of representing the confining potential in 
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the plane of self-assembled QDs in 3D calculations and in one dimension is a suitable 

approximation to predict near equally spaced transition energies, corresponding to the 

experimentally observed absorption peak separation[16]. 
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Fig. 5.2  – Full device band diagram calculated in Nextnano for undoped structure including corrections, with active region shown in inlay. Conduction band 

Ec, valence band, Ev, and overlapping electron and hole quasi-Fermi levels, Efe and Efh respectively.  
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Fig. 5.3 – Full device band diagram calculated in Nextnano for p- doped structure including corrections, with active region shown in inlay
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A further correction, this time to the effective mass in the growth direction 𝑚𝑧
∗ was used to 

match the energy separation between the absorption peaks. 

Nextnano calculated homogeneous strain but was unable to capture the intricacies of a non-

uniform strain distribution in a region with only one dimensional confinement[148], therefore an 

additional correction was made to the band gap energy to match the experimentally 

observed ground state transition energy ≈ 0.98eV, similarly to [47]. Three electron and 

twelve hole states were calculated in each dot layer. 

The resulting one dimensional confining potentials were shallow, and while predicting the 

transition energies well, the wavefunction overlap integral was not suitable for prediction of 

the QCSE. Capturing a realistic approximation for the overlap with only a single dimension 

available for confinement required a separate analysis, to consider the wavefunctions in a 

deeper potential, matching the barrier energy in [47]. The confinement potential was 

inversely related to the size (Bohr radius) of the dot in [149], hence a deeper potential was 

required to approximate the increased confinement associated with a three dimensional 

quantum dot. This yielded average overlap integrals across all seven layers of 95% and 94% 

under zero bias, decreasing at the same rate to 90% and 89% under a 5V reverse bias, for 

undoped and p-doped structures respectively. The 1% variation between the undoped and 

p-doped values can be observed in fig. 5.2 and 5.3, with the undoped showing a consistent 

built in potential across all dot layers. The p-doped structure showed uniform, flattened 

bands adjacent to the p-type cladding with overlap ≈ 100%, whereas the layer adjacent to 

the n-type cladding layer is highly distorted with significantly lower overlap leading to the 

average values quoted above.   

Under forward bias, the bands flattened and overlap was ≈ 100% for all layers in both 

structures. The high overlap was attributed to the narrow confining potential in the z-

direction, which is consistent with measurements of narrow quantum wells in [51].  

 

Fig. 5.4 – Calculated electron (E1) and hole (H1) ground state energy levels and 

wavefunctions for the undoped structure in the conduction and valence band under (a) 

reverse bias, (b) zero bias, and (c) forward bias conditions. 
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Undoped and p-doped structures were simulated under reverse, zero, and forward bias to 

predict the QCSE, modal absorption, and peak gain respectively, with the central dot layer 

shown in fig. 5.4 and 5.5 respectively.  

 

Fig. 5.5 – Calculated ground state energy levels and wavefunctions for the p-doped structure 

in the conduction and valence band under (a) reverse bias, (b) zero bias, and (c) forward 

bias conditions. 

5.2.2 Optical confinement weighting  

Optical confinement factor weightings at each layer of dots was determined using an 

eigenmode expansion solver from Lumerical (theory in chapter 2), with the mode profile and 

weightings as percentages shown in fig. 5.6. This permitted calculation of modal absorption 

and gain, which was directly comparable to experimental measurements. A layer thickness 

of 3MLs was used for the QD layers, equal to the quantity of InAs deposited during epitaxy. 

Note, this differed from the 5nm thickness used in the full device band structure calculations, 

which referred to the mean height of the QDs observed during AFM. InAs dot layers, shown 

in the table of fig. 5.6, were labelled as deposited, 1 through to 7.  

 

Fig. 5.6 – Optical confinement weighting at each layer of dots, where layer 1 is adjacent to 

the n-side, calculated in Lumerical’s MODE waveguide simulator suite device width scaled 

here to clearly distinguish active region layer structure. 
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A total optical confinement factor of ≈ 4.5% was calculated. 

5.2.3 Fitting experimental absorption spectra  

Measured absorption spectra were fitted with Gaussian functions representing the 

inhomogeneously broadened ground and first excited state transitions, as shown in fig. 5.7 

and 5.8. These measurements were taken by Mahoney. 

Internal optical losses of < 1 cm-1 were extracted for each sample and the combined 

homogeneous and inhomogeneous broadening was approximated from the extracted 

standard deviations.  InAs QDs have been shown to exhibit two distinct size distributions 

under higher growth temperatures, becoming multimodal at lower temperatures[48]. Here a 

bimodal dot size distribution was observed to provide the best fit with absorption data, 

similarly to [150]. Measurements using AFM, photoluminescence, and transmission electron 

microscopy methods have found similar conclusions for InAs QDs[151].  The ratio of the large 

dot (LD) to small dot (SD) densities from the area under the fitted Gaussians[50] was 

determined assuming bimodality. 

Additionally, the separation between LD and SD ground state energy was identified and 

used to approximate the size difference in terms of the height of the dot. This was used to 

calculate the difference in energy shift experienced by the SD under forward and reverse 

bias following the same procedure in Nextnano described previously. 

 

Fig. 5.7 – Fitted experimental data for modal absorption coefficient against photon energy for 

the undoped structure. LD ground and excited state, and SD ground state fitted functions 

represented by solid and dashed lines respectively. Measurements taken by Joe Mahoney. 

The bimodal ratios calculated from fitted data were ≈41:59 and ≈63:37, between large to 

small dot distributions for undoped and p-doped structures respectively. This difference may 

have resulted from variation in growth temperatures between undoped and p-doped wafers 
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during epitaxy[48], though it is also possible that inclusion of the dopant impurities themselves 

may have affected the growth conditions. 

  

Fig. 5.8 – Fitted experimental data for modal absorption coefficient against photon energy for 

p-modulation doped structure. LD ground and excited state, and SD ground state fitting 

functions represented by solid and dashed lines respectively. Measurements taken by Joe 

Mahoney. 

The energy separation between ground state absorption peaks for LD and SD was fitted as 

30meV and 32meV for undoped and p-doped structures respectively. 

5.2.4 Absorption & gain calculation  

Preceding data from Nextnano, Lumerical, combined with parameters extracted from fitted 

absorption data were used within a Python script developed for calculating absorption and 

gain, similarly to [46], using eq. 5.3 (extended from eq. 2.27 in chapter 2). Reverse and 

forward bias conditions employed in the band structure calculations were used to predict the 

QCSE and gain spectra respectively.  

𝛼(ℏ𝜔) = ∑ ∑ ∑
Γ𝑙𝜋𝑒2ℏ𝑀𝑏

2|𝐼𝑜𝑣|2𝑁𝐿,𝑆𝑠𝑖

𝑐𝑚0𝜀0𝑛𝑟𝐿𝑧𝐸𝑛𝑚
𝑛𝑚𝐷𝑙 𝑆(𝐸𝑛𝑚)𝐺(𝐸𝑛𝑚)(𝑓𝑣 − 𝑓𝑐)                      (5.3) 

Modal absorption as a function of photon energy was first calculated by summing for all 

transitions in the QD region, with 𝑛 and 𝑚 the energy levels in the conduction and valence 

band respectively. These were summed for 𝐷 dot size contributions LD and SD, and at each 

layer of the structure, 𝑙. Here, e represented the elementary charge, c, the speed of light in a 

vacuum and m0 the electron rest mass. The areal dot densities for LDs and SDs were 𝑁𝐿,𝑆. 𝑠𝑖 

was the degeneracy of the transition (2 and 4 for ground and first excited state respectively). 

The real refractive index was 𝑛𝑟, dot height 𝐿𝑧, and 𝑀𝑏
2 was the bulk matrix element relating 
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to the Kane energy parameter (𝑀𝑏
2 =

𝑚0

6
𝐸𝑝). Γ𝑙 was the optical confinement layer weighting. 

𝑓𝑣 − 𝑓𝑐 was the difference in valence and conduction state electron occupation probabilities, 

calculated using Fermi-Dirac statistics with the corresponding quasi-Fermi level energies, 

resulting in modal gain once population inversion was achieved. The wavefunction overlap 

integral was |𝐼𝑜𝑣|2.Homogeneous 𝑆(𝐸𝑛𝑚), and inhomogeneous 𝐺(𝐸𝑛𝑚), broadening 

distributions were modelled as hyperbolic secant as in [16], [46], and Gaussian distributions 

respectively as functions of the transition energy 𝐸𝑛𝑚, as shown in eq. 5.4 and 5.5. 

𝑆(𝐸𝑛𝑚) = 𝑠𝑒𝑐ℎ (
𝐸𝑛𝑚𝜏

ħ
)                                                      (5.4) 

𝐺(𝐸𝑐𝑣) =
1

√2𝜋𝜎
𝑒

−
(𝐸𝑐𝑣−ħ𝜔)2

2𝜎2                                                   (5.5) 

Here, 𝜏 was the time between dephasing events. Inhomogeneous broadening was modelled 

as a Gaussian function, where 𝜎 was the standard deviation in transition energies due to dot 

size variation during growth.  𝜎 was assumed constant for both structures at ≈ 22meV in the 

fitting procedure. There was a calculated decrease of ≈ 35fs in 𝜏 between undoped and p-

doped structures respectively. The extinction ratio (ER) and insertion loss (IL) were 

evaluated from 0-5V reverse biased structures in units of dBmm-1 in eq. 5.6 and 5.7, with the 

FoM taken as the ratio between ER and IL. 

𝐸𝑅 = −0.434𝛼𝑂𝑁 + 0.434𝛼𝑂𝐹𝐹                                          (5.6) 

𝐼𝐿 = −0.434𝛼𝑂𝐹𝐹                                                      (5.7) 

5.3 Absorption and the quantum confined Stark effect  

The calculated modal absorption under zero bias was compared to experimental data to 

verify the modelling procedure prior to simulating structures under applied reverse and 

forward bias to predict the QCSE and gain respectively. The inhomogeneous broadening 

and dot density was assumed to be constant in these calculations, based on AFM and PL 

measurements carried out after growth at UCL. Appropriate replication of the band edge 

absorption, though with some departure at the first excited state was observed in fig. 5.9 and 

5.10.  

Additionally, modal absorption was calculated a second time, in this instance with the degree 

of depletion fixed to fv –fc=1. The difference between the two calculations indicated the 

magnitude of the effects of state-filling and resulting carrier blocking of the absorption 

process, which has been thought to be important for p-doped structures[13], and was evident 

in the calculated band structures (shown in fig. 5.2 and 5.3). 



 

113 
 

 

Fig. 5.9 – Modelled and experimentally measured modal absorption coefficient against 

photon energy for undoped structure. Model run a second time with fv - fc = 1 to evaluate the 

role of carrier blocking overlaps original spectrum. Measurements taken by Joe Mahoney. 

 

Fig. 5.10 – Modelled and experimentally measured modal absorption coefficient against 

photon energy for p-doped structure. Model run a second time with fv - fc = 1 to evaluate the 

role of carrier blocking. Measurements taken by Joe Mahoney. 

A negligible change was observed in the undoped structure, signifying that electrons and 

holes in the conduction and valence bands respectively were almost completely depleted 

under zero bias. In the p-doped structure there was a difference with an increase in the 

maximum modal absorption by ≈ 11cm-1 when   fv –fc=1.  

However, this was only a fraction of the total difference between p-doped and undoped 

absorption magnitude. Therefore the larger part of the effect was attributed to greater 



 

114 
 

homogeneous broadening caused by increased carrier scattering rates accounting for the 

remaining differences in absorption magnitude and broadening. A 41% increase in the 

carrier scattering rate, calculated from the values of 𝜏, used in the homogeneous broadening 

term was necessary to describe the remaining difference in the absorption magnitude in the 

ground state between p-doped and undoped structures.  

For full decomposition of the dominant carrier scattering mechanisms in this process a full 

many-body calculation may be required theoretically to understand the impacts of the p-type 

modulation doping as in [11]. Further experimental investigation could also assist with the 

understanding of dominant scattering mechanisms by growing a series of structures with a 

variety of p-doping placement, layer thickness, and impurity concentrations, and with 

characterisation under a variety of temperatures. However, Alexander et al. have attributed 

an increase in the ground state saturated gain to increased carrier-carrier scattering with 

increasing p-doping[152] which has been corroborated by ultrafast measurements[153].  

When a reverse bias was applied we calculated further depletion of the QD layers in the p-

doped structure. This led to an increase in the effective absorption with applied reverse bias, 

an uncommon but beneficial phenomenon for modulating devices. This increase overcame 

the small predicted reduction of the wavefunction overlap. The band diagrams, shown in fig. 

5.11 and 5.12, demonstrated increased deformation in the active region of the p-doped 

structure, signifying a non-uniformity of carrier depletion across the QD layers.  

Qualitatively, under a reverse bias of 5V, the relevant quasi-Fermi levels in the undoped 

structure were always distant from the dot potential signifying minimum carrier-blocking. 

Whereas, the hole quasi-Fermi level in the p-doped structure remained very close to two dot 

layers under a 5V reverse bias. This signifies appreciable population of holes in valence 

states, with some continued blocking of absorption compared to the undoped structure, 

indicating potential continued increase of absorption magnitude with reverse bias. 

The calculated absorption spectra for undoped and p-doped structures are shown in            

fig. 5.13 under a zero and 5V reverse bias respectively. Stark shifts of 7.5nm and 5.4nm are 

observed in undoped and p-doped structures respectively, suggesting enhanced ER in the 

undoped structure. The reduced broadening and higher magnitude in absorption coefficient 

in the undoped structure shown in fig. 5.13 gives a sharper absorption edge and is indicative 

of potentially higher peak ERs.  The p-doped data derived from an absorption spectrum that 

is significantly broader than the undoped spectrum and increases in magnitude under bias, 

resulting from growing depletion in the conduction band, reducing carrier blocking, may have 

benefits for modulating devices, with a low IL and improved temperature stability as 

suggested by Mahoney et al.[13].  
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Fig. 5.11 – Full device band diagram calculated for undoped structure under reverse bias, with active region shown in inlay.
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Fig. 5.12 – Full device band diagram calculated for p-doped structure under reverse bias, with active region shown in inlay.
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Fig. 5.13 – Calculated absorption spectra shown as solid and dashed lines under 0V and 5V 

reverse bias respectively for (a) undoped, and (b) p-doped structures.  

To assess the relative potential of the undoped and p-doped material for electro-absorption 

modulation the ER and the IL, calculated in eq. 5.6 and 5.7, are plotted in fig. 5.14 and 5.15. 

The FoM defined in the literature as the ratio between ER and IL, (equivalent to ∆𝛼/𝛼0) , was 

used to compare potential modulator performance[54], [55] and is plotted in fig. 5.16. The mean 

electric field strength between structures was comparable.   

  

Fig. 5.14 – Predicted ER for undoped and p-doped structures respectively. 

Considering the ER, the undoped structure exhibited the highest peak ER of over         

8dBmm-1, though an increase in the ER for the p-doped structure was predicted at 

wavelengths higher than 1300nm. The ER predicted in the p-doped structure is at its 

maximum at 1300nm with ER of 6 dBmm-1. Nevertheless, due to the additional 
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homogeneous broadening associated with the p-doped structure, the FoM is limited by the IL 

between wavelengths 1300-1311nm. This finding is contrary to Mahoney et al. who found 

reduced IL beneficial to the FoM[13], though this appears to be due to a further increase in 

the level of broadening in the presented samples, with the relative position of the ground 

state peak, corresponding to a different mean dot size. It may also indicate the importance of 

a better understanding of the broadening mechanisms and careful selection of the doping 

concentration to yield full benefits. Although there is a reduction in the peak of the IL, this is 

not necessarily an improvement to the modulator performance, as the increased broadening 

caused significant absorption at longer wavelengths where the effects due to the QCSE are 

most pronounced.  

 

Fig. 5.15 – Predicted IL for undoped and p-doped structures respectively. 

Fig. 5.16 shows enhanced amplitude and breadth of the FoM in the p-doped structure, 

although a lower peak ER was observed in the p-doped structure as with [13], with a greater 

FoM achieved for wavelengths >1310nm. For operation at the peak FoM wavelength of 

1336nm a very low modulation of an incident beam would be achieved for the current 

structure and for practical use a greater interaction length or additional dot layers would be 

required for this epistructure. 

However, as shown in fig. 5.14 and 5.15, the p-doped structure has ERs>4dBmm-1 with 

ILs<4dBmm-1 at 1310nm still offering improvements. Though these structures have not been 

optimised for electroabsorption, this result suggests potential benefits which may become 

significant at appropriate levels and positioning of the p-modulation doping layer. The 

breadth in the p-doped FoM in fig. 5.16 is also suggestive of enhanced temperature stability. 

Furthermore, for enhanced operation at 1310nm, smaller dot sizes may yield better results 

for this level of p-doping, with increased confinement blue shifting the absorption spectra. 
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Fig. 5.16 – Predicted FoM for undoped and p-doped structures.  

5.4 Modal gain predictions 

The laser performance of the structures was predicted under forward bias to calculate modal 

gain and peak modal gain. Modal gain spectra are shown in fig. 5.17 and 5.18 with 

corresponding band diagrams shown in fig. 5.19 and 5.20, for undoped and p-doped 

structures respectively.  

 

Fig. 5.17 – Modal gain spectra for undoped structure. Modal absorption shown by dashed 

line, and gain spectra shown with increasing current density. 

A linearly increasing carrier scattering rate was included due to an increasing carrier density 

arising with carrier injection. This has been shown in [11] to depend on the level of doping. 

Following [11] this led to a carrier scattering rate in the p-doped structure three times that of 
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the undoped structure at the highest value of carrier injection under predicted forward bias 

(for a 10 hpd doping level).  

 

Fig. 5.18 – Modal gain spectra for p-doped structure. Modal absorption shown by dashed 

line, and gain spectra shown with increasing current density. 

The detrimental effect of the increased carrier scattering rate is apparent in fig. 5.17 and 

5.18 from the broadened spectra of the p-doped structure. Increased broadening also led  to  

a reduced contribution of the excited state, leading to ground state operation up to higher 

values of carrier injection. Although, the p-doped structure also has an increased  number of 

LDs which produced lower confinement energy and occupied longer wavelengths.  The peak 

gain can be described by 𝐺𝑝𝑘 = 𝑔𝑚𝑎𝑥(𝑓𝑐 − 𝑓𝑣), where 𝑔𝑚𝑎𝑥 is the maximum potential modal 

gain achieved in eq. 5.3 at full inversion, (𝑓𝑐 − 𝑓𝑣) = 1. 

Therefore, the occupation probabilities, calculated from the global quasi-Fermi levels, 

indicate the impact of p-modulation doping on the population of the valence and conduction 

states, and the modal gain.  The calculated occupation probabilities in the conduction state 

𝑓𝑐 and valence state  𝑓𝑣 using Fermi-Dirac statistics are shown in fig. 5.21 and 5.22, and the 

degree of inversion in fig. 5.23. 
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Fig. 5.19 – Full device band diagram calculated for undoped structure under forward bias, with active region shown in inlay.
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Fig. 5.20 – Full device band diagram calculated for p-doped structure under forward bias, with active region shown in inlay.



 

123 
 

 

Fig. 5.21 – Conduction band ground state occupation. Solid and translucent lines represent 

the mean, and the minimum to maximum between the seven layers respectively. 

Fig. 5.21 demonstrates reduced population of electrons in the conduction band ground state 

across all layers of the p-doped structure, though there is less variance between the 

minimum and maximum contributions across those layers. At a calculated current density of 

680A/cm-2 the mean occupation probability in the conduction band of the p-doped structure 

is equal to the undoped structure and surpasses it at higher current densities, suggesting 

only a minimal reduction in potential gain due to inhibited electron injection.  

 

Fig. 5.22 – Valence band ground state occupation. Solid and translucent lines represent the 

mean, and the minimum to maximum between the seven layers respectively. 

Thus at this doping level, we do not attribute saturation in the ground state gain to inhibited 

electron injection, though the impact of these electrostatic effects may drastically increase 
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with surplus doping. Above given levels of doping significant increases in potential barriers 

between dot layers may occur, as suggested by Saldutti et al.[101].  

Fig. 5.22 shows the valence band occupation probability, exhibiting the effect of state filling 

for holes as a result of p-doping. The significance of this reduction in electron population in 

the valence band is that it can be clearly linked to potential decreases in the threshold 

current density of p-doped laser diodes.  

Fig. 5.23 shows the degree of inversion. An increased degree of inversion at a fixed current 

density leading to a reduced transparency current density in the p-doped structure, with a 

reduced variance across all dot layers. Additionally, the gradient by which the degree of 

inversion increases past transparency and threshold, is suggestive of greater differential 

gain associated with p-doped QD laser diodes, as  shown in [47]. The increase in differential 

gain paired with improved linewidth enhancement factor is desirable for high speed 

modulated laser diodes. Beneficial effects of the state-filling effect are evident in fig. 5.23 

through the degree of inversion, and translate directly to the peak modal gain shown in fig. 

5.24. 

 

Fig. 5.23 – Degree of inversion for the first bound state in each dot layer for undoped and p-

doped structures. Solid and translucent lines represent the mean, and the minimum to 

maximum between the seven layers respectively. 

Increased gain amplitude and differential gain at lower current densities are advantageous 

although gain saturation is more evident at high current densities for the p-doped case, 

associated with increased carrier scattering causing more broadening of the gain spectrum. 

These characteristics are beneficial where the threshold gain requirement is relatively low as 

for long cavity laser diodes. Combining such lasers with the predicted EAMs would provide 

an efficient externally modulated laser diode, though additional analysis to optimally tune the 
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doping is required. We note that the operational wavelength of these structures is not 

optimal for simple integration with the EAM described above. To combine the functionality on 

a single chip would require a further processing step perhaps via ion-implantation induced 

intermixing in localised regions to shift the absorber wavelength. 

 

Fig. 5.24 – Peak modal gain versus current density for undoped and p-doped structures. 

5.5 P-type modulation doping proximity 

Laser performance remains sensitive to variations in the doping concentration with elevated 

levels limiting successful monolithic integration of high quality light sources on silicon 

substrates. The variation in doping concentration has been studied previously in [11], [101], 

[105], with a consensus of finite benefits related to increasing doping level, though the 

dominant mechanism for this is still disputed. 

Design improvements may be possible by considering the positioning of the p-doping 

relative to the dot layer. A better understanding of this relationship may help understand the 

literature data on laser performance as a function of doping concentration, which is itself 

often difficult to accurately quantify in grown structures[102].  

 While a range of studies, such as many-body models, low temperature photoluminescence, 

and absorption characterisation, will be important to decouple homogeneous and 

inhomogeneous broadening mechanisms from p-doping, considering the broader impacts on 

the global quasi-Fermi level positions can provide insights on the occupation probability 

changes, and influence short term epitaxial design choices.  

The proximity to the dot layer is often not disclosed and in the samples characterised in this 

chapter is positioned approximately centrally between two adjacent dot layers. This may limit 

the diffusion of holes into the dot valence potential. Additionally, the doping has significant 
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effects on the band structure and benefits may be possible from increasing the uniformity 

between the different layers.  

The effect of the proximity of the doping layer was calculated using 5nm increment steps 

between adjacent dot layers. There are limitations in how close the  p-type dopant can be 

grown to the dot layer with a diffusion length of the scale of 5nm for beryllium dopant[152]. 

 A further layer of doping was included as a precursor to the dot layers, with the purpose of 

increasing the uniformity between the layers particularly adjacent to the n-type cladding 

(shown in fig. 5.3).  It is uncertain how carrier scattering mechanisms will be affected by 

these changes, therefore calculations of carrier occupation probability and band structure 

changes are used to infer benefits and inform further designs for growth. 

The transparency (fc-fv=0) current density for a fixed degree of inversion is plotted as a 

function of proximity in fig. 5.25. Fig. 5.26 and 5.27 show the degree of inversion as a 

function of current density at each proximity above and below the dot layer with the undoped 

structure and centrally positioned doping (at 16.25nm). In all cases p-doping shows benefits 

in transparency current. All p-doped structures except with doping 31.25nm below the dot 

layer show a greater rate of increase in the degree of inversion, which may be due to 

proximity to the n-type cladding layer.  

 

Fig. 5.25 – Calculated transparency current density versus p-type modulation doping layer 

proximity above and below dot layer.  

There is a general trend in fig. 5.25, with the proximity above the dot resulting in lower 

transparency current densities, though changes between these above the dots are small. 

Growing p-doping above the dot may marginally increase its effectiveness due to the 

direction of the electric field across the intrinsic region of the p-i-n diode acting on the 
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movement of carriers. Nevertheless calibration of the model through absorption 

characterisation is needed for further progression.  

Fig. 5.28 shows the band structure calculated using a precursory layer. This was suggested 

to increase the symmetry of the quasi-Fermi level positions across the layers, particularly in 

n-type cladding adjacent layers. Though the hole quasi-Fermi level is closer to the valence 

band in the n-type cladding adjacent layer, the transparency current density at fixed degree 

of inversion is degraded by small reductions in the quasi-Fermi level separation in other 

layers. This is attributed to increased nonradiative recombination associated with an 

increase in the overall level of doping.  

Including an extra pre-layer has a minimal effect under reverse bias, with small increases in 

the Stark shift but a negligible increase in carrier-blocking. Although, the additional doping 

layer is anticipated to increase homogeneous broadening, with the magnitude determining 

whether this is advantageous or not. Nevertheless, utilising a pre-layer, with reduced doping 

concentration may increase the symmetry of the quasi-Fermi level positions across all layers 

and provide some benefit. Further measurements of samples grown to these designs will be 

required to verify this, and to determine the effects of the additional layer of doping on the 

homogeneous broadening. 
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Fig. 5.26 – Degree of inversion as a function of current density calculated for p-doping at varying proximity above dot layer.
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Fig. 5.27 – Degree of inversion as a function of current density calculated for p-doping at varying proximity below dot layer.
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Fig. 5.28 – Full device band diagram calculated with p-type modulation doping and pre-layer.
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5.6 Preliminary n-type direct doping calculations  

The incorporation of n-type direct doping in QDs has shown benefits in many aspects of 

laser performance including linewidth enhancement factor, threshold current density, and 

differential gain[10], [12], [113]. Using the same modelling procedure as described above the 

effects of n-type direct doping on the band structure, bound energy levels and wavefunctions 

is considered.   

Here, the number of electrons per dot (epd) was approximated through the corrected 

effective density of states. In measured samples, benefits have been demonstrated with as 

little as 1.2 epd, though it is indicated that further advantages may be achieved with higher 

concentrations[154]. Therefore, fully ionised n-type dopant was simulated within the dot layers 

using the equivalent of 0 – 10 epd, to examine the effects on the band structure and bound 

states. The dot potential at each doping level is shown in fig. 5.29. 

Fig. 5.29 shows that as the doping concentration is increased there are strong distortions to 

the band structure, with the effects being largest at the highest level of doping. At 10 epd the 

conduction band potential is significantly deeper, increasing the confinement of electrons, 

with the valence potential noticeably shallower. In addition to reduced hole confinement 

there is strong band bending of the dot valence potential.  

There is a distinct increase in the height of the potential barriers in the valence band either 

side of the dot potential which may limit the injection of holes into the dots under forward 

bias. This latter effect may limit the beneficial effects of direct n-doping at higher levels of 

doping when operated as lasers. Considering the ground state hole wavefunctions shown in 

fig. 5.29 there is broadening followed by a splitting of the wavefunction at higher doping 

levels. This is due to the severe band bowing at the center of the dot valence potential.  

Finally, the quasi-Fermi level suggests high population of the conduction states, blocking 

absorption, though may cause increases in absorption magnitude as a reverse bias is 

applied. Decreasing of carrier-blocking through removing electrons from the conduction 

potential, following a similar mechanism to that shown for p-type modulation dopig in section 

5.3. Nevertheless, this assumes the electrons incorporated through n-doping are in a 

thermal equilibrium. Further sample characterisation is required to confirm these processes. 

Grown samples with 1.2, 2.4, 4.8 epd, have shown promise, with reduced threshold current 

density reductions in all samples compared to undoped material and 2.4 epd demonstrating 

the best performance. A comparison of the calculated energy levels for these doping levels 

and with 10 epd, is shown in fig. 5.30. The calculated electron states change their position 

as the potential deepens, with an extra electron state in the dot occurring at the highest 

doping concentration. 
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Fig. 5.29 – Central dot potential with n-type direct doping concentration from 0 – 10 epd. Ground state electron and hole wavefunctions are shown. 
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Fig. 5.30 – Calculated dot potential for the numbers of epd grown and highly doped (10 epd) 

structures. Electron and hole energy levels shown by dashed lines. 

The calculated wavefunctions for the ground state are shown in fig. 5.31, for 2.4 and 10 epd 

respectively. The effects of the band bending in the valence band are apparent, with only 

minor changes at 2.4 epd, but drastic effects on the hole wavefunction at 10 epd. The band 

bending results in distortion of the wavefunction, reducing the overlap at higher doping 

levels, and may lead to separate states arising if the doping level is further increased.   

 

Fig. 5.31 – Calculated potential with ground state energy levels and wavefunctions for 

electrons and holes respectively at 2.4 and 10 epd. 

The variations in the depth of the potentials, calculated bound states, and transition energy 

separation are shown in fig. 5.32-5.34. 
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Fig. 5.32 shows a linear increase in the potential depth of the conduction potential, and a 

linear decrease in the potential depth of the valence band after incorporation of around 0.5 

epd. The increase in the conduction potential depth results in greater electron confinement 

and conductivity.  Decreases in the valence potential depth reduce hole confinement and 

lower the separation between already closely spaced energy levels. 

 

Fig. 5.32 – Calculated conduction and valence band dot potential depth as a function of n-

type direct dopant. 

The ground and excited state separation for electrons and holes are shown in fig. 5.33, with 

relation to the potential depth. The hole state separation declines dramatically to < 0.5meV 

at 10 epd.  

 

Fig. 5.33 – Calculated energy separation between ground and excited states as a function of 

n-type direct dopant for electrons and holes respectively. 
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The increase in the separation between the electron ground and first excited state may have 

implications for improved ground state lasing at lower doping levels. Fig. 5.34 shows the 

separation between ground and first excited transition energy as a function of doping. Initially 

the separation declines to the first simulated doping value of 0.5 epd. Subsequently, the 

transition energy separation is predicted to continually increase. The increase in transition 

energy separation is attributed to the increase in electron confinement.  

 

Fig. 5.34 – Calculated separation in ground and excited state transition energy as a function 

of n-type direct dopant. 

 

Fig. 5.35 – Wavefunction overlap integral calculated for ground and first excited state 

transitions and forbidden transitions E1-H2, E2-H1, as a function of n-type direct dopant. 

Fig. 5.35 compares the overlap in wavefunctions for ground and first excited states, and 

shows a peak at around 2 epd, followed by a gradual decline in overlap, particularly in the 
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ground state. The overlap between forbidden transition states (E1-H2 and E2-H1) are 

suppressed. The decrease in overlap of between ground and first excited state transitions is 

driven by the distortion in the valence band causing a reduction in the confining potential as 

well as a shift in the wavefunction which can be seen in fig. 5.31.  

Only changes to the band structure have been considered as absorption spectra 

measurements were unavailable. Thus, as sample dependent parameters could not be 

extracted, calculation of absorption, peak modal gain and the QCSE would not be valid, due 

to a lack of data on broadening, internal optical loss, and bimodality. Nevertheless, the 

results shown above indicate potential benefits from suppression of the excited state in 

addition to enhanced electron population. Limitations include inhibited hole injection due to 

increased potential barriers.  

Furthermore, combining n-type direct doping with p-type modulation doping, or so-called co-

doping has been shown to provide further benefits to laser diodes[155], particularly in reducing 

threshold current densities. Consequently, the same structures were simulated between 0 – 

10 epd, in addition to 10 hpd p-type modulation doping in the barriers. The dot potential at 

each doping level is shown in fig. 5.36. The dot potential with only p-type modulation doping 

is shown in fig. 5.36 with the annotation 0.0 epd. This is evident by the lowering of the quasi-

Fermi levels with state-filling in the valence band. 

The trends are indistinguishable from the purely n-type doping shown in fig. 5.29, showing 

the n-doping generally dominating the changes to the central dot potential. Similarities are 

also observed in the dot energy levels and ground state wavefunctions, in fig. 5.37 and 5.38 

respectively.   

In fig. 5.37 the same number of electron states are confined by the deepening conduction 

band of the dot potential, and the same number of hole states are lost to the surrounding 

well. There is also a similar increase and decrease in the height of the surrounding electron 

and hole barriers respectively. This follows the improvement in electron injection, and 

inhibition of hole injection. Conversely, with the inclusion of p-type modulation doping, this 

inhibition should be partially alleviated due to the reservoir of holes in the barrier regions. 

The enhanced differential gain predicted previously in p-doped structures, combined with the 

expected improvements in the linewidth enhancement factor in n-direct doped dots could 

offer high speed modulation devices. 

In fig. 5.38 the severe bowing of the dot potential in the valence band causes the splitting of 

the ground state hole wavefunction.  The conduction and valence dot potential depth is 

shown in fig. 5.39. This follows a linear increase and decrease with conduction and valence 

bands respectively.  The energy separation in ground and first excited state for electrons and 
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holes is shown in fig. 5.40. A similar effect is observed with the same increase and decrease 

for electrons and holes respectively.
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Fig. 5.36 – Central dot potential with 10 hpd p-type modulation doping in the barriers and n-type direct doping concentration from 0 – 10 epd. Ground state 

electron and hole wavefunctions are shown. 
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The large increase in the separation of the electron ground and first excited state is expected 

to suppress excited state operation while further decreasing threshold current densities in 

co-doped laser structures. 

 

Fig. 5.37 – Calculated dot potential for the numbers of epd grown and highly doped (10 epd) 

structures with p-type modulation doping in the barrier. Electron and hole energy levels 

shown by dashed lines. 

 

Fig. 5.38 – Calculated potential with ground state energy levels and wavefunctions for 

electrons and holes respectively at 2.4 and 10 epd with p-type modulation doping. 
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Fig. 5.39 – Calculated conduction and valence band dot potential depth as a function of n-

type direct dopant with p-type modulation doping. 

 

 

Fig. 5.40 – Calculated energy separation between ground and excited states as a function of 

n-type direct dopant for electrons and holes respectively with p-type modulation doping. 

Fig. 5.41 shows the separation in the ground state and first excited state transition energy as 

a function of n-type direct doping, with p-type modulation doping. However, this does not 
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have the same initial change as in fig. 5.34, suggesting a slightly reduced transition energy 

with p-doping. 

 

Fig. 5.41 – Calculated separation in ground and excited state transition energy as a function 

of n-type direct dopant, with p-type modulation doping. 

Fig. 5.42 shows the variation in the wavefunction overlap as a function of n-type direct 

doping concentration with p-type modulation doping. The changes in wavefunction overlap 

are equivalent to that shown in fig. 5.35, with the exception of the initial point difference 

between undoped and p-doped.  

 

Fig. 5.42 – Wavefunction overlap integral calculated for ground and first excited state 

transitions and forbidden transitions E1-H2, E2-H1, as a function of n-type direct dopant with 

p-type modulation doping. 
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However, the variation in wavefunction overlap will be heavily dependent on the potential 

created by the dots, and may be impacted by size, shape, and intermixing with the well. 

Thus further characterisation is required to identify the dominance of these effects. 

From these calculations it appears there is little effect on the band diagrams caused by      

co-doping compared to solely n-direct doping. This may indicate the same benefits possible 

with n-doping, in addition to those from p-doping, as described in previous sections.  

While a simple understanding of the effects of doping might lead one to believe that one 

form of doping would cancel out the effects of the other the work in this chapter has shown 

that the mechanisms by which direct n-doping and p-doping may affect the dot potential and 

occupation of states are quite different and may offer cumulative benefits seen with            

co-doping. Further work will be necessary to confirm this. 

5.7 Summary 

We report a semi-empirical model combining full device band structure calculations with a 

Maxwell equation solver to calculate modal absorption and gain in p-modulation doped 

InAs/InGaAs QDs. Under reverse and forward bias, the QCSE and peak modal gain were 

evaluated. Reduced amplitude, broadened absorption spectra were shown to provide 

increased FoM in p-doped structures, indicating the potential of this structure for use in 

modulators. We found this to be predominantly caused by increased homogeneous 

broadening associated with greater carrier scattering rates. There was partial reduction from 

state filling induced carrier-blocking in p-doped structures, which provided particular benefits 

through increasing the absorption magnitude with reverse bias.  

An increase in the maximum modulator FoM was observed from a bias change of 0 to 5V in 

p-doped structures. Though additional dot layers or increased cavity lengths may be 

required for operation at this wavelength where the ER is lower than the undoped structure. 

An ER>4dB is still present for the p-doped structure at 1311nm. Structures incorporating p-

doping slightly outperformed undoped structures at 1311nm, with an increasing benefits at 

longer wavelengths. Further depletion of holes in p-doped structures with increasing reverse 

bias led to an increasing absorption amplitude, enhancing the ER at longer wavelengths. 

There was a reduction in the peak IL but due to increased homogeneous broadening IL was 

higher in the p-doped above 1300nm. Therefore, enhancements in the FoM were attributed 

to increased ER in p-doped structures. 

Under forward bias, state-filling resulted in reduced threshold current density and increased 

differential and modal gain for ground state operation. The increased carrier scattering rate 

in p-doped structures created a severe gain saturation effect at higher current densities.     

P-doping was shown to offer benefit when carefully used with selection of operating 
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wavelength and operating conditions to mitigate the effects of increased carrier scattering for 

use in modulators and lasers.  

Increasing the proximity of the p-type modulation doping layer above the dot layer may offer 

minor benefits in terms of the movement of the quasi-Fermi levels. However, at very close 

proximity or below the corresponding dot layer may have negative effects. Inclusion of a pre-

layer may assist laser structures through increasing the uniformity in occupation between dot 

layers, particularly adjacent to the n-type cladding, with minimal effects from carrier-blocking 

expected under reverse bias. However, the inclusion of additional doping increases the 

nonradiative recombination, and a lower doping concentration may be required to provide 

the desired benefits. In both cases significantly more work is required, including absorption 

characterisation, to confirm impacts to broadening parameters. 

Band structure calculations under zero bias indicate the potential benefits of n-type direct 

doping technique as well as co-doping. N-type dopant directly incorporated into the dots 

increases the potential depth in the conduction band and reduces that of the valence band. 

This increases electron injection efficiency while inhibiting hole injection. As the level of        

n-type direct doping is further increased, growing valence potential barriers negatively 

impact hole injection.  

Co-doping may allow for further enhancement of both electrons and holes simultaneously. It 

is expected that the reduced hole injection in n-type direct doped dots will be offset by the p-

type modulation doping in the barriers, with improvements in both differential gain and 

linewidth enhancement factor offering high speed modulation devices. Nevertheless, the 

model described is reliant on sample dependent parameters, and further characterisation of 

samples exhibiting variation in the p-doping proximity and inclusion of pre-layer, in addition 

to n and co-doping techniques will be required to form a full theory of this behaviour.  
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Chapter 6 Conclusions 
In this work, III-V compound semiconductor heterostructures have been simulated using a 

semi-empirical model with only one dimensional inputs to predict, firstly, absorption and the 

quantum confined Stark effect in quantum well modulator devices for retroreflective free 

space optical communication data links. Secondly, absorption, gain, and the quantum 

confined Stark effect in p-type modulation doped InAs quantum dots for 1.3μm operating 

lasers and modulators for on-chip integration. Finally, band structure calculations were used 

to discuss n-type direct and co-doping techniques for InAs quantum dot devices. 

Experimental measurements of absorption and the quantum confined Stark effect in 

quantum wells were used to corroborate the model and then design novel epitaxial 

structures based on type-II band alignment for enhancing the performance of modulating 

retroreflectors. Additionally, absorption measurements (performed by fellow PhD student Joe 

Mahoney) in p-modulation doped InAs quantum dots corroborated model predictions of 

reduced threshold current density and increased differential gain in lasers, and an enhanced 

figure of merit in modulators.  

Furthermore, band structure calculations following the same procedure allowed examination 

of n-type direct doped InAs quantum dots providing a hypothesis for improved performance 

in lasers. Combining n-type direct doping and p-type modulation doping in these 

calculations, mutual benefits are proposed through the so-called “co-doping” strategy.  

6.1 Conclusion to this work 

Normal incidence quantum well electroabsorption modulators for retroreflective free space 

optical communication systems were considered. Through analysis of state of the art 

devices, limitations of high insertion loss, low extinction ratio, and temperature sensitivity 

were observed.  Asymmetric heterostructures based on type-II band alignment have been 

proposed as an alternative. A design composed of 2.7nm In(0.43)GaAs and 1.5nm 

GaAsSb(0.40) quantum wells, with a 6.5nm In(0.60)AlAs strain compensating barrier grown on 

InP substrate offers benefits, provided challenges in epitaxy can be overcome. 

By utilizing the type-II band alignment, it was possible to confine electrons and holes in 

different material layers, spatially separating them and reducing the wavefunction overlap 

integral. This yielded significant reductions in the optical insertion loss (valuable to long 

range communication systems) and altered the zero-field modulation state to ON, which is 

energetically favourable. Additionally, through careful tuning of the band structure up to 

double the extinction ratio was predicted. This resulted in a significant increase in the figure 

of merit, with a design incorporating moderate to higher indium content InAlAs barrier 

regions to provide strain-balancing.  
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The asymmetry between the electron and hole confining layers was exploited to increase the 

separation between transition energies. This suppressed the impact of closely spaced 

energy levels and forbidden transitions occurring under a reverse bias observed in the state 

of the art structures. A broader extinction ratio peak was calculated with less reliance on only 

a narrow wavelength region of the absorption spectrum for operation. The suppression of the 

closely spaced and forbidden transitions resulted in fewer intersections between the biased 

and unbiased absorption spectra over the C-band, and hence fewer wavelengths where the 

extinction ratio may degrade to zero. 

The increased broadening of the absorption spectrum and extinction ratio peak is suggested 

to be more resilient than the current state of the art structure to variations in temperature. 

The quantum confined Stark effect was predominantly driven by a strong redshift in the band 

edge absorption resulting in nearly a factor of 10 increase in the figure of merit over current 

state of the art devices. Further work will be required in the epitaxy of the required 

combinations of materials to produce narrow well dimensions and manage changes in 

growth temperature between indium-based and antimony-based alloys. The modelling work 

done here demonstrates that this is worthwhile.  

Edge coupled quantum dot electroabsorption modulators and laser diodes were considered 

with the inclusion of p-type modulation doping and n-type direct doping techniques. Through 

a modelling procedure including only one degree of confinement, calculated band edge 

absorption spectra were produced which matched measurements. A simple transport model 

was used to calculate the global quasi-Fermi levels across the full device band structures 

and the carrier occupation probability at each quantum dot layer was evaluated. A reduction 

in the absorption magnitude in p-type modulation doped structures was attributed 

predominantly to increased homogeneous broadening via carrier scattering processes. 

Further reductions in absorption were attributed to carrier-blocking through the comparison 

of calculated and experimental data. 

Under reverse bias an increase in absorption magnitude was calculated in p-doped 

structures arising from reductions of carrier-blocking with a growing depletion region from the 

applied electric field. A greatly increased figure of merit was associated with p-doped 

structures though with a significant redshift from the desired wavelength of operation. 

However, other changes such as increased device length, a greater number of quantum dot 

layers, or selective intermixing to shift the operation wavelength, will be required to achieve 

useful integration. 

Carrier injection was modelled to observe behaviour relating to laser diodes. Reductions in 

threshold current density and increases in differential gain were observed for p-type 

modulation doping at a variety of positions in the barrier regions of the waveguide core. 

However, a lower value of maximum gain at the highest current densities was attributed to 
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broadening through increased carrier scattering. Through band structure analysis, the 

inclusion of a p-doping pre-layer was shown to be advisable if the doping level was reduced, 

increasing symmetries in the quasi-Fermi levels across all quantum dot layers. 

Band structure calculations for n-type direct doped InAs quantum dots showed potential 

improvements through increased electron confinement, wavefunction overlap, and a reduced 

number of hole states in the dot potential, though hole injection was predicted to be inhibited 

at higher doping levels due to increased potential barriers in the valence band. These 

benefits occur due to the increased depth in the dot conduction potential. Enhanced electron 

confinement increased the energy separation between ground and first excited state 

transitions, which should lead to lasing at the ground state wavelength up to higher gain. 

Though the reduced dot valence potential depth lowered the large number of hole states, the 

energy separation between them was also significantly reduced. There were also significant 

increases in the valence potential barriers which will inhibit hole injection. 

Calculations including both n-type direct doping and p-type modulation doping indicate direct 

doping has dominant effects on the dot potential. However, the state filling associated with p-

type modulation doping may act complementarily, overcoming the potential barriers which 

otherwise inhibit hole injection. Therefore, so-called “co-doping” is predicted to have 

significant implications for improvement to quantum dot laser devices grown on silicon 

substrates in the future.  

6.2 Future study 

Further research will be needed as epitaxy develops towards the required type-II quantum 

well modulator structures. Due to the low dimension, particularly of the hole confining 

GaAsSb layer, and the high growth temperature required for indium based alloys, achieving 

sharp interfaces will be a challenge. Nevertheless, appropriate consideration of the profile of 

the interface may be included into a more complex model, with the potential of mitigating 

increased broadening or changes to the peak operating wavelength. Additional 

consideration of the full p-i-n structure will be necessary before a final product design.  

Calculation of the p-type and n-type cladding concentrations combined with the appropriate 

number of quantum well periods can be tuned for application specific extinction ratio, 

insertion loss, data rate or a data link distance requirements. In type-II structures as well as 

the current state of the art, further characterization of temperature dependence is needed. 

Measurement of direct temperature changes on the pixels, with independent heat and 

electric field sources, will be key in describing modulator performance for aerospace 

applications.  

For continuation of work with p-type modulation doped, n-type direct doped, and co-doped 

InAs quantum dots, significantly more experimental characterization will be required. This 
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will be necessary to validate predictions of the quantum confined Stark effect and to 

empirically confirm the theorized mechanisms of n-type direct and co-doped lasers. 

Moreover, characterization of the absorption spectrum of structures with a variety of doping 

strategies and doping parameters (such as proximity of p-type modulation doping) will 

provide sample dependent parameters which may be used within the model to further 

understand the operation of each approach when devices are used as modulators and 

lasers. 
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A1  Exciton Green’s-function 

approach 
The equations for absorption presented in the background theory (chapter 2) are based on 

solutions derived with an exciton Green’s-function approach in momentum space, as 

presented by Chuang et al. in [15]. This was introduced as the Coulomb Green’s function in 

real space by Hostler in [156] for calculating Hydrogen atom ground state perturbations. The 

method was applied to exciton problems in [157], [158], with calculations in momentum 

spaced used for consideration of the quantum confined Stark effect (QCSE)[158]–[161].  

In [15], Chuang et al. derive the Green’s function for the linear optical susceptibility of a 

quantum well (QW) and report numerical results with comparison to the variational method. 

Later in [130], Chuang presents expressions for bound and continuum of states contributions 

to the absorption coefficient of a QW (as quoted in chapter 2). 

Chuang reports the linear optical susceptibility in eq. A1.1 in SI units following a density-

matrix approach from Shen[162]. 

𝜖0𝜒𝑖𝑗(𝜔) =
2

𝑉
∑

𝑀𝑎𝑏
𝑖 𝑀𝑏𝑎

𝑗

𝐸𝑏−𝐸𝑎−ℏ𝜔−𝑖Γ𝑎,𝑏                                                                      (A1.1) 

The susceptibility is found by summing over all electrons in the crystal volume 𝑉, where a 

factor of 2 accounts for spins. 𝑀𝑎𝑏
𝑖  and 𝑀𝑏𝑎

𝑗
 the 𝑖𝑡ℎ and 𝑗𝑡ℎ spatial components of the dipole 

matrix elements 𝑀𝑎𝑏 and 𝑀𝑏𝑎 respectively. 𝑎 and 𝑏 are the ground and excited states with 

energy difference 𝐸𝑏 − 𝐸𝑎. The dipole matrix element 𝑴𝑎𝑏 can be defined as ⟨𝑎|𝑒𝑹|𝑏⟩. ℏ𝜔 is 

the photon energy and Γ is the half-linewidth resulting from homogeneous broadening. 

For a QW, 𝐸𝑏 − 𝐸𝑎 is replaced by 𝐸𝑥 = 𝐸𝑔 + 𝐸𝑛
𝑒 + 𝐸𝑚

ℎ − 𝐸𝐵. Where 𝐸𝑔 is the band gap 

energy. 𝐸𝑛
𝑒 and 𝐸𝑚

ℎ  are the subband energies (with indices 𝑛 and 𝑚) of the conduction and 

valence band respectively. 𝐸𝐵 is the exciton binding energy separating the bound and free 

electron and hole pairs, as shown in fig. A1.1.  

The N-particle form dipole matrix element can be reduced to a single-particle form, 

⟨𝑛𝑚𝒌|𝑒𝑹|𝑔⟩ = ⟨Ψ𝑛𝒌
𝑐 |𝑒𝒓|Ψ𝑚𝒌

𝒉 ⟩ = 𝜇𝑛𝑚(𝒌). Where 𝒌 is the in-plane wave vector, ⟨𝑛𝑚𝒌| is the 

state obtained by replacing a single electron in the valence band by an electron in the 

conduction band, and |𝑔⟩ is the ground state of the system. Exciton states can be given as a 

linear combination of these states |𝑋⟩ = ∑ 𝜙𝑛𝑚
𝑋 (𝒌)|𝑛𝑚𝒌⟩𝑛,𝑚,𝒌 . 
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Fig. A1.1 – Quantum well under reverse bias with electron level (E1), heavy hole level 

(HH1), and light hole level (LH1). Band gap energy (Eg), the confinement energies for 

electrons and holes (𝐸𝑛
𝑒 and 𝐸𝑚

ℎ ), and the exciton binding energy (𝐸𝐵). 

Ψ𝑛𝒌
𝑐  and Ψ𝑚𝒌

𝒉  are the electron and hole single particle states satisfying the inhomogeneous 

Schrödinger equation in eq. A1.2. 

[− 
ℏ2

2𝑚𝑒ℎ
∗ ∇2 + 𝑉𝑒ℎ(𝑧) + |𝑒|𝐹𝑧] Ψ𝑛𝑚𝒌

𝑒ℎ (𝒓) = 𝐸𝑛𝑚
𝑒ℎ (𝒌)Ψ𝑛𝑚𝒌

𝑒ℎ (𝒓)                             (A1.2) 

𝑉𝑒ℎ(𝑧) is the electron or hole confining potential and 𝐹 is the electric field. The single-particle 

dipole matrix element can then be related to the momentum matrix element following the 

effective mass approximation following eq. A1.3. 

〈|𝜇𝑛𝑚(𝑘)|2〉 = [
𝑒ℏ

𝑚𝐸𝑛𝑚(𝑘)
]

2
|𝐼𝑛𝑚

𝑒ℎ |
2

2𝑀𝑏
2𝛾𝑐𝑣                                        (A1.3) 

Where |𝐼𝑛𝑚
𝑒ℎ |

2
 is the wavefunction overlap integral, 𝑀𝑏

2 is the bulk momentum matrix element 

related to Kane’s energy parameter by 
𝑚0

6
𝐸𝑝

[39], and 𝛾𝑐𝑣 is a band and polarization 

dependent multiplier. This is discussed in chapter 2 following [16]. 

Wavefunctions for the electron and hole can be written in the form given in eq. A1.4 and 

A1.5. 

Ψ𝑛𝑘
𝑒 (𝒓) = 𝑓𝑛(𝑧)

𝑒𝑖𝒌∙𝜌

√𝐴
𝑢𝑐(𝒓)                                                           (A1.4) 

Ψ𝑚𝑘
ℎ (𝒓) = 𝑔𝑚(𝑧)

𝑒𝑖𝒌∙𝜌

√𝐴
𝑢𝑣(𝒓)                                                           (A1.5) 

𝐴 is the in-plane interface area, with 𝑢𝑐(𝒓) and 𝑢𝑣(𝒓) the periodic parts of the Bloch 

functions. The optical matrix element ⟨𝑋|𝑒𝑹|𝑔⟩ = ∑ 𝜙𝑛𝑚
𝑋∗ (𝒌)𝜇𝑛𝑚(𝒌)𝑛,𝑚,𝒌 , with the amplitude 



 

150 
 

𝜙𝑛𝑚
𝑋 (𝒌) satisfying the effective mass equation for excitons in a quantum well[163] through eq. 

A1.6. 

𝐸𝑛𝑚(𝑘)𝜙𝑛𝑚
𝑋 (𝒌) − ∑ ⟨𝑛𝑚|𝑉𝒌−𝒌′|𝑛′𝑚′⟩𝜙𝑛′𝑚′

𝑋∗ (𝒌′)𝑛′,𝑚′,𝒌′ = 𝐸𝑋𝜙𝑛𝑚
𝑋 (𝒌)                  (A1.6) 

𝐸𝑛𝑚(𝑘) = 𝐸𝑔 + 𝐸𝑛
𝑒(𝑘) + 𝐸𝑚

ℎ (𝑘) following fig. A1.1, with states 𝐸𝑛
𝑒(𝑘) and 𝐸𝑚

ℎ (𝑘) in the form 

𝐸𝑛𝑚
𝑒ℎ (𝑘) = 𝐸𝑛𝑚

𝑒ℎ +
ℏ2𝑘2

2𝑚𝑒ℎ
∗ . Chuang then expresses the Coulomb potential with quantum-well size 

effects, as shown in eq. A1.7. 

⟨𝑛𝑚|𝑉𝒌−𝒌′|𝑛′𝑚′⟩ =
𝑒2

2𝜖|𝒌−𝒌′|𝐴
∫ 𝑑𝑧𝑒 ∫ 𝑑𝑧ℎ 𝑓𝑛

∗(𝑧𝑒)𝑔𝑚
∗ (𝑧ℎ)𝑒−|𝒌−𝒌′||𝑧𝑒−𝑧ℎ|𝑓𝑛′(𝑧𝑒)𝑔𝑚′(𝑧ℎ)      (𝐴1.7) 

The exciton Green’s function is expressed in eq. A1.8 from [158], [159].  

𝐺𝑛𝑚
𝑗 (𝒌, ℏ𝜔 + 𝑖Γ) = ∑ 𝜙𝑛𝑚

𝑋 (𝒌)𝑋 [
∑ 𝜙

𝑛′𝑚′
𝑋∗ (𝒌′)𝜇

𝑛′𝑚′
𝑗

(𝒌′)𝑛′,𝑚′,𝒌′

𝐸𝑋−ℏ𝜔−𝑖Γ
]                    (𝐴1.8) 

Here 𝑗 refers to the 𝑗𝑡ℎ spatial component of the dipole moment. The susceptibility defined in 

eq. A1.1, can then be rewritten in terms of the exciton Green’s function, shown in eq. A1.9. 

𝜖0𝜒𝑖𝑗(𝜔) =
2

𝑉
∑ 𝜇𝑛𝑚

𝑖∗ (𝒌)𝐺𝑛𝑚
𝑗 (𝒌, ℏ𝜔 + 𝑖Γ)𝑛,𝑚,𝒌                                        (𝐴1.9) 

ℏ𝜔 + 𝑖Γ is set as Ω, and 𝐺𝑛𝑚
𝑗

 is said to satisfy the integral equation in momentum space for 

the exciton envelope function in eq. A1.10, similarly to eq. A1.6. 

[𝐸𝑛𝑚(𝑘) − Ω]𝐺𝑛𝑚
𝑗 (𝒌, Ω) − ∑ ⟨𝑛𝑚|𝑉𝒌−𝒌′|𝑛′𝑚′⟩𝐺𝑛𝑚

𝑗 (𝒌′, Ω)𝑛′,𝑚′,𝒌′ = 𝜇𝑛𝑚
𝑗 (𝒌)    (𝐴1.10) 

The eigenvalues and eigenfunctions can be solved for using eq. A1.6, whereas the dipole 

moment must be solved for the exciton Green’s function in eq. A1.10. Chuang then shows 

the exciton Green’s function satisfies eq. A1.10 by expanding 𝐺𝑛𝑚
𝑗

 in terms of the exciton 

envelope functions with the assumption that they form a complete set. This is shown through 

eq. A1.11. 

𝐺𝑛𝑚
𝑗 (𝒌, Ω) = ∑ 𝜙𝑛𝑚

𝑋 (𝒌)𝑋 𝑐𝑋
𝑗

                                             (𝐴1.11) 

∑ 𝜇𝑛𝑚
𝑋∗ (𝒌)𝜙𝑛𝑚

𝑋′

𝑛,𝑚,𝒌 (𝒌) = 𝛿𝑋𝑋′                                            (𝐴1.12) 

By substituting eq. A1.11 into eq. A1.10, multiplying the complex conjugate of the envelope 

function 𝜙𝑛𝑚
𝑋∗  and summing over 𝑛, 𝑚, and 𝒌, Chuang shows 𝑐𝑋

𝑗
 is given by the expression in 

eq. A1.8 [
∑ 𝜙

𝑛′𝑚′
𝑋∗ (𝒌′)𝜇

𝑛′𝑚′
𝑗

(𝒌′)𝑛′,𝑚′,𝒌′

𝐸𝑋−ℏ𝜔−𝑖Γ
]proving A1.11. The absorption coefficient was then 

calculated from the imaginary part of the susceptibility 𝛼 = 𝜔𝜖2/(𝑛𝑟𝑐𝜖0), where                                 

𝜖2 = 𝐼𝑚[𝜖0𝜒(𝜔)]. 



 

151 
 

Subsequently, Chuang describes the process of solving for the exciton Green’s function, in 

which the singularity of the Coulomb potential is properly taken into account. This is not 

reported here as though [15] provides sufficient detail.  

The solutions of the exciton Green’s function can then be applied to find the bound and 

continuum of states contributions of susceptibility or absorption utilizing appropriate material 

and structure dependent parameters described in this thesis. The final expressions for 

bound and continuum of states absorption coefficient contributions (in chapter 2) are 

reported in [130], and shown in eq. A1.13 and A1.14 respectively. 

𝛼𝐵(ℏ𝜔) = 𝐶0
2

𝐿
∑ |𝜙𝑛𝑚

𝑥 (𝜌 = 0)|2
𝑋 |�̂� ∙ 𝒑𝑐𝑣|2|𝐼𝑛𝑚

𝑒𝑛 |2 Γ/𝜋

(𝐸𝑋−ℏ𝜔)2+Γ2               (𝐴1.13) 

𝛼𝐶(ℏ𝜔) = 𝐶0
𝑚𝑟

∗

𝜋ℏ2𝐿
|�̂� ∙ 𝒑𝑐𝑣|2|𝐼𝑛𝑚

𝑒ℎ |
2

∫ 𝑑𝐸𝑡|𝜙𝑥(𝜌 = 0)|2∞

0

Γ/𝜋

(𝐸𝑛𝑚
𝑒ℎ −ℏ𝜔)

2
+Γ2

        (𝐴1.14) 

Where, 𝐶0 =
𝜋𝑒2

𝑛𝑟𝑐𝜖0𝑚0
2𝜔

, with 𝑛𝑟 the real part of the refractive index. 𝐿 is the width of the QW. 

|𝜙𝑛𝑚
𝑥 (𝜌 = 0)|2 is the oscillator strength evaluated at the band edge. |�̂� ∙ 𝒑𝑐𝑣|2 is the 

momentum matrix element 𝑀𝑏
2𝛾𝑐𝑣. |𝐼𝑛𝑚

𝑒𝑛 |2 is the wavefunction overlap integral. 𝑚𝑟
∗ is the 

reduced mass related to the electron and hole effective masses by 1/𝑚𝑟
∗ = 1/𝑚𝑒

∗ + 1/𝑚ℎ
∗ .  
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