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## 1 Compliance with the Guidelines for Accurate and Transparent Health Estimates Reporting (GATHER)

<table>
<thead>
<tr>
<th>Item #</th>
<th>Checklist item</th>
<th>Description of Compliance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Objectives and funding</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Define the indicator(s), populations (including age, sex, and geographic entities), and time period(s) for which estimates were made.</td>
<td>Precision public health and HIV section</td>
</tr>
<tr>
<td>2</td>
<td>List the funding sources for the work.</td>
<td>Acknowledgments section</td>
</tr>
<tr>
<td><strong>Data Inputs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>For all data inputs from multiple sources that are synthesized as part of the study:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Describe how the data were identified and how the data were accessed.</td>
<td>Methods; Additional File 1: Sections 2.1, 2.2, 3.1, 3.2</td>
</tr>
<tr>
<td>4</td>
<td>Specify the inclusion and exclusion criteria. Identify all ad-hoc exclusions.</td>
<td>Additional File 1: Sections 2.1, 2.2, 3.1, 3.2, Additional File 2: Table S3</td>
</tr>
<tr>
<td>5</td>
<td>Provide information on all included data sources and their main characteristics. For each data source used, report reference information or contact name/institution, population represented, data collection method, year(s) of data collection, sex and age range, diagnostic criteria or measurement method, and sample size, as relevant.</td>
<td>Additional File 2: Tables S1-2,4-5, <a href="https://ghdx.healthdata.org/record/ihme-data/sub-saharan-africa-hiv-prevalence-geospatial-estimates-2000-2018">https://ghdx.healthdata.org/record/ihme-data/sub-saharan-africa-hiv-prevalence-geospatial-estimates-2000-2018</a></td>
</tr>
<tr>
<td>6</td>
<td>Identify and describe any categories of input data that have potentially important biases (e.g., based on characteristics listed in item 5).</td>
<td>Methods</td>
</tr>
<tr>
<td>For data inputs that contribute to the analysis but were not synthesized as part of the study:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Describe and give sources for any other data inputs.</td>
<td>Methods; Additional File 1: Sections 3.1, 3.3, 3.4;</td>
</tr>
<tr>
<td>For all data inputs:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Provide all data inputs in a file format from which data can be</td>
<td>Available through <a href="https://ghdx.healthdata.org/rec">https://ghdx.healthdata.org/rec</a></td>
</tr>
</tbody>
</table>
efficiently extracted (e.g., a spreadsheet rather than a PDF), including all relevant meta-data listed in item 5. For any data inputs that cannot be shared because of ethical or legal reasons, such as third-party ownership, provide a contact name or the name of the institution that retains the right to the data.

| Data analysis | 9 | Provide a conceptual overview of the data analysis method. A diagram may be helpful. | Methods; Figure 2 |
| 10 | Provide a detailed description of all steps of the analysis, including mathematical formulae. This description should cover, as relevant, data cleaning, data pre-processing, data adjustments and weighting of data sources, and mathematical or statistical model(s). | Methods; Additional File 1: Sections 2-4 |
| 11 | Describe how candidate models were evaluated and how the final model(s) were selected. | Additional File 1: Section 4.3 |
| 12 | Provide the results of an evaluation of model performance, if done, as well as the results of any relevant sensitivity analysis. | Additional File 1: Section 4.3 |
| 13 | Describe methods for calculating uncertainty of the estimates. State which sources of uncertainty were, and were not, accounted for in the uncertainty analysis. | Methods; Additional File 1: Sections 3.2, 4.4 |
| 14 | State how analytic or statistical source code used to generate estimates can be accessed. | Available through https://github.com/ihmeuw/lbd/tree/hiv_prev-africa-2020 |
| 15 | Provide published estimates in a file format from which data can be efficiently extracted. | Available through https://ghdx.healthdata.org/record/ihme-data/sub-saharan-africa-hiv-prevalence-geospatial-estimates-2000-2018 |
| 16 | Report a quantitative measure of the uncertainty of the estimates (e.g. uncertainty intervals). | Results; Figure 4; Additional File 3: Figs. S27-34 |
| 17 | Interpret results in light of existing evidence. If updating a previous set of estimates, describe the reasons for changes in estimates. | Results; Methods |
| 18 | Discuss limitations of the estimates. Include a discussion of any modelling assumptions or data limitations that affect interpretation of the estimates. | Discussion; Methods |
2 HIV data sources and data processing

2.1 Seroprevalence surveys

2.1.1 Data identification strategy

We identified HIV seroprevalence surveys in sub-Saharan Africa (SSA) through a review of all surveys in the Demographic and Health Survey (DHS), AIDS Indicator Survey (AIS), Multiple Indicator Cluster Survey (MICS) series, and other surveys listed in the Global Health Data Exchange[1]; surveys included in the national HIV estimates files from UNAIDS[2]; and surveys listed in the US Census Bureau HIV/AIDS Surveillance Database[3]. For a survey to be considered for this analysis, we required that the survey reported HIV blood test results, sampled from the general adult population, and contained geographic information more refined than country level. For surveys with no microdata available we used reports if they included sample size, or uncertainty intervals from which sample size could be derived. Our desired age range was 15–59 years, but we also included survey reports that recorded prevalence for age spans within that range. The surveys used in this analysis are listed in Additional File 2: Table S1 and visualized in Figure 1. We additionally considered data sources identified through literature review; however, because data from these sources predominantly did not match our inclusion criteria related to age distribution (see section 2.1.3 below), we elected to exclude all literature review data from this model. Other survey data exclusions are detailed in Additional File 2: Table S2.

2.1.2 Data processing for microdata

To prepare survey microdata for analysis, we first subset the data to the age range of interest, 15–59 years, and dropped any data that were not sex-specific. For data coded by gender rather than sex, we treated these data as if they were sex-specific rather than gender-specific. We then dropped rows for individuals explicitly listed as not tested or where the blood samples were marked as lost or rejected (insufficient sample volume, tip broken, etc.). Inconclusive and indeterminate test results were coded as a negative test result. After subsetting according to these conditions, we further dropped any microdata missing an HIV test result, survey weight, or geographic information or due to the GPS coordinates being located more than 10 km outside of the country border. Coordinates within 10 km of the country border were snapped to be approximately 1 km inside the nearest border of the specified country.

We then aggregated the individual-level microdata into sex-specific five-year age bins (15–19, 20–24, 25–29, 30–34, 35–39, 40–44, 45–49, 50–54, 55–59; hereafter termed ‘ages’) to the finest possible spatial resolution available, ideally a latitude and longitude pair representing the location of the survey cluster (point-level data). The interview date for each specific location was calculated as the median of the individual-level interview dates. Where point-level referencing was not available, we geolocated
survey microdata to the smallest geographical area (termed ‘polygon’) possible. Individual-level sample weights were used when calculating prevalence, and the effective sample size for each prevalence estimate was estimated via the Kish approximation[4], which accounts for differences in the underlying selection probability within a sample.

2.1.3 Data processing for reports
In instances where individual-level microdata were not available, we used summary reports, given that the estimates reported were similar in nature to what we would calculate from the microdata. We used the median months of the reported data collection periods as the interview dates to align with the extracted microdata. If sample sizes were not included in the report, we estimated them from the reported confidence intervals, assuming that a Normal approximation was used to generate 95% confidence intervals. In both instances, sample sizes were further adjusted by multiplying the median design effect (ratio of effective sample size to observed sample size) calculated in the microdata as described above. We only used reports with sex-specific estimates. Summary reports only provide estimates aggregated across age; we included only those that completely covered either some or all the 5-year age bins within the 15–59 year age range being modeled. Because of their incongruity with our methods for modeling age-aggregated data (detailed in Additional File 1: Section 2.3), we did not include reports extending below 15 years or above 59 years, or any reports incompletely covering any of our ages. For example, we included reports covering age ranges such as 15–59 years, or 15–49 years, but excluded reports covering age ranges such as 15–64 years, or 18–24 years.

2.2 Antenatal care (ANC) sentinel surveillance
2.2.1 Data sources
In addition to general population surveys, we used antenatal care (ANC) sentinel surveillance data, which measure HIV prevalence among pregnant females attending antenatal care clinics. Most of these raw data came from national Spectrum files that were developed by a country team of experts and compiled and shared by the UNAIDS secretariat[2]. These files include the HIV prevalence and sample size of ANC sentinel surveillance and routine testing for various sites and years. We only used the sentinel surveillance estimates for our analysis.

We supplemented this data with ANC sentinel surveillance country reports. In general, the reports contained the same information as the Spectrum files, but there was some additional information in the reports and some discrepancies compared to the Spectrum files. The additional information included additional sites, additional years for given sites, and more precise prevalence estimates. In instances
where there were discrepancies for a given site-year, we elected to use the source where HIV
prevalence was closest to the average prevalence of surrounding years for the same site.

Four countries had a notably large number of discrepancies between the Spectrum files and the ANC
reports. The Zambia Spectrum files recorded prevalence for the 15–39 years age range, while the
reports recorded prevalence for the 15–44 years age range. In this case, we elected to use the Spectrum
files because they had better data coverage in terms of number of site-years. There were also many
discrepancies in Central African Republic, Côte d’Ivoire, and Zimbabwe; we were unable to identify a
specific reason for these discrepancies and elected to use data from the Spectrum files only for these
countries. We investigated the ANC reports to determine if site names in the Spectrum files represented
hospitals, cities, or administrative subdivisions. We then used various mapping websites to find
geographic information related to these sites. For hospitals and cities/towns that are less than 25 km² in
area, we used a central GPS coordinate, and for administrative subdivisions we used a polygon of the
area. Some hospital sites had a city or town name rather than a hospital name. In those instances, we
searched for a hospital in the given city or town and used that hospital’s GPS coordinates. If there were
multiple hospitals in the area but they were less than 5 km apart, we used the GPS coordinates of the
midpoint of the hospitals. If no hospitals were found in the area but the corresponding region was less
than 25 km² in area, we used the central GPS coordinate. Sites that could not be geolocated because
none of these conditions were met were excluded from further analyses.

2.2.2 Data processing
To prepare the ANC data for analysis, we compiled the HIV prevalence and sample size data from the
Spectrum files and the ANC reports, and the site geographic information – either GPS coordinates or
polygons for administrative subdivisions – into one dataset. After thoroughly inspecting the data, we
decided to exclude the following data from our analysis:

- Hospital-level sites were dropped from Congo in 2011 (23 site-years) and Guinea-Bissau in 2003,
  2005, 2010, and 2014 (10 site-years) because the data aggregated by administrative subdivisions
  had better temporal coverage.
- We dropped administrative subdivisions that were masked by a different level of administrative
  subdivisions (8 site-years), defaulting to the level that would give better temporal coverage.
- We determined that 181 site-years were outliers based on inspection of site-level time trends
  and undue influence on model results, and these were dropped from the analysis.
Data from sites that could not be geolocated were also dropped (96 sites). Additionally, in the Spectrum files, data from 12 site-years labeled as sentinel surveillance we suspect are actually routine testing, and we excluded these from the analysis. In some cases, ‘default’ sample sizes were reported for all sites and certain years in a given country (typically $N = 300$). In cases where measured sample sizes were available for these affected sites in two or more other years, we replaced the ‘placeholder’ sample size with the site-specific median from across measured years. In cases where reported sample sizes were not available for other years, or where median values clearly conflicted with site-specific trends in sample size over time, the ‘placeholder’ sample size was retained. In the end, we adjusted sample sizes in this way for select data in five countries, five years, and 57 sites, equating to 11 country-years and 146 site-years in total.

The ANC data included in this analysis are listed in Additional File 2: Table S2 and visualized in Figure 1.

2.3 Polygon and age-aggregated data processing

To incorporate observations geolocated to the polygon level as well as age-aggregated observations into our model, we disaggregated these data to mimic point and/or age-specific data. Specifically, we disaggregated each of these given observations to be location- and/or age-specific. For each polygon, we generated points at the centroid of each pixel falling within that polygon and replicated that observation’s HIV prevalence and sample size at the location of each centroid. Age-aggregated data were similarly disaggregated by replicating HIV prevalence and sample size once for each age covered in the given age-aggregated observation’s age range. In the cases of age-aggregated polygon data, these two processes were combined. Next, each of the disaggregated, location- and age-specific rows of data associated with a given aggregated observation were assigned weights ($w_j$) proportional to the age- and sex-specific population at that location for the given year, derived from WorldPop[5]. For ANC data, ages and locations within an ANC observation were weighted by births rather than population. The number of births for a given age and location was calculated as the product of the location-, age-, and sex-specific population again derived from WorldPop[5], and the national fertility rate, derived from GBD 2019 estimates[6]. Weights per observation all summed to one. Age-specific point observations were each assigned a weight of one.

To reduce the computational burden imposed by this method in terms of the large number of locations and ages generated, in cases where for at least one location and/or age ($j$) within an observation,

$$w_j < \frac{1}{2} \cdot \frac{1}{\max_j}$$
we successively dropped the lowest-weighted locations and/or ages in that observation, until a maximum of 1% of the observation's weight was dropped. Remaining locations and/or ages within that observation were then reweighted to maintain a total observation weight of one. Age-specific point observations were each given a weight of one. This ultimately allowed us to retain ≥99% of our observation weight of while removing 42.2% of pixel-ages, greatly mitigating the computational burden on this model.

3 Covariate and auxiliary data

3.1 Pre-existing covariates
Mirroring the previously published adult HIV prevalence model[7], this analysis included five pre-existing covariates: travel time to the nearest settlement of more than 50,000 inhabitants, total population, night-time lights, urbanicity, and malaria incidence. These variables were selected from among available gridded datasets for SSA because they are factors, or proxies for factors, that previous literature has identified to be associated (not necessarily causally) with HIV prevalence. The first four variables were included as measures or proxies for connectedness and urbanicity, as HIV historically spread through SSA along travel routes[8, 9] and is typically found to be higher in more urban compared to more rural locations. Malaria incidence was selected based on prior evidence relating higher malaria incidence rates to higher prevalence of HIV at the population level[10, 11]. Sources for these data are given in Additional File 2: Table S4. These covariates underwent spatial and temporal processing in preparation for their inclusion in analysis.

Spatial processing involved resampling the input covariate raster to align the spatial resolution of the covariate to the 5 x 5-km resolution used in modeling. For covariates that were originally at a finer resolution, we resampled the raster by taking the neighborhood average (travel time to the nearest settlement of more than 50,000 inhabitants, night-time lights, and urbanicity) or sum (total population) of the finer covariate raster to produce one at a 5 x 5-km resolution. Malaria incidence was natively at a 5 x 5-km resolution and thus did not require additional spatial processing.

Temporal processing was required in instances where the original temporal resolution of the covariate was anything other than annual. To resolve from a coarser time period to an annual time period, we filled the intervening years with the value from the nearest neighboring year (urbanicity) or using an exponential growth rate model (total population). Night-time lights and malaria incidence were provided at a one-year temporal resolution and did not require interpolation. As travel time to the nearest settlement of more than 50,000 inhabitants was available only for a single representative year
(2015), this covariate was set to be unchanged over time. After interpolation, night-time lights and urbanicity were still missing the most recent years of the 2000–2018 analysis period, and in these instances, we filled out the end of the time-series carrying forward the most recent year without modification.

3.2 Covariates constructed for this analysis

3.2.1 Covariate selection criteria and definitions

In addition to the five pre-existing covariates, we constructed eight additional covariates for this analysis that were updated from the previously published adult HIV prevalence model[7]. Numerous studies have been conducted in SSA on risk and protective factors for HIV infection, and these factors commonly include sexual behavior and factors that are thought to influence the transmission of HIV during sexual intercourse[12]. Potential covariates were informed by past literature and required to have a demonstrated association with HIV prevalence, though not necessarily a causal relationship. Furthermore, our selection of covariates depended on having adequate data coverage from data sources that could be readily extracted. In total, eight covariates were constructed:

- Prevalence of male circumcision, including medical or traditional circumcision ('male circumcision');
- Prevalence of self-reported STI symptoms (genital discharge and/or genital ulcer/sore) in the last 12 months ('STI symptoms');
- Prevalence of marriage or living with a partner as married ('in union');
- Prevalence of one’s current partner living elsewhere among females ('partner away');
- Prevalence of condom use at last sexual encounter within the last 12 months ('condom last time');
- Prevalence of sexual activity among young females ('had intercourse');
- Prevalence of males reporting multiple sexual partners within the last year ('multiple partners in year');
- Prevalence of females reporting multiple sexual partners within the last year ('multiple partners in year').

The notion that male circumcision has a protective effect against acquiring HIV was first proposed in 1986, and since then more than 30 cross-sectional studies have found the prevalence of HIV to be significantly higher in uncircumcised males, as well as numerous prospective studies that have shown a protective effect ranging from 48% to 88%[13]. In 2005, following the interruption of a randomized,
controlled trial of male circumcision in South Africa that showed a 60% protective effect of circumcision, WHO and UN agencies first acknowledged evidence of male circumcision’s protective effect[14]. Following these declarations, voluntary medical male circumcision clinics (VMMC) emerged as an HIV prevention strategy in 15 countries in Eastern and Southern Africa with high HIV prevalence and low levels of male circumcision[15]. Given male circumcision’s linkage to HIV in the scientific literature, many surveys record self-reported circumcision status. The modeling of male circumcision estimates in this study closely mirrors the methods recently published by Cork et al[16]. Here, we extend the analysis to include estimates for the year 2018, as well as additional countries included in this study but not in the previous work.

Coinfection of HIV with viral and bacterial sexually transmitted infections (STIs), most notably herpes simplex virus type 2, is a well-studied mechanistic factor associated with higher risk of HIV acquisition[17]. STIs are thought to have been especially important risk factors during the early stages of the epidemic when infections were concentrated in high-risk groups, though researchers have since argued STIs are also critical in advanced stages[18]. Due to the association between STI prevalence, sexual behavior, and HIV, most survey series detail the self-reported presence of STI symptoms, facilitating its inclusion as an HIV covariate in this analysis.

Marital status represents a structural factor that, while distal to HIV exposure, has been associated with the number and type of sexual partners, as well as with HIV status[19, 20]. It has been postulated that the relationship between an individual’s marital status and the number of sexual relationships regulates the protective effect of marriage on the risk of HIV infection[21]. Marital status is a readily available indicator in household surveys more generally.

The frequency with which a partner has slept away from home during the past year is an indicator of the mobility of male partners, and studies have found that mobility confers an increased risk for HIV[22]. Part of the rapid spread of HIV in SSA has been attributed to occupations that consist of geographical mobility, especially truck drivers, who are identified as high-risk for acquiring and spreading HIV[23]. Many surveys ask females if their partner has lived away from home in the past year, and we use these responses as a proxy for occupational mobility.

Condom use is a sexual behavior factor that is protective against acquiring HIV. Condoms are often presented as the most effective HIV prevention method of sexual transmission of the disease[24]. Though it is difficult to measure accurately how often condoms are used in sexual encounters, most
surveys report on the use of condoms in last sexual intercourse, a readily available proxy for overall condom use.

An early age at sexual debut may be associated with the number of lifetime sexual partners, which is considered a key risk factor for contracting HIV[21]. Furthermore, early age at sexual debut has been shown to be associated with numerous other risk factors for HIV acquisition, such as STI prevalence and decreased condom use[25]. For young females, the initiation of sexual activity is the first important determinant of potential viral exposure, and delayed sexual debut has been associated with decreased risk of HIV acquisition[26]. Given these relationships between HIV and age of sexual debut, and the relative ease of acquiring self-reported sexual status, we constructed an indicator for whether young (ages 15–24) females have had intercourse.

An individual’s number of sexual partners correlates with HIV risk, and past studies have found a relationship between the number of sexual partners and HIV prevalence[27]. The number of sexual partners is thought to have been an especially important factor in the early stages of an epidemic, though past research has determined it remains a key risk factor in advanced stages[18]. Surveys often ask males and females their number of partners in the past year, and we used these responses to construct a proxy for multiple concurrent sexual relationships. Separate covariates were constructed for males and females given the well-documented discrepancy in the number of partners reported by males as compared to females[28].

3.2.2 Covariate data

3.2.2.1 Covariate data identification strategy
We reviewed major survey series (Demographic and Health Surveys [DHS]; Multiple Indicator Cluster Surveys [MICS]; AIDS Indicator Surveys [AIS]; Malaria Indicator Surveys [MIS]; Performance, Monitoring, and Accountability Surveys [PMA]; Reproductive Health Surveys [RHS]; and Living Standards Measurement Surveys [LSMS]) to identify surveys in SSA that contained relevant variables. We supplemented this initial list of surveys with country-specific surveys identified in the Global Health Data Exchange[1] and with a cross-check of all surveys extracted for HIV prevalence. We included surveys that contain variables related to one or more of the covariate indicators (including any time restrictions inherent to the indicator definition) and contained geographic information at a subnational level.

For all indicators except for ‘had intercourse,’ we required a survey to sample the general adult (ages 15–49) population. This age range was chosen for the covariates primarily due to data availability. For ‘had intercourse’, a survey only had to sample the general young female (ages 15–24) population to be
Because covariates were not modeled to be age-specific, more discerning age requirements were not required of the surveys used in these models.

Because of variations we identified in the way these questions were asked across surveys, we tracked the skip logic and question format for all surveys including STI symptoms and/or the sexual activity indicators. This helped us identify surveys for which the question format was so substantively different from others as to require special handling or exclusion (e.g., questions asked without a time restriction for indicators that require a response from the last 12 months). We excluded select surveys because of these irreconcilable question variations, incomplete sampling (e.g., a specific age range or subpopulation), or untrustworthy or outlier data (as determined by the survey administrator or by inspection). The surveys used for these covariates are listed in Additional File 2: Table S5.

3.2.2.2 Covariate data processing for microdata
To prepare the survey microdata for analysis, we first constructed final indicators from the raw variables included in the survey data:

- For ‘STI symptoms,’ we constructed a symptoms indicator that was true if a respondent reported either genital discharge or a genital sore/ulcer in the last 12 months, missing if either individual symptom was missing, and false if both symptoms were reported in the negative.
- For ‘in union,’ we constructed an indicator that was true for all respondents who reported being either currently married or living with a partner, false for any other marital status response, and missing if the marital status response was missing.
- For ‘multiple partners in year’, we used the reported number of sexual partners within the last 12 months to construct a binary indicator that was true for any respondent reporting two or more partners and false for any respondent with 0 or 1 partners (including respondents who had never had intercourse).
- The other indicators were extracted from the survey microdata in their final form and required no additional construction.

For each indicator, we subset the data to the desired age range (15–24 years for ‘had intercourse’, 15–49 years for all other indicators). For ‘STI symptoms’ we additionally restricted the sample to respondents who reported having had intercourse, while for ‘partner away’ we additionally restricted the sample to respondents currently ‘in union’. We dropped any rows with missing responses or sample weights. For indicators where we model males and females together (‘STI symptoms,’ ‘in union,’ ‘condom last time’), we dropped any surveys that did not interview both males and females. Any
observations missing geographic information or with inconsistent geographic information (i.e., points more than 10 km from the nearest specified country border) were also dropped.

Finally, we aggregated the weighted individual-level microdata for each indicator to the finest possible spatial resolution available. We did not collapse or model covariate data according to specific age-bins due to data limitations. As in Dwyer-Lindgren et al. [7], data for the covariate ‘multiple partners per year,’ was collapsed separately for males and females. ‘Male circumcision’ and ‘prevalence of sexual activity among young females’ included data exclusively for males or females, respectively, but for all other covariates, data were not collapsed to be sex-specific. Data were geolocated to latitude and longitude at the survey cluster level wherever possible, and to the smallest possible polygon available otherwise. As with the HIV prevalence data, we calculated the effective sample size for each spatial aggregation using the Kish approximation[4].

3.2.2.3 Covariate data processing for reports
For ‘male circumcision,’ we also included summary reports for surveys where individual-level microdata were not available. We followed the same methods for report data processing as reported in Cork et al [16]. We chose not to include summary reports for other covariates. For ‘STI symptoms,’ the estimates included in reports used a different construction of the variable than that which we built from the microdata, making the reports incompatible with the microdata. For the sexual activity indicators, we decided against summary report extraction due to the significant number of surveys we were able to extract at the microdata level and the scarcity of reports for most of these indicators.

3.2.2.4 Covariate data processing for polygons
As with HIV prevalence data, wherever possible, covariate data were matched to a specific latitude and longitude, and otherwise to the smallest areal unit (polygon) possible. The statistical model we employed for covariate modeling required point-referenced data, so data matched to polygons were resampled to generate pseudo-point data based on the underlying population distribution within the polygon. The methods for the resampling are consistent with those previously used in the geospatial modeling of many indicators, including adult HIV prevalence[7] and under-5 mortality[29]. Specifically, for each polygon-level observation, we randomly sampled 10,000 locations among grid cells in the given polygon with probability proportional to grid cell population. Grid cells were defined to be contained within the polygon if their centroid fell within the geographic boundary. We performed k-means clustering (with k set to 1 per 40 grid cells) on the sampled points to generate a reduced set of locations to be used in modeling based on the k-means cluster centroids. Weights were assigned to each pseudo-point proportional to the number of sampled points contained in each of the k-means clusters, i.e., the
number of sampled points divided by 10,000. Each pseudo-point generated by this process was assigned
the HIV prevalence observed for the polygon as a whole, and a sample size equal to the sample size for
the polygon as a whole multiplied by the weight derived for each point.

3.2.3 Covariate modeling
Each of these covariates was estimated using a simplified version of the modeling framework used for
HIV prevalence as described in Additional File 1: Section 4.2, closely mirroring the framework previously
used to model adult HIV prevalence[7]. Notable differences from the age- and sex-specific HIV
prevalence model reported in this paper included:

- No covariates were included in the covariate geospatial models;
- No corrections for data derived from ANC sentinel surveillance were included (as no such data
  were used in these models);
- Covariate prevalence was modeled entirely at the disaggregated level (i.e., space- and time-
specific). This was possible for covariate models because prevalence was specified at the age-
aggregated level, and polygon data were resampled into pseudo-points;
- Because the covariate models did not include age or sex dimensions, only the spatiotemporal
  Gaussian process term was included;
- An unstructured error term (or ‘nugget effect’) for location s and year t was included;
- A fixed effect on time was included. This was particularly important for ‘male circumcision’ for
capturing the growing emphasis on voluntary medical male circumcision as an intervention for
HIV prevention[16]. For other covariates, this effect captured general regional time trends;
- Covariate models were fit in R-INLA[30]. Modeling in R-INLA was possible for the covariate
  models due to their more simplistic specifications relative to the age- and sex-specific HIV
  prevalence model.

Therefore, these models were specified as follows:

\[ Y_j \sim \text{Binomial}(N_j, p_j) \]

\[ \text{logit}(p_j) = \beta_0 + \beta_1 t + \gamma_{c[l]} + Z_j + \epsilon_j \]

\[ \gamma_{c[l]} \sim \text{Normal}(0, \sigma_{country}^2) \]

\[ Z_j \sim \text{GP}(0, \Sigma_{space} \otimes \Sigma_{time}) \]

\[ \epsilon_j \sim \text{Normal}(0, \sigma_{nugget}^2) \]
where:

- \( N_j \) is the number of individuals sampled and \( Y_j \) is the number of individuals who tested positive, or answered affirmatively among those sampled for the given covariate, for a given location and year (\( j \));
- \( p_j \) is the underlying prevalence for the given covariate for a given location and year \( j \);
- \( \beta_0 \) is an intercept;
- \( \beta_1 t \) is a fixed effect for a given year \( t \);
- \( \gamma_c[l] \) is a country-level random effect for country \( c \) containing location \( l \);
- \( Z_i \) is a spatially and temporally correlated random effect for a given location and year \( j \);
- \( \epsilon_i \) is an independently distributed random effect for a given location and year \( j \).

All priors and hyper-priors were otherwise the same as those used for the same respective terms in the previously published adult HIV prevalence model[7]. Maps of each constructed covariate in 2000, 2005, 2010, and 2018 are displayed in Additional File 3: Figs. S1-8.

3.3 Administrative boundaries
For this analysis we used shape files from the Database of Global Administrative Areas (GADM)[31] to define country boundaries and first- and second-level administrative subdivisions. We manually updated known discrepancies.

3.4 Gridded population
The gridded population data used for this analysis were obtained from WorldPop[5]. Because WorldPop provides data at a 1 x 1-km spatial resolution at five-year intervals, we processed these data as described in Additional File 1: Section 3.1 to aggregate to a 5 x 5-km spatial resolution and interpolate to annual time periods. When we use population as a covariate, we use total population. In all other instances (as described in Additional File 1: Sections 2.3 and 4.4) we use age- and sex-specific population.

4 Statistical model
4.1 Covariate stacking
Stacked generalization/regression, or stacking, is an ensemble modeling method that combines multiple prediction methods to increase predictive validity relative to a single modeling approach. This ensemble modeling method relies on a variety of sub-models that are then combined by a secondary learner to produce a meta-model that fuses multiple algorithmic methods to capture nonlinear effects and
complex interactions[32]. Our implementation of stacking largely follows the approach described by Bhatt and colleagues[33] and which was previously implemented for modeling adult HIV prevalence[7]. Because the HIV-specific covariates were modeled at the age- and (largely) sex-aggregated level, we fit the stacker models at that same level, using HIV prevalence data aggregated across ages 15–49 years and both sexes. The age range 15–49 years was used in this case because of its predominant use in seroprevalence surveys compared to the 15–59 years range, allowing us to retain more data for use in stacking purposes. Polygon data were excluded from stacking models due to their incongruity with the configurations needed for the different sub-models. The ANC data were also excluded due to known sampling biases, which are described in the Additional File 1: Section 4.2.

We fit three sub-models — a generalized additive model, boosted regression trees, and lasso regression — to the HIV survey data with the five pre-existing and eight constructed covariates as well as calendar year included as explanatory variables. We selected these three sub-models based on ease of implementation through existing software packages, the fundamental differences in their approaches, and a proven track record of predictive accuracy[33]. Sub-models were fit in R using the mgcv[34], xgboost[35], glmnet[36], and caret[37] packages.

Each sub-model was fit using five-fold cross-validation to avoid overfitting, and hyper-parameter fitting was done to maximize predictive power. For each sub-model, we produced two sets of predictions: out-of-sample and in-sample. Out-of-sample predictions for each model were generated by compiling the predictions from the five holdouts from each cross-validation fold, and in-sample predictions were generated by re-fitting the sub-models using all available data. The out-of-sample sub-model predictions were used as explanatory covariates when fitting the geostatistical model described below, and the in-sample predictions were used when generating predictions from the geostatistical model in order to maximize data use. In both instances, the logit-transformation of the predictions was used to put these predictions on the same scale as the linear predictors in the geostatistical model. Maps of in-sample predictions from each stacker are presented in Additional File 3: Figs. S9-11.

4.2 Geostatistical model

4.2.1 Model description

We modeled HIV prevalence using a generalized linear mixed effects model discretized by space, time, age, and sex. To simultaneously model our point and polygon observations, and our age-specific and age-aggregated observations, we modeled prevalence at the observation level (i). However, prevalence was first specified at the space, time, age-, and sex-disaggregated level (j):
\[ Y_i \sim \text{Binomial}(N_i, p_i) \]

\[ \logit(p_j) = \beta_0 + \beta_1 X_j + Z_{1,j} + Z_{2,j} + Z_{3,c[j]} \]

\[ Z_{1,j} \sim \text{GP}(0, \Sigma_{\text{space}} \otimes \Sigma_{\text{time}}) \]

\[ Z_{2,j} \sim \text{GMRF}(0, \Sigma_{\text{time}} \otimes \Sigma_{\text{age}} \otimes \Sigma_{\text{sex}}) \]

\[ Z_{3,c[j]} \sim \text{GMRF}(0, \Sigma_{\text{c}}) \]

where:

- \( N_i \) and \( Y_i \) are the number of individuals sampled and the number of individuals who are HIV+ among those sampled, respectively, at the observation level \( i \);
- \( p_i \) is the underlying HIV prevalence at the observation level \( i \);
- \( p_j \) is the underlying HIV prevalence at the fully disaggregated (i.e., location, year, age, and sex-specific; \( j \)) level;
- \( \beta_0 \) is an intercept;
- \( X_j \) is a vector of logit-transformed stacked covariates at the disaggregated level \( j \), and \( \beta_1 \) is the corresponding vector of regression coefficients;
- \( Z_{1,j} \) random effects correlated across space and time;
- \( Z_{2,j} \) is a random effect correlated across time, age, and sex;
- \( Z_{3,c[j]} \) is a country-specific (\( c \)) random effect correlated across age.

Descriptively, we modeled the number of HIV-positive individuals \( Y_i \) among a sample \( N_i \) for a given observation \( i \) as a binomial variable. The model first specified logit-transformed prevalence at the disaggregated level \( p_j \) as a linear combination of a regional intercept \( \beta_0 \), age- and sex-specific covariate effects \( \beta_1 X_j \), and random effects correlated across space, time, age, and sex \( (Z_{1,j}, Z_{2,j}, Z_{3,c[j]}) \). The intercept captures the overall mean level of HIV prevalence, while the covariate effects capture the spatial and temporal variation in HIV prevalence that can be described as a function of spatial and temporal variation in the included covariates. The random effects correlated across space, time, age, and sex capture additional variation by location (within and between countries), time, age, and sex that varies smoothly over these dimensions.

We then applied age-specific transformations related to fertility to \( p_j \) (described below), calculated as:
\[ p_{\text{transformed}, j} = \frac{(p_j \cdot FRR_j)}{(p_j \cdot FRR_j) + 1 - p_j} \]

where:

- \( p_{\text{transformed}, j} \) is the underlying HIV prevalence at the disaggregated level \( j \), transformed to account for age-specific differences in fertility within observation-level data derived from antenatal care clinic sentinel surveillance. For all other survey data, \( p_{\text{transformed}, j} = p_j \);

- And \( FRR_j \) is the fertility rate ratio between HIV+ and HIV- females at the disaggregated level \( j \), used to correct for age-specific differences within observation-level (i.e., in this case, age-aggregated) data derived from data derived from antenatal care clinic sentinel surveillance. For all other survey data, \( FRR_j = 1 \);

Finally, prevalence at the observation level \( (p_i) \) was then specified as:

\[
p_i = \logit^{-1}\left( \logit\left( \sum p_{\text{transformed}, j} \cdot w_j \right) + (\beta_2 + U_{s[i]} \cdot I_{\text{ANC}} + \epsilon_i) \right)
\]

\[
U_{s[i]} \sim \text{Normal}(0, \sigma^2_{\text{site}})
\]

\[
\epsilon_i \sim \text{Normal}(0, \sigma^2_{i})
\]

where:

- \( w_j \) is the weight applied to data at the disaggregated level. For point and age-specific data, \( w_j = 1 \);

- \( I_{\text{ANC}} \) is an indicator variable that is 1 for data derived from antenatal care clinic sentinel surveillance and 0 otherwise;

- \( \beta_2 \) is a fixed offset for observation-level data derived from antenatal care clinic sentinel surveillance;

- \( U_{i[s]} \) is a site-level random effect for data derived from antenatal care clinic sentinel surveillance for observation \( i \) containing ANC site \( s \);

- and \( (\epsilon_i) \) is an observation-level error term.

Technically our polygon and age-aggregated data would follow a convolution of a mixture of binomial distributions. However, for computational efficiency we instead implement here a binomial approximation where for a given observation \( i \):

\[
Y_i \sim \text{Binomial}(N_i, p_i)
\]
\[ p_i = \frac{\sum_j w_j p(x_j)}{\sum_j w_j} \]

where we take \( w_j \) to be the population density proportion at pixel-age \( j \) (i.e., location and age \( x_j \) for the polygon and/or age range for observation \( i \), and \( \sum_j w_j = 1 \). We expected increased variance in our estimates given this modeling framework compared to a model with equal data coverage that used only point and age-specific data; however, given the limited availability of point and age-specific data, sensitivity analyses (see Additional File 1: Section 4.3 and Additional File 3: Figs. S13-15) demonstrate the larger benefit to our model in terms of reducing bias and error provided by the inclusion of aggregated data. We chose this method for including aggregated data rather than the polygon resampling method previously used to model adult HIV prevalence[7] among other indicators because polygon resampling is less robust[38], isn’t able to account for variation in the spatial covariates or spatial field within polygon data sources, and uses an ad-hoc method for down-weighting the sample size of the resampled points. Also, the new method enabled us to disaggregate data not only over space but also by age, and allowed us to account for ANC-related bias at both age-aggregated and age-disaggregated levels.

HIV prevalence as measured by sentinel surveillance of antenatal care (ANC) clinics is known to be biased as a measure of HIV prevalence in the general adult population because it captures pregnant females who attend ANC only, as compared to all adult females[39, 40]. This bias may be either positive or negative: the fact that all pregnant females are sexually active tends to elevate their risk of having acquired HIV prevalence compared to the general female population (some of whom are not sexually active), while HIV-related sub-fertility tends to reduce the prevalence of HIV+ females among the population of pregnant females[41, 42]. Additionally, HIV-related sub-fertility tends to vary across ages[43]; however, ANC data reported at the age-aggregated level does not account for these differences. Further, we do not expect the sampling bias within age- and spatially aggregated ANC observations to correspond with underlying populations, as we do for survey data. Nevertheless, ANC data have better temporal and spatial coverage in many countries than survey data alone (Figure 1). We therefore incorporated ANC data to capitalize on this additional data coverage, but also attempted to correct for the known biases in multiple ways.

First, to account for age-specific differences in the fertility rate ratio of HIV+ and HIV- females, we corrected prevalence estimates from ANC clinics at the disaggregated level according to age-specific fertility rate ratios, calculated according to age-specific and HIV-status-specific fertility estimates from...
Fertility rate ratios were calculated at the national level, except for in Ethiopia, Kenya, Nigeria, and South Africa, where estimates were available at the first administrative level.

Second, because we expect sampling prevalence for ANC data disaggregated over space and age to vary according to age- and location-specific ANC clinic visitation rates, rather than according to the distribution of the underlying population, we calculated the $w_j$ values for disaggregated ANC data to reflect this. Specifically, we used the number of births in a given year, location, and age as a proxy for ANC visitation rate, and weighted disaggregated ANC data accordingly. Births were calculated by multiplying the local population of females in the given year and age (based on local estimates from WorldPop[5]) by the national fertility rate for that year and age (based on national-level estimates from GBD 2019[6]).

Third, we accounted for ANC-related bias at the observation level. In instances where data in our model were derived from ANC sentinel surveillance ($I_{ANC} = 1$), our model allows for this bias via a fixed term ($\beta_2$) that captures the overall mean bias, and a site-specific random effect ($U_i[t]$) that captures local differences in the extent of this bias. This approach is conceptually like previously described approaches for spatial modeling using non-randomized (and therefore potentially biased) data and randomized survey data[44, 45]. Although the bias associated with ANC sentinel surveillance may also vary over time in addition to varying spatially, we felt there was insufficient data to estimate both spatial and temporal variation in this bias, and so the bias associated with ANC sentinel surveillance was assumed to be time-invariant over the period of this analysis.

The spatially and temporally correlated random effect ($Z_{1j}$) was modeled as a Gaussian process with mean 0 and a covariance matrix given by the Kronecker product of a spatial Matérn covariance function ($\Sigma_{space}$) and a temporal first-order autoregressive (AR1) covariance function ($\Sigma_{time}$). The Matérn covariance function is given by:

$$
\Sigma_{space} = \sigma^2 \frac{2^{1-v}}{\Gamma(v)} \cdot (\kappa D)^v \cdot K_v(\kappa D)
$$

In this analysis $v$ (the smoothness parameter) was fixed at 1. A penalized complexity (PC) prior was used for the Matérn covariance function and specified via two hyper-parameters: the spatial range, $\rho_s$ (where $\rho_s = \sqrt{8}v/\kappa$ and is equal to the distance at which correlation is approximately 0.1; the subscript s for space is used as to not confuse with the other correlation parameters, below), and marginal standard deviation, $\sigma$. PC priors shrink towards a more simplistic base model – in this case, one where the
marginal variance is 0 and the spatial range is infinite—and are specified via setting the tail probabilities on each hyper-parameter[46, 47]. We followed the guidance provided by Fugulstad et al., who recommend selecting priors that satisfy \( P(\sigma > \sigma_0) = 0.05 \) and \( P(\rho_s > \rho_{s0}) = 0.05 \), where \( \sigma_0 \) is between 2.5 to 40 times the expected true marginal standard deviation and \( \rho_{s0} \) is between 1/10 to 1/2.5 of the expected true range[48]. Specifically, we set:

\[
\sigma_0 = 5; \quad P(\sigma > \sigma_0) = 0.05 \\
\rho_{s0} = 0.01 \text{ radians}; \quad P(\rho_s > \rho_{s0}) = 0.05
\]

Separate \( \sigma \) parameters were specified for each \( Z_j \) term included in the model; each was assigned the same prior as above. Individual \( \sigma \) parameters were also included for the observation-level error term \( (\epsilon_i) \) and the ANC random effect \( (U_{s(i)}) \), with respective priors set as:

\[
\sigma = 3; \quad P(\sigma > \sigma_0) = 0.05
\]

Additionally, for all \( Z_j \) terms included in the model, the AR1 covariance function is associated with different parameters accounting for correlations in time, age, and sex—\( \rho_t, \rho_z, \) and \( \rho_x \), respectively. Unique \( \rho \) parameters were identified in each of their respective appearances in the model. For example, because an AR1 temporal covariance function was incorporated into the covariance matrices for \( Z_{1,j} \), \( Z_{2,j} \), we fit two separate \( \rho_t \) parameters (\( \rho_{1,2,t} \)). We nevertheless used the same following hyper-prior for all \( \rho_t, \rho_z, \) and \( \rho_x \) parameters, which corresponds to a prior mean of 0.76 with a 95% range of -0.17 to 0.97:

\[
\log\left(\frac{1 + \rho}{1 - \rho}\right) \sim \text{Normal}(2, 1.2^2)
\]

Finally, priors for fixed effects were set as:

\[
\beta_0 \sim \text{Normal}(0, 3^2) \\
\beta_1 \sim \text{Normal}(0, 3^2) \\
\beta_2 \sim \text{Normal}(0, 3^2)
\]

### 4.2.2 Model fitting and prediction

This model was fit in Template Model Builder (TMB)[49], package in R version 3.6.1. We used the stochastic partial differential equations (SPDE) approach[50] to approximate the continuous spatiotemporal Gaussian random field \( (Z_{1,j}) \). We constructed a finite elements mesh for the SPDE approximation to the Gaussian process regression using a simplified polygon boundary (Additional File 3: ...
We used a spatial mesh that was constructed on the $S^2$ domain which allowed distance to be calculated along a sphere instead of using Euclidean distance between latitude and longitude coordinates. We set the inner mesh triangle minimum edge length to 35 km, the maximum triangle length to 500 km, with the mesh extending 500 km past the region’s boundary. We used maximum a posteriori (MAP) inference, using a maximum likelihood estimation with an augmented optimization objective (log-likelihood function) which incorporated prior distributions for all model parameters. Estimated model parameters are listed in Additional File 2: Table S6.

Due to computational constraints and to allow for regional differences in the relationship between covariates and HIV prevalence as well as the strength of auto-correlation across space, time, age, and sex in HIV prevalence, separate models were fit for four regions (Additional File 3: Fig. S12). Specifically, we used the regional classifications for SSA from the Global Burden of Disease (GBD) study[51] which group countries by location and epidemiological profile. We made small modifications to this classification, grouping Sudan as part of the Eastern SSA region rather than the North Africa and the Middle East region. We also dropped Cape Verde, Comoros, São Tomé and Príncipe, and Mauritania from these modeling regions due to data missingness.

After fitting each model, we generated 1,000 draws of all model parameters from the approximated joint posterior distribution using a multivariate-normal approximation. For each draw $s$ of the model parameters, we constructed a draw of

$$p_j^{(s)} = \text{logit}^{-1} \left( \beta_0^{(s)} + \beta_1^{(s)} x_j + Z_{1,j}^{(s)} + Z_{2,j}^{(s)} + Z_{3,c[j]}^{(s)} \right)$$

$I_{ANC}$ is set to 0 for the purposes of generating estimates, so draws of $\beta_2$ and $U_i$ are not incorporated when generating draws of $p_j$. Additional processing of the output from the multivariate-normal approximation is required for the spatial-temporal random effect ($Z_{1,j}^{(s)}$) prior to constructing $p_j^{(s)}$ according to the equation above. Specifically, for $Z_{1,j}^{(s)}$, draws are generated initially only at vertices of the finite element mesh, so we project from this mesh to each pixel-year combination desired for prediction, i.e., the centroid of each grid cell on a 5 x 5-km grid as well as all years from 2000 to 2018. At the end of this process, we have 1,000 draws of $p_j^{(s)}$ for each grid cell and year combination.
4.3 Model validation

4.3.1 Validation strategy

We used five-fold out-of-sample cross-validation in order to assess the performance of the modeling framework described above with respect to predicting HIV prevalence. We first split all location- and age-specific data into five groups using spatial and temporal stratification[52]. Temporal folds were created by stratifying across years such that each fold contains approximately 1/5 of the data for each year. Spatial folds were constructed using a modified quadtree algorithm to spatially aggregate data points. This algorithm recursively partitions two-dimensional space, alternating between horizontal and vertical splits on the weighted data sample size medians. The depth of recursive partitioning is constrained by the target sample size within a partition and the minimum number of clusters or pseudo-clusters allowed within each spatial partition. The minimum sample size was set according to data availability in each region—the minimum sample size was set at 425 for Central SSA and Southern SSA, and 500 for Eastern SSA and Western SSA. These partitions were then allocated to one of five folds for cross validation. This resulted in five groups that are approximately equal in terms of the total effective sample size. We then fit the model described above five times, excluding each of the five holdout data groups in turn. All ANC data were included in all models and were not used to assess model performance given the known biases in these data. Due to difficulties in comparing age-aggregated and polygon data to age- and location-specific results, polygon and age-aggregated survey data were excluded from use in assessing model performance and were therefore used in all models.

After fitting the model five times, the data withheld from each model were matched with predictions from that model, and then these data-prediction pairs were compiled across all five models, resulting in a complete dataset of out-of-sample predictions corresponding to all location- and age-specific data included in the analysis. HIV prevalence estimates based on single survey clusters are generally quite noisy due to very small sample sizes and are consequently insufficient as a ‘gold standard’ for evaluating the model predictions[29]. To address this issue, we aggregated both the observed data and the corresponding age- and sex-specific out-of-sample predictions within countries and within first- and second-level administrative subdivisions, by calculating a weighted mean of each using the effective sample sizes as the weights. Then, across all data-estimate pairs, we calculated two summary measures: the mean error (ME, a measure of bias) and the root-mean square error (RMSE, a measure of total variance).

In addition, for each data-estimate pair, we constructed 95% prediction intervals from the 2.5th and 97.5th percentiles of 1,000 draws from a binomial distribution corresponding to each of the 1,000
posterior draws of HIV prevalence with \( p \) equal to HIV prevalence in a given posterior draw and \( N \) equal to the effective sample size for the data point. We then calculated coverage as the percentage of data-estimate pairs where the data point was contained within this 95% prediction interval. Finally, to complement the out-of-sample predictive validity metrics, we calculated in-sample predictive validity metrics using the same process but matching each data point to predictions from a model fit using all data.

### 4.3.2 Sensitivity analyses

We used this validation strategy to assess model performance of the final model compared models of adult prevalence, as well as a number of alternatives related to data inclusion and model specification[53].

#### 4.3.2.1 Adult prevalence sensitivity

We assessed the performance of our age- and sex-specific model compared to an adult-level HIV prevalence model, that is, one for combined sexes and ages 15–49 years. In these comparisons, we validated the results of the age and sex model not only at the age- and sex-disaggregated level, but also for estimates re-aggregated to the adult level (see Additional File 1: Section 4.3.3). The adult prevalence model we tested mirrored the age- and sex-specific model as closely as possible; all survey microdata and reports for ages 15–49 years were included, as well as all ANC data. All parameters from the age- and sex-specific model were retained in the adult prevalence model, except those that pertained to age and sex correlations (i.e., \( Z_{2,j} \) and \( Z_{3,[c]j} \)). To replace the country-level variation provided in the age- and sex-specific model by the country-specific age correlation term \( (Z_{3,[c]j}) \), we instead included a country-level random effect, \( \gamma_{[c]j} \). Logit-transformed disaggregated prevalence \( \logit(p_j) \) was therefore specified as:

\[
\logit(p_j) = \beta_0 + \beta_1 X_j + Z_{1,j} + \gamma_{[c]j}
\]

\[
Z_{1,j} \sim \text{GP}(0, \Sigma_{\text{space}} \otimes \Sigma_{\text{time}})
\]

Observation-level adult prevalence \( (p_i) \) was calculated using the same equation from age- and sex-specific prevalence estimation, differing only in that the transformation related to age-specific fertility-rate ratios \( (FRR) \) was not applied.

To assess our decision to employ novel methods for including polygon data in our model rather than the previously utilized polygon resampling technique[7, 54], we also compare our results to those of an adult prevalence model built using polygon resampling. We elected to test polygon resampling in an
age-aggregated model due to the age- and sex-specific model’s heavy reliance on age-aggregated data, which is processed in effectively the same manner as the polygon data. We therefore avoid this conflict by testing resampling in the adult prevalence model. In total this resulted in the comparison of four models and corresponding sets of results:

1. The final age- and sex-specific model, with age- and sex-specific results;
2. The final age- and sex-specific model, results re-aggregated to the adult level;
3. Results for an adult prevalence model, employing the novel polygon processing system as in the final model;
4. Results for an adult prevalence model, employing the previously published polygon resampling system.

Comparisons of adult prevalence when modeled versus re-aggregated can be seen in Additional File 3: Fig. S16. The results of this sensitivity analyses can be found in Additional File 3: Fig. S13. The re-aggregated adult estimates were outperformed by the modeled adult estimates in some respects, but not in others. For example, our mean error calculations were much closer to zero (indicating less bias) for modeled adult prevalence compared to re-aggregated estimates. This may ultimately be a product of our process for re-aggregating age- and sex-specific estimates—these calculations are heavily influenced by local population structure. We also calculated consistent overestimations for 95% coverage for the age- and sex-specific model, indicating some overestimation of our uncertainty intervals compared to modeled adult prevalence. Meanwhile RMSE tended to be substantially lower for the re-aggregated estimates (indicating lower variance). The in- vs. out-of-sample results also tended to be more similar within the re-aggregated estimates compared to other models, although this also varied by region.

Some necessary differences in data and model configuration likely contributed to these differences. Further investigation of the influences on these differences will be an important future direction in this line of research.

4.3.2.2 Data sensitivity

To assess the contribution of our different data sources, we tested additional models with the following subsets of the data:

1. Survey data only (no ANC data);
2. Point and age-specific data only (no polygon or age-aggregated data).
The results of this sensitivity analyses can be found in Additional File 3: Fig. S14. We found the performance of these models using smaller data subsets to be very region-specific. For example, when ANC data were excluded, mean error in Eastern and Southern SSA tended to be closer to zero (i.e., less biased) compared to when these data were included. When all polygon and age-aggregated data were excluded, Eastern SSA was still less biased, but in this case out-of-sample Southern SSA performed worse than when all data were included. Central and Western SSA, on the other hand, performed dramatically worse in terms of mean error when ANC as well as all polygon and age-aggregated data were excluded. Survey data were severely limited in Central SSA in particular, so it is not surprising that estimates in this region were highly dependent on ANC data. These results were similar for our other validation metrics. Given that Eastern and Southern SSA have relatively better spatial and temporal survey data coverage (Figure 1), it is expected that these regions would be more robust to the loss of ANC and other aggregated data. It is clear that while these unconventional data sources provide tremendous insight in the absence of better survey data coverage, more work is needed to reduce bias associated with their inclusion.

4.3.2.3 Statistical configuration sensitivity

To assess our final chosen statistical configuration, we assess the utility of each term included in the model by testing models excluding individual parameters. This resulted in six additional models:

1. No interaction between the space and time correlation terms;
2. No interaction between the time, age, and sex correlation terms;
3. No interactions whatsoever between the space, time, age, and sex correlation terms;
4. No country-specific age correlation term;
5. No observation-level error term;
6. No stackers.

In cases where interactions between terms were removed, the individual terms were retained if not included elsewhere in the model. For example, for the model where the interaction between space and time correlations was removed, and additional “space-only” correlation term was included, but because the time correlation was still accounted for in the time-age-sex interaction, no additional time correlation was included. The results of this sensitivity analyses can be found in Additional File 3: Fig. S15. We note that in a number of respects, our final chosen model did not out-perform those excluding some of our chosen parameters (Additional File 3: Fig. S15). For example, the out-of-sample RSME values for our final model in many cases were higher than those for other tested models. We believe
this may be partially driven by the fact that our validation analyses are conducted exclusively for our
data. Given the heavy reliance of this model on polygon and age-aggregated data, we believe that these sensitivity analyses provide an incomplete assessment of our model performance.

In in-sample testing, our final model did outperform other models with regards to RMSE, though we acknowledge this does not speak to our ability to predict to sparsely sampled location-years. We also found that in inclusion of some terms, such as the country-specific age effect, $Z_{3,c(j)}$ and the observation-level error term helped to reduce bias and smooth trends at the national level, which may not be reflected in these validation metrics. With additional data and computing power, it is probable that this model would benefit from additional and more complex interactions. However, given the resources currently available to us, we are confident that our final model represents the best possible option at this time.

4.3.3 Comparisons to adult prevalence estimates

As this age- and sex-specific HIV prevalence model serves as a follow-up to a previously described analysis of adult (ages 15–49 years) HIV prevalence[7], it was important that we compare the estimates from this model to one mirroring its predecessor. To make this comparison effectively, it was necessary that we re-aggregate our age- and sex-specific results to the ‘adult’ level. We therefore calculated HIV prevalence for adults ages 15–49 years by summing our final age- and sex-specific PLHIV estimates across males and females age groups 15–49 years, for each grid cell and year, and dividing those by cell- and year-specific population estimates summed across the same age groups. Both PLHIV and population estimates were derived during the post-estimation process, described below in Additional File 1: Section 4.4. In select grid cells where the population was estimated to be zero, prevalence was weighted by the second administrative-level population age and sex structure. For a description of the calculation of second administrative-level estimates, see Additional File 1: Section 4.4. For sensitivity analyses, re-aggregated estimates were compared to location-specific survey microdata collapsed across all adults ages 15–49 years, the same data used to validate modeled adult prevalence. For a comparison of these results re-aggregated across sexes and age groups to HIV prevalence estimates modeled across adults, see Additional File 3: Figs. S13 and S16.

4.4 Post-estimation

4.4.1 Aggregation to first- and second-level administrative subdivisions

In addition to estimates of HIV prevalence on a grid, we also constructed estimates of HIV prevalence for first- and second-level administrative subdivisions. These estimates were derived by calculating population-weighted averages of HIV prevalence for each grid cell or fractional grid cell within a given
first- or second-level administrative subdivision for a given age, sex, and year. Grid cell fractions were assigned at the second-level administrative subdivision shape to determine what fraction of the area of each grid cell fell within each administrative unit. Since all second-level subdivisions nest within first-level subdivisions, which in turn nest within countries, this strategy assigned the cell fractions to an administrative area at each level of the administrative hierarchy. We assumed that population density within each cell was uniform, and for cells that were split across multiple subdivisions, allocated the WorldPop population estimate in proportion to area. This process was carried out separately for each modeling region, so cells that cross international borders that are also regional borders were allocated in their entirety to the country that contained the centroid of the grid cell. This was carried out for each of the 1,000 posterior draws at the grid cell level, generating 1,000 posterior draws for each administrative subdivision. Final estimates and uncertainty intervals for each subdivision at each level of the administrative hierarchy were derived from the mean, 2.5th percentile, and 97.5th percentile of these draws, respectively.

4.4.2 Calibration to Global Burden of Disease 2019

To take advantage of the more epidemiologically structured modeling approach and additional national-level data used by GBD 2019, we performed post-hoc calibration of our estimates to the GBD estimates[43]. Using the assignment of cells and cell fractions to the administrative hierarchy described above, we first scaled the grid cell-level WorldPop estimates[5] to match the corresponding GBD population estimates[6] for each country, year, age, and sex. To do so, for each country, year, age, and sex, we defined a population raking factor as the ratio of the GBD population estimate to the sum of the WorldPop population estimates for all cells and fractional cells within the country, and then multiplied the WorldPop population estimates for all cells and fractional cells within the country by this raking factor. We then similarly adjusted our HIV prevalence estimates. Specifically, for each country, year, age, and sex, we defined a prevalence ‘raking factor’ as the ratio of the GBD prevalence estimate to the population-weighted mean of estimates for all cells and fractional cells within the country, and then multiplied each HIV prevalence draw for all cells and fractional cells within the country by this raking factor. At this point, the prevalence estimates for cells that had been fractionally allocated to multiple countries were recombined by calculating a weighted average, with weights determined by the relative area of each fraction. Final calibrated estimates for each grid cell were calculated as the mean of the scaled draws, and 95% uncertainty intervals were calculated as the 2.5th and 97.5th percentiles of the
scaled draws. The impact of this calibration procedure is depicted in Additional File 3: Figs. S17 and S18, which compares the pre-calibration estimates to the post-calibration estimates.

4.4.3 Calculating people living with HIV (PLHIV)
We estimated the number of people living with HIV (PLHIV) in each grid cell, year, age and sex by combining estimated population and HIV prevalence after calibration to GBD 2019 estimates as described above. Specifically, for each cell and fractional cell, we multiplied the estimated population by each of the 1,000 prevalence draws to generate 1,000 draws of PLHIV. Fractional cells were then recombined by summing PLHIV for each draw within each cell. Final point estimates and uncertainty intervals for PLHIV were calculated as the mean, 2.5th percentile, and 97.5th percentile of these draws, respectively.
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