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SCENEHGN: Hierarchical Graph Networks for
3D Indoor Scene Generation with Fine-Grained

Geometry
Lin Gao, Jia-Mu Sun, Kaichun Mo, Yu-Kun Lai, Leonidas J. Guibas and Jie Yang∗

Abstract—3D indoor scenes are widely used in computer graphics, with applications ranging from interior design to gaming to virtual
and augmented reality. They also contain rich information, including room layout, as well as furniture type, geometry, and placement.
High-quality 3D indoor scenes are highly demanded while it requires expertise and is time-consuming to design high-quality 3D indoor
scenes manually. Existing research only addresses partial problems: some works learn to generate room layout, and other works focus
on generating detailed structure and geometry of individual furniture objects. However, these partial steps are related and should be
addressed together for optimal synthesis. We propose SCENEHGN, a hierarchical graph network for 3D indoor scenes that takes into
account the full hierarchy from the room level to the object level, then finally to the object part level. Therefore for the first time, our
method is able to directly generate plausible 3D room content, including furniture objects with fine-grained geometry, and their layout.
To address the challenge, we introduce functional regions as intermediate proxies between the room and object levels to make learning
more manageable. To ensure plausibility, our graph-based representation incorporates both vertical edges connecting child nodes with
parent nodes from different levels, and horizontal edges encoding relationships between nodes at the same level. Our generation
network is a conditional recursive neural network (RvNN) based variational autoencoder (VAE) that learns to generate detailed content
with fine-grained geometry for a room, given the room boundary as the condition. Extensive experiments demonstrate that our method
produces superior generation results, even when comparing results of partial steps with alternative methods that can only achieve
these. We also demonstrate that our method is effective for various applications such as part-level room editing, room interpolation,
and room generation by arbitrary room boundaries.

Index Terms—3D indoor scene synthesis, deep generative model, recursive neural network, variational autoencoder, graph neural
network, relationship graphs, fine-grained mesh generation

✦

1 INTRODUCTION

3D indoor scenes are useful for a wide range of applica-
tions, such as smart digital houses, virtual reality/argument
reality, robotics, virtual room planning, etc. Therefore, high-
quality 3D indoor scenes are in high demand. However,
they are compositionally complex and individual furniture
objects often contain rich geometric details. Creating high-
quality 3D indoor scenes is not only time-consuming but
also requires expertise for designers. So research that can
automate 3D scene generation would be highly valuable.

Although existing research works have considered some
of the problems related to 3D indoor scene generation,
they usually focus only on partial steps, rather than the
whole process. For example, a large body of work addresses
indoor scene layout generation, including traditional data-
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driven models (e.g. [1, 2]) and more recent deep generative
models (e.g. [3, 4]). Although such works can generate
diverse and plausible furniture layouts, they do not generate
furniture geometry at the same time, and usually only
retrieve existing furniture shapes from a repository. How-
ever, shape geometry and layout are related and treating
these two steps separately may produce suboptimal results.
Moreover, as furniture can have a large variety in terms of
both geometry and structure, retrieving shapes inevitably
restricts the diversity of furniture shapes that may appear
in the synthesized scenes. Some other works (e.g. [5, 6, 7])
explicitly consider part-aware 3D shape generation, which
can be applied to furniture objects to synthesize objects with
various structures and/or geometry details, but such works
are restricted to individual objects, rather than at the 3D
indoor scene level.

While it is possible to apply these individual steps in
sequence to synthesize 3D indoor scenes, it is difficult to
ensure consistency and compatibility between objects, and
if the early stage output is treated as a constraint to the next
stage, it may also unnecessarily restricts the diversity of the
generated scenes. A key observation is that the layout and
geometry of furniture are entangled. For example, when a
chair is placed underneath a table, its geometry cannot be
arbitrary as the chair must fit in the space there. Hence, the
geometry must be compatible with its layouts. To address
these challenges, we propose to jointly model the layout and
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Fig. 1: Our deep generative model SCENEHGN encodes the
indoor scene across multiple conceptual levels: the room,
functional regions, furniture objects, and even fine-grained
object part geometry. We utilize edges, including our
proposed hyper-edges to strengthen the relations between
objects during decoding. This enables some interesting
applications, such as room editing with part-level geometry
and scene interpolation. Our approach allows the entire 3D
room to be represented and synthesized. Based on this, we
can achieve part geometry editing (at different scales) in the
scene, such as rigid transformation in a functional region
and non-rigid deformation at the part level. Meanwhile, our
network is capable of capturing the smooth latent space near
similar scenes for plausible scene interpolation.

fine-grained geometry, and synthesize an entire 3D room
using a single deep generative model. This has significant
advantages: by treating it as a joint optimization problem,
our approach is able to generate diverse indoor scenes
with rich geometric details, while ensuring object room
relationships, contextual relationships between objects, and
consistency/compatibility of content and style for furniture
objects.

However, there are many challenges due to the com-
plexity of data and the problem. While a room is naturally
hierarchical: it contains multiple furniture objects, and
each furniture object can also be modeled using a part-
based approach [8] for flexible structure and fine-grained
geometry, a room may contain a large number of objects
(e.g. a room in the 3D-FRONT [9] dataset contains up to 188
objects), which makes learning difficult. Considering that
for larger rooms, smaller groups of objects are more likely
to be related to each other (e.g. several chairs surrounding a
table), we introduce functional regions (e.g. dining regions,
sofa regions), as intermediate proxies to bridge the gap
between the room and objects. When generating indoor
scenes, the room shape is usually given. We represent the
room shape flexibly by deforming a unit square, and the
coding of the deformation is treated as a condition for
indoor scene generation. To ensure plausible synthesis, it is
also essential to take rich relationships into account. These
include vertical relationships in the hierarchy: regions must
be within the room boundary, objects should be within
the region boundary, etc., and also horizontal relationships
constraining objects at the same level: e.g. symmetry of
objects, adjacency between objects, the symmetry between

object parts, etc. To achieve this, our hierarchical graph
network is a recursive neural network (RvNN) based vari-
ational autoencoder (VAE) that covers 4 levels, namely:
room, regions, objects and parts, with carefully designed
edges between graph nodes to enforce constraints. Training
of such a large network can also be challenging, and we
propose a multi-stage training strategy to ensure training is
stable and effective.

As no publicly available datasets [9, 10, 11, 12] contain
rich 3D indoor scenes at the part level, we use a hybrid
dataset combining 3D-FRONT [9] data (object-level 3D
indoor scenes), with PartNet [13] data which contains
objects with detailed part-level annotation, where each
object in the 3D-FRONT dataset is replaced with the most
similar PartNet object to make the obtained 3D scene with
part-level annotations. Extensive experiments show that our
method is superior to baselines (even when comparing
the partial steps they are designed for), and allow a
range of interesting applications, including reconstruction,
generation, completion, and interpolation.

In summary, the main contributions of our paper are:

1) To the best of our knowledge, this is the first deep
generative model capable of synthesizing an entire
room with plausible furniture, including object lay-
out and fine-grained object geometry.

2) To achieve this, we propose a hierarchical graph
network based on an RvNN VAE, that covers 4
levels from a room to objects and object parts. We
introduce functional regions and carefully designed
both vertical and horizontal edges in the graph,
including hyper-edges to represent relationships
among multiple objects, to ensure effective learning
and plausible generation. We further encode room
boundary as a deformed square and incorporate it
as the condition for a controlled generation.

3) Extensive experiments show that our method out-
performs existing baselines, and supports a range of
applications from indoor scene synthesis to editing
and completion.

2 RELATED WORK

In this section, we first briefly review the compositional
scene representations and approaches in the literature. Then,
we summarize existing research efforts on leveraging hier-
archical graph representations for learning 3D generative
models.

Indoor Scene Representations. Due to the complexity
and diversity of realistic 3D scenes, researchers have pur-
sued compositional scene representations, such as scene
graphs that explicitly model the entities in the scene (e.g.
rooms, objects, walls) and the rich relations among them
(e.g. adjacency, symmetry). Scene graphs have been shown
to be powerful to generate 2D images [14, 15]. Recent
works [3, 16, 17, 18, 19, 20] have been exploring leveraging
scene graphs to guide 3D scene generation. To name a few,
Luo et al. [17] learned to generate furniture layout in a room
given a scene graph as input. House-GAN [19] tackled the
floor plan generation problem given room graph user inputs
as constraints. In our method, we use a hierarchical graph
scene representation that not only exploits the advantages of
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scene graph representations for encoding rich relationships
among scene entities at the same level, but also leverages
hierarchical decomposition to abstract nodes at different
levels (e.g. regions, objects, object parts).

3D scenes can be hierarchically decomposed into mul-
tiple semantic levels of content nodes: regions, objects and
object parts. Some parent-child inclusion constraints, such
as objects that should lie within the room boundary, should
hold. Huang et al. [21] used holistic scene grammars to
parse scenes as hierarchical structures for reconstruction
from a single image. Armeni et al. [22] introduced a scene
hierarchical representation from the entire building to rooms
and objects. GRAINS [4] proposed to represent the objects
and their relationships in a four-wall room as a hierarchy
and employed recursive neural networks [23, 24] to conduct
learning on such a representation. Shi et al. [25] explored
to predict 3D scene layout using hierarchy denoising re-
cursive autoencoders. Our work introduces a hierarchical
graph scene representation with four compositional levels:
the room, functional regions, objects, and object parts,
augmented with horizontal edges forming smaller graphs
among sibling nodes at each level.

Indoor Scene Synthesis. There are many works ex-
ploring furniture layout generation; we refer to survey
papers [26, 27] for a comprehensive discussion. Next, we
give a brief review of this task.

The usual setting of works in this line is to retrieve
3D models from a given database and predict the model
positions for the generation of semantically and functionally
realistic indoor scenes. Before deep learning gained its
popularity, a substantial body of works [1, 28, 29, 30, 31,
32, 33, 34, 35] has explored this problem and constantly
pushes the frontier. For real indoor scenes, these works [36,
37, 38] perform dense and realistic reconstruction of the
real scene via a scanning approach using robots. More
recently, deep learning-based methods further boost per-
formance. PlanIT [3] introduced an image-based generative
model reasoning over relation graphs. Ritchie et al. [39]
and Wang et al. [40] proposed to learn image-based deep
convolutional generative models. GRAINS [4] leveraged
a recursive neural network to layout furniture within a
room with four walls. Zhang et al. [41] solved the task by
training a generative adversarial network to achieve a free-
form generation without any floor constraint via a hybrid
representation. SceneFormer [42] achieved faster realistic 3D
scene generation with self-attention of transformers, which
can predict a sequence of object locations conditioned on
the room layout or text descriptions. ATISS [43] also uses
autoregressive transformers for automatic layout synthe-
sis, scene completion, and object suggestion under some
constraints. For learning the location recommendation,
Zhou et al. [44] used neural message passing to predict
the probability of newly added objects for learning the
spatial and structural relationships between objects within
an incomplete indoor scene. Liu et al. [45] introduced a
visual context-aware graph generation network to learn
global implicit relations on the in-game residential home
complex. Furthermore, Sync2Gen [46] uses the learned
parametric prior distribution to regularize the unrealistic
indoor scenes from feed-forward neural models. There are
also other works learning to produce furniture layout under

language [47], activity [48], human [49] and action [50]
constraints. Different from these works, our approach learns
to generate novel 3D furniture shapes instead of retrieving
existing models from a database and also extends to a more
fine-grained level of object parts.

Hierarchical Graph Networks. Designing neural ar-
chitectures for processing hierarchical data is highly non-
trivial. Recent works have shown promising results using
recursive neural networks (RvNN) [23, 24, 51] and Tree-
LSTM [52] to encode tree-structured natural language sen-
tences and natural scenes.

Recently, we witnessed a surge of success using RvNNs
to model 3D shapes and scenes. GRASS [5] first proposed
to represent 3D shapes as a binary hierarchy of parts
and employed an RvNN variational autoencoder [53] for
a 3D shape generative model. Follow-up works [54, 55]
extended GRASS for reconstructing the part hierarchy from
a single image or 3D point cloud. Using the PartNet
dataset [13], which provides large-scale hierarchical shape
part segmentation annotations, StructureNet [56] and its
follow-ups [8, 56, 57] extended the GRASS binary hierarchy
into more flexible n-ary hierarchies and augmented the
representation with adjacent and symmetric part relations
forming local graphs among sibling nodes. In this paper, we
further explore using hierarchical graph networks, specifi-
cally RvNNs in this paper, for 3D scene generation, where
we model each 3D scene as an n-ary hierarchy with graphs.

3 OVERVIEW

We propose SCENEHGN, a hierarchical graph network for
3D indoor scene mesh generation that is end-to-end differ-
entiable across multiple conceptual levels: rooms, functional
regions, furniture objects, and even fine-grained object part
geometry. Given room boundary layouts as inputs, SCENE-
HGN learns smooth and continuous conditional latent
spaces for generating diverse and novel indoor room scenes
with semantically plausible furniture layouts and shape
geometry with part-level details. Figure 2 presents a high-
level architecture overview of our hierarchical conditional
variational autoencoder (VAE) for 3D scene generation.

Hierarchical Graph Representation. We represent ev-
ery 3D indoor scene as a hierarchical tree with multiple
levels: the room⇒functional region⇒objects⇒object parts.
We find that modeling the complicated space of highly
compositional 3D indoor scenes at reasonable levels is
necessary for producing high-quality results.

Aside from the naturally defined object and part levels,
we additionally introduce an abstract level of functional re-
gions (e.g. dining region, sleeping region) to better organize
the furniture objects within big rooms. Figure 3 presents
example regions commonly seen in 3D indoor rooms. The
functional region level serves as an intermediate proxy for
the hierarchy and helps group smaller sets of furniture
shapes within a big room. All the objects within a room are
thus more consistently organized by an explicit hierarchy:
room⇒region⇒objects.

Objects in the scenes also have their own compositional
part structures: their constituent parts and part relation-
ships. Hence, in our approach, we follow [6, 8] to organize
an object as an n-ary hierarchical graph tree with its
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Fig. 2: Hierarchical Scene Representation. Our scene hierarchy has four conceptual levels: the room root node, functional
regions, objects, and object parts. To train the recursive autoencoder, we use an encoder network to summarize the features
in a bottom-up fashion and a decoder network that reconstructs the scene hierarchy from the room root node to regions to
objects and finally to object parts in a top-down manner. We also model the rich edge relationships at different levels in
this process to enforce the validity of the generated scene structures.

part geometry and edge relations. Note that the object
nodes in the entire scene hierarchy not only encode the
n-ary hierarchical graph tree to represent the geometry
and structure of the object, but also encode the spatial
parameters in the context of the room furniture layout.

In the scene hierarchy, we also encode rich relationships
among nodes at different levels. Besides the parent-child
vertical relationships naturally defined in the hierarchical
representation, the nodes at the same level also have hori-
zontal edge constraints, such as between shapes and walls
(e.g. a bed that is well-aligned with the wall), between two
objects (e.g. two symmetric nightstands), and even among
multiple objects (e.g. a dining table and four surrounding
chairs, two nightstands co-aligned with the bed). Not
only do we adopt the binary edge relationships that are
commonly used in previous works [4, 6], we also propose to
enforce hyper-edge constraints among multiple objects.

Hierarchical Graph Network. We train a conditional
recursive variational autoencoder to learn a smooth latent
space for scene generation. Our framework consists of a
room layout encoder, a scene hierarchy encoder, and a
scene hierarchy decoder. The room layout encoder takes
the deformation gradients of the floor boundary as input
and extracts a vector that is used as the floor boundary
condition for the decoder. The scene hierarchy encoder
maps the indoor scene hierarchies from the room level
to the functional region level, the object level, and finally
down to the object part geometry level into a common
latent space hierarchically and recursively. In contrast, the
scene hierarchy decoder performs an inverse mapping
which decodes a latent vector and floor boundary condition
vector into the furniture layouts and shapes with detailed

geometry in a top-down manner.
During the encoding process, furniture objects are firstly

encoded as object features with a pre-trained DSG-Net [8].
Then, combining the object features and their spatial loca-
tion information in the regions, the region-level features are
extracted. Finally, a single room-level root feature summa-
rizes all region information together with the region-level
spatial arrangement. The scene hierarchy decoder inversely
reconstructs the indoor scene hierarchy from a room-level
latent code to more fine-grained levels in a top-down
manner. During the encoding and decoding of the training,
several graph message passing operations are performed to
capture rich edge relations and constraints between object
and object, between room boundary and object, and among
multiple objects. Figure 4 visualizes the adopted binary edge
relationships for scene generation and our proposed hyper-
edge constraints among multiple objects.

Paper Organization. In the following sections, we first
describe the detailed definitions for our indoor scene hi-
erarchical representation in Sec. 4. We will introduce our
concrete node level designs and rich edge relationships,
including our proposed hyper-edges constraining n-ary
part relationships beyond n = 2, which are important for
indoor scene generation. Then, we present our hierarchical
architecture designs for learning hierarchical 3D indoor
scene generation in Sec. 5. Learning to represent the input
room boundary layouts as conditions to our hierarchical
framework, we introduce FloorNet which learns to encode
and decode input room boundary layouts represented as
2D deformation representation in vertex neighborhoods.
We also discuss the key roles of the introduced functional
regions and how to model the rich relationships among
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objects and room boundaries. Thanks to our learned latent
space and decoder, in Sec. 6, we show that our framework
enables some interesting applications, such as indoor scene
editing, completion, and conditional generation with some
constraints (scene generation from 3D box layouts).

4 HIERARCHICAL GRAPH REPRESENTATION

Below, we detail our node and edge compositional and
relational designs of our proposed hierarchical graph rep-
resentation.

4.1 Hierarchical Node Decomposition

Given a 3D indoor scene, we represent it as a hierarchical
graph structure. There are multiple conceptual levels in the
hierarchy: the room, functional regions, furniture objects,
and object part geometry. Besides the natural concepts
of objects and object parts defined in PartNet [13], we
additionally propose a new conceptual level of functional
regions to further divide the objects in big rooms into
smaller clusters of objects for producing 3D scenes with
higher quality via the parameter-free method. We describe
the detailed node definitions as follows.

Regions. According to the functionality of furniture
shapes, functional regions divide the whole scene into
smaller groups of objects for a more consistent and learning-
friendly scene hierarchical representation. Different types of
rooms usually have very disparate functional regions. For
example, one may have entertainment and living regions in
a living room, and have sleeping and cabinet regions in a
bedroom. Explicitly modeling the region semantics not only
provides many meaningful semantic labels as parts of the
scene generation results, but it is also beneficial for modeling
a large number of objects within each room. Due to the
capacity limit of the RvNNs, we cannot practically model
a big graph of a huge number of objects in a single room
as the children nodes of a single parent node (e.g. close to
hundreds of objects for the biggest room in the 3D-FRONT
dataset [9]).

In our implementation, we divide each scene into
smaller functional regions by running a spatial clustering
algorithm DBSCAN [58], which is a density-based and
non-parametric clustering algorithm, where the number
of clusters is self-adaptive. All objects can be grouped
and organized according to spatial closeness by the
algorithm, which is often correlated to their functionality.
The functionality of the region is determined by the
object with the largest area in the cluster. Within each
detected functional region, many functionally related
objects are often clustered together (e.g. dining table and its
surrounding dining chairs), as illustrated in Figure 3. We
also detect and correct automatic labeling errors manually
for some unreasonable divisions of indoor scene space.

In summary, for a 3D scene S, we have
S = {⟨g1, g2, · · · , gK⟩ ,Rregion}, where gi means the
ith clustered group (a functional region), with Rregion

means the horizontal relations between these functional
regions. We will describe the region relationships in Sec. 4.2.

Objects. After we divide the scene space into functional
regions, there are many furniture objects within each region.

LivingRegion

DiningRegion

CabinetRegion

Fig. 3: Functional Region Visualization. In the figure,
a whole scene is divided into three functional regions
including a Cabinet Region, a Dining Region, and a Living
Region, which are highlighted in different colors. The
separation is conducted by a spatial clustering algorithm
DBSCAN [58], which is a density-based and non-parametric
clustering algorithm, where the number of clusters is self-
adaptive. We can see that an indoor scene can be divided
reasonably.

Each shape Oi ∈ gk, 1 ≤ k ≤ K is described by a mesh
geometry, along with its semantic object category and its
spatial location within the region.

Formally, we define gi = {⟨O1, O2, · · · , OM ⟩ ,Robject},
where Oi means the ith object in the functional region, with
Robject denotes the horizontal relations among objects that
belong to one functional region. We will describe the region
relationships in Sec. 4.2.

Object Parts. We use the PartNet [13] shape part hier-
archy to decompose every 3D shape into the semantically
consistent part hierarchy, organized as an n-ary hierarchical
graph tree structure that covers different levels of part
instances ranging from coarse-grained to fine-grained parts.

Namely, each object Oi is decomposed into some parts
Pj

Oi
organized by a hierarchy structure HOi

and binary/n-
ary relations ROi

between parts. Each part Pj
Oi

has a pre-
defined semantic label and detailed mesh geometry Gj

Oi
.

We follow the exact same set of edge relationships for the
part nodes within an object as in StructureNet [6].

4.2 Edge Relationships

We consider two kinds of node relationships in a scene
hierarchy.

• vertical edges for the relationships between parent
and child nodes;

• horizontal edges among the nodes at the same level.

Extending previous works that only considered binary
edges [4, 6] for modeling relationships, we propose hyper-
edges to model the n-ary relationships among n > 2 parts.
In many indoor scenes, multiple objects may hold one n-ary
constraint, such as parallel collinearity and n-fold rotational
symmetry (e.g. dining chairs surround a round table). We
experimentally find that introducing hyper-edges makes
our generated indoor scenes more reasonable and realistic.

A notably related work to us is GRAINS [4]. In the
GRAINS scene representation, they described the relations
between objects and walls with the three relations: sup-
porting, surrounding, and co-occurrence. Different from
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Fig. 4: Two Types of Binary Edges between Objects. We
illustrate the two types of binary edges at the object level
of our hierarchy. In (a), we show a binary edge example
of the first kind which is defined between the room wall
and an object. It encourages the object to locate within the
boundary of the room and align with the room boundary.
In (b), another type of binary edge describes the spatial
relationship between two objects. For example, any pair of
the four chairs have rich symmetry relationships of different
kinds.

GRAINS, we use more accurate relations to describe how
to organize these furniture objects, including edges between
two objects: adjacency (τa), translational symmetry (τt),
reflective symmetry (τr), and rotational symmetry (τo);
edges among multiple objects: parallel collinearity (τnp)
and n-fold rotational symmetry (τnr). Experiments in Sec. 6
show that our proposed set of relationships works better
than GRAINS.

4.2.1 Vertical Edges
The vertical edges represent the relationships between
parent nodes and children nodes, which are naturally
described by the multiple levels of node concepts in the
hierarchy:

• the room root node comprises of many functional
regions;

• every region contains many furniture objects;
• each object is further composed of object parts at

different granularity.

In order to synthesize a realistic and reasonable indoor
scene, we must make the generated objects compatible with
the room boundary. So, we propose two additional types of
vertical edges connecting the room root node to the object
level:

• ev1 : the oriented bounding box of an object may have
to align with the room boundary in some scenes;

• ev2 : the generated object in a scene must be located
within the room boundary walls.

We find that such skip-linked vertical edges help regularize
the validity of the generated scene meshes.

4.2.2 Binary Horizontal Edges
The horizontal edges are defined on the nodes at the
same level, to describe the rich relations and constraints
among sibling nodes of a parent node. In this work, we

θ

θθ

θ
axis 1

axis 2

V

C

Fig. 5: Illustration of Hyper-edges. We define two types
of hyper-edges that exist across multiple objects: rotation
and parallel. A rotation hyper-edge indicates that objects are
rotated around a center, and a parallel hyper-edge indicates
objects are placed collinearly.

consider binary horizontal edges between two objects and
between two object parts. Inspired by previous works [6,
8] on shape generation, we define four types of binary
edges, including adjacency (τa), translational symmetry (τt),
reflective symmetry (τr), and rotational symmetry (τo). For
the adjacency relationship, we define two parts as adjacent
if their smallest distance is below 0.05 × r̄, where r̄ is the
average bounding sphere radius of the two parts. For the
symmetry relationships, we follow the method from [59]
to detect τt, τr, τo. Such binary edges are automatically
detected from the input training scene data at the object
level. We directly adopt the object part relationships in the
previous works [6, 8]. Note that there may exist multiple
relationships between two nodes. For example, in Figure 4
(b), the two chairs on one side of the table has both the
translational symmetry (τt) and the reflective symmetry (τr).

4.2.3 N -ary Hyper-edges
We find that binary relations are not enough to describe the
complex object layouts, since some realistic scenes may have
more complicated relationships that happen among more
than two nodes. For example, in Figure 5 (a), besides the
illustrated extensive set of binary relationships, it would
be beneficial to consider a 5-ary hyper-edge relationship
constraining that the four chairs surround the central
dining table. Similar hyper-edge relationships may also be
helpful, such as the example in Figure 5 (b) where the
two nightstands and the bed should have their oriented
bounding boxes in parallel to each other. Thus, in this work,
we introduce two types of hyper-edge relationships:

• n-fold rotational symmetry ehyper1 : e.g. the dining
table is surrounded by some dining chairs;

• parallel collinearity ehyper2 : e.g. multiple box objects
are in parallel to each other and their centers may be
collinearly aligned.

Our hyper-edges are detected at object level and within a
functional region, where the number of objects is larger than
2. The relationships between two objects are represented by
binary edges. For another reason, if we only consider the
relations between any two nodes, a dense graph will be
constructed for the network learning, which is very hard
for training and conducting message-passing operations.
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N -fold Rotational Symmetry. Consider N objects O =
{O1, · · · , ON}. They are in an N-fold rotational symmetry
hyper-edge if and only if they satisfy:

∃p, ∀Oi ∈ O where i ≤ N − 1,

CD

(
Oi+1, Rot

(
p,

2π

N

)
×Oi

)
≤ ϵR

(1)

and
CD

(
O1, Rot

(
p,

2π

N

)
×ON

)
≤ ϵR (2)

Here, CD indicates the Chamfer Distance between two
objects. Rot (p, θ) denotes a rotation matrix that rotates an
object around an axis that is parallel to the world up-
axis and passes through the point p by the angle θ (in
radians). ϵR is a constant threshold. Note that the point p in
Equation 1 and Equation 2 must be the same. We show an
example of multiple objects satisfying an N -fold rotational
hyper-edge in Figure 5 (a).

Parallel Collinearity. Given N objects O =
{O1, · · · , ON}, they satisfy a collinearly parallel hyper-
edge if and only if

• the two main axes of the 2D oriented bounding boxes
of all objects are parallel to each other (we exclude
the world up-axis here as all objects are placed on
the ground floor);

• they satisfy the following equation:

∃v, ∀Oi ∈ O where i ≤ N − 1,∃d ∈ R,
||Ci+1 − (dv + Ci)||2 ≤ ϵT

(3)

where v is an arbitrary vector, d is an arbitrary non-negative
real number, Ci is the center of the oriented bounding box
of Oi, and ϵT is a constant threshold. Figure 5 (b) illustrates
an example of collinearly parallel objects.

Different from superstructures (Hub and Spokes,
Chains) in PlanIT [3], since our representation takes the
part into consideration, the hyperedges are detected by
calculating the object part bounding box instead of the
bounding box of the whole shape. Further, the orientation
of the object is involved in the detection: 1. the orientation
of all objects that satisfy the Parallel Collinearity must be the
same; 2. the orientation of all objects that satisfy the N -fold
Rotational Symmetry must point to the same center object.

5 HIERARCHICAL GRAPH NETWORK

Our network is a conditional RvNN [23, 24] VAE [53] on
the hierarchical scene graph representation defined in the
previous section, with many edge losses to encourage more
realistic and plausible structural relations in the generated
scene.

Our SCENEHGN takes the scene hierarchy S from the
room root node down to object part geometry as inputs,
with an additional input room boundary bi as the condition.
The room boundary bi is mapped into a conditional feature
fbi by a floor encoder Encfloor, while the scene hierarchy
S is also mapped into a latent vector fS by the encoder
of SCENEHGN EncSCENEHGN. Then, the conditional room
boundary feature fbi and the encoded scene hierarchy fea-
ture fS are concatenated together, which is subsequently fed
into the decoder of SCENEHGN DecSCENEHGN to reconstruct
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(128 + 56)

(56) 

Extract

Structure Info

geometry center

(3)

Fig. 6: Floor VAE. We train a separate Variational
AutoEncoder for encoding floor boundaries. Specifically, we
register a 2D ring of vertices onto the input floor boundary
map, and then calculate the ACAP feature [60] on the
registered ring structure. Finally, the VAE maps the ACAP
feature into a latent vector which will serve as a condition
for scene generation.

the input scene hierarchy S. To train the VAE generative
model, we add a regularization, using the KL-Divergence,
on the latent space to map all scenes onto a standard
Gaussian distribution, from which we can smoothly sample
novel scenes and interpolate between given scenes.

Since we adopt the object part hierarchy from DSG-
Net [8], the part geometry encoder EncPG and part geom-
etry decoder DecPG are following DSG-Net. The EncPG

takes the part geometry information GPi = (XPi , cPi), in-
cluding deformation gradients XPi of each part of object Oj ,
its center cPi , and its structural information SPi , and maps
to a latent embedding feature fPi = EncPG(GPi , SPi).
Inversely, the DecPG maps the latent feature fPi and its
structural information SPi back-into deformation gradient
space ĜPi = (X̂Pi , ĉPi) = DecPG(fPi , SPi).

Below, we focus on introducing our room boundary
layout and scene hierarchy VAEs, along with the training
strategy and loss terms.

5.1 Room Boundary Layout VAE
Our goal is room generation given an arbitrary room bound-
ary which is topologically isomorphic with a ring-shaped
boundary. For generating reasonable indoor rooms and
modeling the relationships between the objects and room
boundaries, the detailed geometry of the room boundaries
needs to be effectively represented. For achieving this goal,
we train a FloorNet VAE, consisting of an encoder Encfloor
and a decoder Decfloor, to map the floor boundary of a
room to a latent space. We propose to use the deformation
features of a 2D ring of vertices for the representation of the
floor boundary geometry. Any closed floor boundary can
be represented as a deformed 2D unit square boundary. In
our paper, the unit square boundary consists of 596 vertices
and 596 edges. The architecture of the proposed FloorNet is
shown in Figure 6.

The floor boundary in our dataset is a 2D ring repre-
sented by 596 vertices and 596 edges. Just for the illustration
purpose, for example, the floor in Figure 6 (left) consists of 8
vertices and 8 edges. To efficiently and accurately encode the
floor boundary (especially for sharp corners), we apply the
2D non-rigid registration technique [61] rather than vertex
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coordinates to deform a source 2D mesh with 596 vertices
to fit the shape of the floor boundary. Then, we calculate
the ACAP deformation gradients [60] on the registered 2D
mesh. For every vertex, we finally extract a 6-dimensional
feature s ∈ R6 and a 3-dimensional feature logR ∈ R3,
which represent scaling/shear and rotation respectively.

The 596 × 9 feature matrix is then fed into the encoder
of our FloorNet. The key component of the FloorNet
is a Graph Convolutional Network, where we treat the
whole registered floor boundary as a cycle graph and
perform convolution operation on it to extract 2D mesh
features. After two convolutional operations, the features
pass through an MLP which outputs the latent vectors
encoding the room floor boundary. We perform 2 iterations
for this message to pass to neighboring vertices to learn
the angle between adjacent edges for sharp corners. The
decoder is basically the inverse of the encoder to map
the latent code back into the ACAP deformation gradients
of room boundary. We use another Graph Convolutional
Network to iteratively decode the vertex locations of the 2D
ring structure.

5.2 Scene Hierarchy Encoder

Our encoder consists of two parts: a recursive encoder
Encp2o from the part geometry to object and another
recursive encoder Enco2r from the object to the whole room
level. We directly follow the design of Encp2o in DSG-
Net [8]. Below, we focus on describing our Enco2r design
that learns to map objects, through functional regions, and
finally to the room root node.

For each object node, there are three types of informa-
tion stored in it: the structural and geometric information
fOi

extracted using Encp2o for the objects, the placement
parameters PosOi

∈ R7 and the one-hot vector of semantic
category label lOi

. The PosOi
parameters include the center

position cOi
∈ R3, the scales sOi

∈ R3, and the orientation
rOi

∈ R around the world up-axis. The object feature
encoder Encobj encodes the above information together into
an object latent code fobj

Oi
.

fobj
Oi

= Encobj([fOi
;PosOi

; lOi
]) (4)

where the Encobj is a full-connected layer and [;] means the
concatenation operator.

For other non-object node Ni, the recursive encoder
Enco2r is used to gather the features of all children and
perform message passing along the part relation edges
among nodes. For the hyper-edges among multiple nodes,
we first only aggregate the type of hyper-edges into the
corresponding nodes to update the node features by an
MLP Enchyper, which consists of two fully-connected (FC)
layers and a Leaky ReLU activation. Then, we perform
two message passing operations within the sub-graph and
aggregate all features of child nodes by an FC layer
with LeakyReLU activation. Finally, the feature fNi gathers
information from the features of all children nodes.

f̄obj
Oi

= Enchyper(f
obj
Oi

, lhyperOi
), s.t. Oi ∈ Nhyper

fNi
= Enco2r

({
f̄obj
Oj

}
(Ni,Oj)∈H

, lOj

) (5)

where (Ni, Oj) ∈ H denotes that node Oj is a child of Ni,
lOi

is the one-hot vector of the semantic label, lhyperOi
is the

one-hot vector of the hyper edge type for object Oi, and
Nhyper is the set of nodes with the attribute of hyper edges.
If the node does not have any hyperedges associated with
it, lhyperOi

is empty (filled with zero).
The whole process Encp2o and Enco2r are repeated until

to the root node. A fully connected layer maps the final
feature of the root node into the latent space. We add a
regularization term, namely the KL-divergence, to the latent
space for encouraging the latent space to be close to the
standard Gaussian distribution.

5.3 Scene Hierarchy Decoder

The decoding process is conditioned on the feature of floor
boundary extracted by the floor encoder Encfloor. The
scene hierarchy decoder takes the floor condition and the
root node feature outputted by the scene hierarchy encoder
as inputs and learns to decode the scene hierarchy down
to the part geometry in a recursive manner. It also includes
two parts: one recursive decoder Deco2p that predicts part
geometry from an object feature, and another recursive
decoder Decr2o that consumes the parent node feature
f̂Ni

, along with the conditioned feature ffloor, and decodes
the object root node features. For the object decoding, the
Deco2p decoder follows the design in DSG-Net. We refer the
readers to DSG-Net [8] for more details. Below, we focus on
introducing the network design for Decr2o.

The recursive decoder Decr2o takes the room node
feature as input and infers the node features of its children
functional regions until reaching the object level. For each
decoding step, we assume there are 10 children nodes at
most for each parent and learn to predict the probability of
node existence likelihood scores using a binary classification
network (implemented by an MLP with a final Sigmoid
activation function). We also predict the children’s node
semantic information as outputs. For the object nodes,
we train an MLP to predict the placement parameters,
categorically semantic labels, and object features, which will
then be fed to the Deco2p for decoding the part hierarchy.
The placement parameter prediction network consists of
two fully-connected layers, a Leaky ReLU activation, and
a skip-link. The network predicts the center cOi ∈ R3, scales
sOi ∈ R3, and the orientation rOi ∈ R1 around the world
up-axis by three individual fully-connected layers respec-
tively. Hence, according to the extracted node features, we
firstly predict node existence, semantics and geometry. For
object nodes, the placement parameters are also predicted.
Then we predict the edges between existing nodes according
to their geometry and node features, and the edge type
will be compared to the ground truth (GT) edge types for
optimizing the hyper-parameters of the network during the
recursive decoding for training.

For the binary edge predictions, we draw all pairs of
existing nodes and predict the edge existence for every
edge. For the hyper-edges, we predict a mask Mi by an
attention mechanism to obtain which nodes share a hyper-
edge attribute. Leveraging the predicted edge connections
among nodes, we perform two iterations of message-
passing for updating the node features. Finally, we obtain
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the node features
{
fNj1

, fNj2
, · · · , fNki

}
, where ki denotes

the number of existing nodes for parent node Ni. Above all,
we have{

f̂Nj1
, f̂Nj2

, · · · , f̂Njki
, R̂i,Mi

}
= Decr2o(f̂i) (6)

where Mi ∈ RN×3 is a matrix. Here, N is the number
of nodes of the sub-graph for the parent node, and 3 is
the number of hyper-edge types. For each row, it predicts
the probabilities of different hyper-edge types, and the
predicted type is the one with the highest probability
(selected by ‘argmax’ operation). According to our defined
hyper-edges, each object only has one type of hyper-edges,
such as none, N-fold Rotation Symmetry, and parallel
collinearity.

The recursive decode process of Decr2o is repeated until
it reaches the object level, which is then the job of Deco2p to
further decode it into object parts.

5.4 Training and Losses

We describe our training strategy and loss terms as follows.

5.4.1 Training Strategy
Since our scene hierarchy is a very deep tree from the
room root node to functional regions, objects, and finally
to object parts, it is very difficult to train it effectively
together from scratch. We thus choose to train the network
in two stages. We first train the recursive network from
object to part geometry and then train the whole network
while fine-tuning the pre-trained object-to-part network. For
the floor boundary VAE, we train it separately from our
backbone network. We conduct an ablation study in Sec. 6.4
for evaluating the benefit of such a training strategy.

5.4.2 Loss Terms
We define the total training loss L as the following:

L = ES∼S [Lrecon + Lstruc + γLKL] (7)

where S is the distribution of scenes in the whole dataset,
and the reconstruction loss Lrecon includes leaf loss, se-
mantic loss, edges/node existence loss, geometry loss,
placement loss, and some edge losses (e.g. room-object edge,
object-object edge, hyper-edge, and part-part edge). Except
for placement loss and edge losses for the room-object
edges and the proposed hyper-edges, the other loss terms
are following the StructureNet [13]. We refer the readers
to StructureNet [13] for these losses. For the structure
consistency loss, it is used in StructureNet to ensure the
generated structures of objects are reasonable and realistic.
However, different from StructureNet, we only add the loss
on the object hierarchy instead of the whole scene hierarchy.
And the regularization LKL aims to make the latent space
smoother and easier for downstream applications (scene
generation and interpolation). We set γ = 0.01 empirically
for our experiments.

We now define placement parameter reconstruction loss
and edge losses.

Placement Parameter Reconstruction Loss. The center
cOi

∈ R3, scales sOi
∈ R3, and the orientation rOi

∈ R
around the world up-axis are used to represent each object’s

location in the indoor scene. We apply the L2-Loss to the
center and scale for encouraging the perfect reconstruction
by Llocate = dcenter + dscale + dorient, where d is L2
distance metric, dcenter =∥cobj − ĉobj∥22, dscale =∥sobj −
ŝobj∥22. ĉobj and ŝobj denote the center and scale of object
location. Besides, we observe that furniture is typically
located on the floor or ceiling, and the furniture shapes in
the room are usually in 8 orientations with 45◦ intervals
(Angle = [0◦, 45◦, 90◦, 135◦, 180◦,−45◦,−90◦,−135◦]) in
most cases. So, we use a discrete representation to encode
the orientation of furniture for the prediction of coarse
orientation from the candidates above, along with a residual
offset to fit the ground truth orientation of the object.
In summary, we have dorient =∥Angle[argmax

k
(ρk)] +

b − oobj∥22, where ρ = (ρ1, ρ2, · · · , ρ8) is a predicted 8-d
vector whose entity is the probability of the furniture at
every orientation, b is the predicted offset in the range of
[−22.5◦, 22.5◦], and oobj is the ground truth orientation of
the furniture.

Room-object Binary Edge Loss. The main purpose of
this loss term is to align the position of a predicted object
with the boundary walls of the room as much as possible. In
the original indoor scene data, the room boundary is mostly
well aligned with the world x-axis and z-axis, if we denote
the world up-axis as the y-axis. Under this assumption,
we encourage the oriented bounding box of object to
align with the x-axis and z-axis. The loss term is only
applied to the objects with the attribute (room-objects edge)
detected during decoding. We add a loss to approximate
the distance between normals of room box and object box:
LRo =

∑
∀Oi∈S dchs(T (qi)N,N), where S is a set of all

predicted objects, dchs = 1
|Ai|

∑
xi∈Ai

min
xj∈Aj

∥xi − xj∥22 +

1
|Aj |

∑
xj∈Aj

min
xi∈Ai

∥xj − xi∥22 is Chamfer Distance [62, 63],

and N is the six unit normal vectors of a unit box, T (qi) is
a transformation matrix rotating the normals to align with
orientation qi of the object box.

Hyper-edge Loss. These loss terms encourage multiple
objects to preserve their n-ary hyper-edge relationships. We
include two types of losses here corresponding to the two
types of hyper-edges.

For objects O = {O1, · · · , ON} satisfying the n-fold
rotational symmetry hyper-edge, we can define the loss:

Lehyper
1

=
N∑
i=1

{
min

j=1,··· ,N,i̸=j
dchs

[
Oi, Rot

(
p,

2π

N

)
×Oj

]}
(8)

where p = 1
N

∑N
i=1 Ci is the barycenter of all object

centers, Rot (p, θ) indicates a rotation matrix that rotates
an object around an axis that is parallel to the y-axis and
passes through point p by θ in radians. Because the n-fold
symmetry in Equation 1 is ordered while our graph decoder
is not, we must traverse through all decoded objects and
find the one with the minimal Chamfer Distance.

For the collinearly parallel hyper-edges, we define two
loss functions. The first one is

Lhpara1
=

N∑
i=1


N∑

j=i+1

[dchs (T (qi)N, T (qj)N)]

 (9)
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where N is the six unit normals of the unit box, T (qi) is a
transformation matrix that rotates the normals to align with
orientation qi of the object box. This loss corresponds to the
first condition of a parallel hyper-edge. And the second loss
is

Lhpara2
=

N∑
i=1

(dist(Ci,v, p)) (10)

where Ci is the center of the OBB of Oi,
p = 1

N

∑N
i=1 Ci is the barycenter of all centers,

v = norm
(∑N

i=1

∑N
j=i+1 Cj − Ci

)
is the average of

relative position for all pairs of object centers in the hyper-
edge, norm indicates normalizing a certain vector. Note
that when calculating v, we sort the object centers according
to their x-coordinates in an ascending order and then using
their y-coordinates in an ascending order to avoid adding
vectors pointing at opposite directions. Finally, we have the
total loss function

Lehyper
2

= Lhpara1
+ Lhpara2

(11)

6 EXPERIMENTS AND APPLICATIONS

We perform extensive experiments evaluating our SCENE-
HGN for 3D scene reconstruction, generation, and interpo-
lation, as well as many other applications, such as scene
editing, conditional generation from 3D Box layout, and
room completion. Since our framework is a generative
model, the scene reconstruction evaluations are presented
in our supplementary material. We compare GRAINS [4]
and Deep Priors [40] as two state-of-the-art methods in
terms of many quantitative metrics and a perceptual study,
demonstrating our superior performance. Ablation studies
further validate some of our key module designs. We use
3D-FRONT dataset [9] for our training and evaluation. 3D-
FRONT is a newly released dataset of 3D indoor scenes
which contains 6,815 houses and 51,708 rooms. The room
designs are directly sourced from professional creations.
In the dataset, each house is divided into several rooms
with a room type associated. Among all the rooms, 18,797
rooms are furnished with objects from 3D-FUTURE [64], a
dataset of textured 3D furniture models, and each model is
labeled with a furniture category. We describe more details
of dataset preparation in the supplementary material.

6.1 Scene Generation
The generation of 3D indoor scenes is the first and most
straightforward application of our network. Our method
can do free generation, but in reality, most of the generation
tasks require some sort of condition as input (e.g. the
boundary of a room). So we decide to take a floor boundary
(which completely decides the walls) as a condition and
input. The generated results are rooms filled with furniture.
We show the quantitative and qualitative comparison with
GRAINS [4], Deep Priors [40] and ATISS [43]. Also, the
perceptual study is performed for the generative models.

Comparison with GRAINS. The settings of GRAINS
are slightly different from ours. Firstly, GRAINS does not
take any condition as input. Secondly, GRAINS uses four
walls as ‘anchors’, which it encodes in its hierarchical
representation. All the objects in the room need the walls

(a) Input (b) Ours (c) Top-5

Fig. 7: The gallery of shape generation results given the
room boundary and top-retrieved rooms in the training
set. To demonstrate the novelty of room generation, we
show the top-5 nearest neighbors in the training set by
shape retrieval according to the CD (Chamfer Distance) on
the sampled point clouds (with 100,000 points). Given the
room boundary, we can see that our generated shapes are
different from the top-5 retrieved rooms on the object layout
and geometric details, which demonstrates the novelty of
generated rooms.

to locate themselves. So GRAINS can only generate rooms
with the same shape (in particular, rectangular rooms). But
in our settings, the room shape can be arbitrary.

To reasonably compare the performance of GRAINS with
ours, we first use GRAINS to generate 1,000 results for each
room type. For an input room boundary and room type, we
render the boundary into an image and find its inscribed
rectangle with maximum area. With this rectangle, we can
find the most similar room shape in the generated results
and place the generated furniture into the corresponding
rectangle in the input room boundary. This produces the
‘conditional’ generation result.

GRAINS can only predict the bounding boxes of the ob-
jects. With those boxes, it retrieves models from a database
(e.g. 3D-FRONT, SUNCG) that match the bounding boxes
the best. But our method can generate the geometry along
with the room layout. In order to compare, we first create a
model database using part VAE and graph encoder/decoder
in our network. This portion of our network is actually a
VAE itself and can perform free generation. We generate
200 objects for all categories for GRAINS to retrieve.

As for training, the original GRAINS VAE uses the
SUNCG dataset [65]. Unfortunately, the SUNCG dataset is
unavailable when we do the experiments. So we process
the 3D-FRONT dataset and export it in the format of the
SUNCG dataset, and train GRAINS on this dataset.

Comparison with Deep Priors. Deep Priors is a gen-
eration pipeline based on top-down view images of the
room. Taking a room boundary as input, it iteratively
inserts objects into the scene. For each object, it uses
multiple networks to decide object location, orientation, and
dimension.

Comparison with Deep Priors is straightforward because
their settings are almost the same as ours. But there are still
some differences. Just like GRAINS, Deep Priors retrieves
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models from a database. We also use the generated model
database for Deep Priors to retrieve models.

The original Deep Priors is trained on the SUNCG
dataset which is unavailable, so again the exported 3D-
FRONT dataset mentioned above is used instead.

Comparison with ATISS. ATISS is a transformer-based
generative model for a given room boundary. It also itera-
tively generates the object layouts and retrieves furniture to
fill the empty scene.

ATISS is the state-of-the-art generative model in indoor
scene synthesis, which is a very strong baseline in the 3D-
Front and the setting is almost the same as ours. But there
is also a major difference that is the same as Deep Priors,
namely the furniture is retrieved from the original dataset in
their method. So for comparison, we use the same generated
model database for shape retrieval.

From the results in Figure 8, our approach can be
able to capture the functional regions’ variation (or a local
gathering of furniture) better. For example, our method can
successfully predict four chairs with the same geometry
surrounding a table, while the other baselines cannot. Be-
sides, more generated indoor scenes are present in Figure 9.
Given a room boundary, our network can generate the
object layouts and the fine-grained geometry of furniture.
The figure shows 12 generated rooms, including 4 living
rooms, 4 bedrooms, and 4 libraries, which indicates the
generated plausible part geometries and reasonable object
layout can fit the given room boundaries. Furthermore,
to demonstrate the novelty of room generation, we show
the top-5 nearest neighbors (Fig. 7) in the training set by
shape retrieval according to the CD on the sampled points
(100,000). The presented results reveal that our generated
rooms are different from the top-5 retrieved rooms on the
object layouts and geometry details.

Metrics for generation results. We have five metrics for
generation results:

• FID stands for Fréchet Inception Distance [66] be-
tween the generation results and the ground truth.
The results and the ground truth are rendered into a
top-down view similar to the input of [39, 40].

• o1 is obtained by first calculating the distribution
of furniture categories across the generation results
and the ground truth, and calculating the Earth
Mover’s Distance (EMD) [67] between them.

• o2 is obtained by first calculating the distribution
of furniture categories for every room type (e.g.
bedroom, living room, etc.), and taking the average
EMD.

• o3 is obtained by first calculating the distribution of
the co-occurrence of every two types of furniture
for every room type, and taking the average EMD.

• o4 measures the distribution of the correlation of
object pairs from generated rooms, which is obtained
following two steps: firstly we calculate the offset of
the x-z positions of every possible object pair in each
type of room, such as Table-Chair offset and Sofa-
Table offset in living rooms. Secondly, we take out a
square space around the origin of the 2-D plane, the
edge length of which is 3.5m. This space is divided
into a 1000×1000 grid. Every offset that lies in this

(a) Input (b) GRAINS (c)DeepPriors (d) ATISS (e) Ours

Fig. 8: Comparison on Room Generation. We show the
comparison of generation results of our method, Deep
Priors [40], GRAINS [4], and ATISS [43]. From the results we
can see that our method captures the functional regions (or
local gathering of furniture) better. For example, our method
can successfully predict four same chairs surrounding a
dining table, while the three baseline methods cannot.

Fig. 9: Room Generation results. Given the room boundary,
we can utilize our trained decoder to generate new rooms.
Our network is able to take arbitrary room boundaries
as input to generate object layouts and geometric details
in a recursive manner. The figure shows 12 generated
rooms (4 living rooms, 4 bedrooms, and 4 libraries).
From the results, our network learns the continuous latent
space successfully, which can capture the plausible part
geometries and reasonable object layout that fits the room
boundary simultaneously.

square is counted, and a gray-scale image can be
drawn from this grid and offsets.

• Orientation measures the radian distance between
the rotation angle around the y-axis with the set
of Θ = {θ|θ = iπ

4 , i = −3,−2,−1, 0, 1, 2, 3, 4}. In
the 3D-Front dataset, we observe that the orientation
of almost all objects are aligned to the x, z-axis
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or diagonal direction of them, meaning that the
rotation angle around y-axis θ is in the set of Θ. The
function cos2(x) is suitable since in our formulation
s = cos2(2θ), it has peak value when x is among
these eight angles. For the orientation of an object,
we take its rotation angle θ around y-axis as input,
and calculate s, then report the average of s for every
object in our method and three baselines.

We believe that FID is a global metric that measures
the similarity between the ground truth and the generation
results. On the other hand, o1, o2, o3, o4 are ‘structural’
metrics that can prove whether the furniture arrangement
patterns are learned. For example, in bedrooms, beds and
nightstands often appear, and they often appear together.
o2 captures the appearance of beds and nightstands, while
o3 captures the co-occurrence of them. Here, o1 encourages
the distribution of the overall furniture category to be close
to the training set. o4 measures the distribution of the
correlation of object pairs from the generated rooms. For this
metric, we use the histogram to visualize the correlation of
object pairs in Figure 10, e.g. Bed-Cabinet, Bed-Nightstands,
Sofa-Table, Table-Chair. From the results in Figure 10, we
can see that our generated results can successfully capture
the distribution of objects related to other objects. All
the results are reported in Table 1. From the numerical
evaluations, we can see that our method outperform all
baselines on FID, o1, o2, o3 and has a similar performance
on orientation metric with state-of-the-art work ATISS.
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Fig. 10: Comparison on Room Generation for correlation
metric o4. We show the comparison of generation results
on correlation metric o4 of our method, Deep Priors
(DP) [40], GRAINS [4], ATISS [43], and GT (training data).
We display some selected histograms on Bed-Cabinet, Bed-
NS (Nightstands), Table-Chair and Sofa-Table. From the
results we can see that our generated results can captures
distribution of objects related to other objects.

Perceptual study on generation results. In addition
to quantitative results, we conduct a perceptual study on
the generation results of our method and two baseline

TABLE 1: Generation comparison metrics between
methods. We compute Fréchet Inception Distance and
four additional metrics o1, o2, o3 and orientation that can
measure the distribution of furniture in the generated
rooms of our method, Deep Priors [40], GRAINS [4], and
ATISS [43]. We can see that our results outperforms the all
baselines on FID, o1, o2, o3 and has a similar performance
on orientation metric with SoTA work ATISS.

Methods FID o1 o2 o3 orientation (degree)

Ours 139.4508 0.05 0.13 0.47 0.9572 (5.98◦)
GRAINS [4] 181.9106 0.30 0.52 0.79 0.9931 (2.39◦)

Deep Priors [40] 158.0010 0.40 0.41 1.04 0.9505 (6.43◦)
ATISS [43] 141.7889 0.47 0.19 0.87 0.9578 (5.92◦)

methods(GRAINS and Deep Priors). To fairly compare the
results, we randomly select 100-floor boundaries from the
dataset and generate rooms for all three methods using these
boundaries as conditions. For each participant, we prepare
20 questions. For every question, we ask the user to rank the
results under three criteria: a) The layout of the furniture,
a.k.a locations, and categories of the placed furniture. b)The
coordination of the furniture (e.g. a dining table and a beach
chair do not coordinate with each other). c) The overall
performance of the generated rooms. All the participants
were local volunteers known to be reliable. The results of
the perceptual study are shown in Table 2.

We can see that our method is the most preferred
among the three methods. In the two baselines, Deep
Priors performs better in layout, and GRAINS performs
better in furniture coordination. We infer the reason for this
result is Deep Priors tend to capture the whole furniture
layout via top-down images and CNN, while GRAINS
models structural relationships better with their hierarchical
representation and RvNN-VAE.

6.2 Scene Interpolation

Interpolation is another direct application of our trained
RvNN-VAE. To show the smoothness of the latent space our
VAE has learned, we show some examples of interpolation
in Figure 11. When interpolating, we first encode the
floor boundary and the scene layout of source and target
scenes into feature vectors and perform linear interpolation
between source and target on the two features simulta-
neously before feeding them into our conditional VAE
decoder. Thanks to our generative FloorNet to ensure the
meaningful latent space, FloorNet can achieve a reasonable
interpolated room boundary between source and target.
Note that the interpolation between 3D indoor scenes is not
as straightforward as 3D shapes, because our representation
not only encodes the layout of objects, but also contains
geometry information. We find that interpolation between
two similar scenes has the best performance. For example,
The source and target of the second row in Figure 11 have
similar floor boundaries and furniture layout.

As is shown in Figure 11, every step in the interpolation
process is a valid 3D scene layout. The floor boundary
gradually deforms from the source to the target, but in every
step the layout changes according to the boundary rather
than moving itself, which is what we expect. We also witness
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TABLE 2: Perceptual study results on 3D scene generation. We show the average ranking scores (from 2 (the best) to 0
(the worst)) and the frequency of the method being ranked 1st, 2nd and 3rd: Deep Priors [40], GRAINS [4], and ours. The
results are calculated based on 433 trials. We see that our method achieves the best on all metrics.

Method Deep Priors[40]/Rank(1st, 2nd, 3rd) GRAINS[4]/Rank(1st, 2nd, 3rd) Ours/Rank(1st, 2nd, 3rd)

Layout 0.7611/(17.5%, 41.2%, 41.4%) 0.6482/(11.1%, 42.7%, 46.2%) 1.5907/(71.4%, 16.2%, 12.4%)

Furniture
Coordination 0.7212/(15.2%, 41.6%, 43.1%) 0.7389/(19.7%, 34.5%, 45.8%) 1.5398/(65.0%, 23.9%, 11.0%)

Overall 0.6925/(14.8%, 39.6%, 45.6%) 0.6748/(12.2%, 43.1%, 44.7%) 1.6327/(73.0%, 17.2%, 9.8%)

(a) source (b) target

Fig. 11: Room Interpolation. We simultaneously interpolate
on boundary and scene layout and feed them into the
VAE decoder. Every interpolation step is a valid 3D scene
layout, with the boundary deforming continuously and the
layout changing according to the boundary. Note that the
interpolation is only reasonable when the source and target
are similar.

the deformation of object geometry in interpolation. For
example, look at row 2 in Figure 11: the small square-shaped
shelf in the bottom of the source scene image stretches and
becomes a longer one in the target scene.

The interpolation results show that our latent space is
smooth near any point representing a valid 3D indoor scene
layout. This is a key feature for more applications like room
editing or room completion.

6.3 Applications

The hierarchical graph representation of 3D indoor scenes
and locally smooth latent space created by the RvNN-
VAE enable us to perform multiple interesting applications.
In this section, we demonstrate three: a) room editing at
multiple levels; b) room generation conditioned on 3D box
layouts; and c) scene completion from a partial input room.

Room Editing. Editing 3D indoor scenes is not an easy
task, because all the elements from functional regions to
object parts are in relation to each other. Thus only editing
one of them often makes the scene seem inharmonious (e.g.
Only editing one of four chairs surrounding a table makes
the scene looks weird). But our RvNN-VAE learns the whole

scene including the object part geometry and scene layout.
With an edit to the scene and the latent space, we can find
a latent code in the space that both satisfies the edit and
decodes to a valid scene layout.

Because of the local smoothness of our latent space,
similar scenes are close to each other in the space. After
editing a scene, we can search for a latent code in the
space which is close to the original scene and satisfies
the editing. So we apply the gradient descent (using the
Adam [68] optimizer) to minimize the objective function:
∥z− z∗∥22+ qchs(T (B

z
e )U, T (Bt

e)U)+Lstruc(d(z)), where z
is the latent vector we need to optimize on, z∗ is latent vector
of the unedited original scene, Bt

e is the edited box, and Bz
e

is the corresponding box in the decoded scene of z. (Note
that both the edit of the object and the edit of a part are
actually edited on boxes but at different levels.) U is a pre-
computed set of samples on the unit cube. This loss function
encourages our edited scene to be as close as the original
scene while preserving the edited features. Figure 12 shows
some results of our room editing application.

In Figure 12, each row shows a scene that has been edited
four times. The first column shows the original scene, the
second column shows the first edit on a certain object, and
the third column shows the result of the editing. There are
three groups of edits and results. The first two edits are
rigid, meaning we only edit the locations or orientations
of the objects. In the third edit, we deform object parts to
demonstrate our network can process fine-grained features
down to object parts. For the final edit (replacing the
geometry), it can lead to the other object changes happening
in the scene, which demonstrates that our method is able to
learn the correlations of objects from the data.

For example, The second row shows three edits on a
living room. Firstly, we move the table to the left. The
result is that the chairs surrounding it move with it, and
all other objects remain the same. Secondly, we rotate the
table counterclockwise by 90 degrees, and the chairs also
rotate around the center of the table. Thirdly, we stretch the
back of one chair to make it taller, and all the other chairs
become taller too.

Room Generation from 3D Box Layout. Sometimes
more conditions than floor boundaries are given when
generating 3D indoor scenes. A widely used condition in
interior design is the 2D floor plan, which basically contains
the information on floor boundaries and the 2D bounding
boxes of the furniture. We can extend 2D floor plans to 3D
box layouts. In 3D box layouts, we provide room boundary
and 3D bounding boxes of objects, but the semantic types
and part geometry of objects are unknown. We are required
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(a) Origin (b) Op1. (c) Edited

90º

90º

(d) Op2. (e) Edited (f) Op3. (g) Edited

Replace

Replace

(h) Op4. (i) Edited

Fig. 12: Room Editing. The first column shows the original scene, followed by pairs of columns demonstrating the edits
and their results. There are four edits to each of the two scenes. The first and second edits only alter the locations and
orientations of the objects, the third edit deforms object parts, and fourth edit replaces the geometry of objects. From the
results, we can observe that every object related to the edited object moves or deforms according to the edit.

(a)3D box-layout(2 Views) (b) Generated Room

Fig. 13: 3D scene generation from 3D box layout. We
input a hierarchy consisting of 3D boxes into our RvNN-
VAE with geometry information sampled from random
distribution, then we encode the hierarchy, sample a latent
vector and decode it into a complete 3D scene. We can see
the positions of objects in the generated results are similar
to the box layout, and the detailed geometry of the scenes
looks harmonious.

to generate a room, where the furniture in it needs to
coordinate with the input boxes.

To complete the task, we can build a hierarchy with
no structural edges and part-level nodes. In the object-
level nodes, we only include the box features, and fill the
geometry features with random numbers. We then construct
a hierarchy with these boxes (note there are no structural
relations in this hierarchy) and feed this hierarchy into the
encoder of our VAE, then we sample from the Gaussian
distribution our encoder outputs. The sampled latent vector
is then mapped back into a hierarchy-graph representation
of our generated 3D scene. Some results of this procedure
are displayed in Figure 13.

In Figure 13 we include two views of input box layouts
for clarity. For each input box layout, we generate three

results. We can see clearly that all the objects in the results
are placed roughly in the position of the input boxes, but
the geometry of the objects is different. The part geometry
is completely generated by our network, and the generated
geometry looks harmonious (e.g. in row 2 the size of the
chairs corresponds to the size of the table).

Fig. 14: Room Completion. Given a partial room, our
method can complete the room layout. Each of the top four
images shows one partial scene, and the bottom four images
show the results of our room completion. We can see not
only the deleted object is added, its children are added too.

Room Completion. Room completion is a somehow
more challenging task than room generation conditioned on
3D box layout. With a partial scene, our method needs to
predict all of the missing objects in the room. To solve this
problem, we make use of the latent space learned by our
VAE. As the reconstruction loss is used to train the VAE, in
theory every point in the latent space can be decoded into
a complete scene. So the room completion pipeline consists
of two parts: using the encoder to map a partial scene to
a point in the latent space, and using the decoder on the
point to get the complete scene. To test the quality of room
completion, we can start by deleting some of the nodes in
our hierarchical graph representation and its children, and
feed this partial tree into our VAE, then decode the sampled
latent vector into a complete scene. The results are shown in
Figure 14.

The top four images and the bottom four images of
Figure 14 show the partial and completed scenes. The
first, third, and fourth columns show that our method can
complete scenes missing one key object. The second column
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TABLE 3: Quantitative Scene Reconstruction Performance
of the Ablation Studies. We show the CD(×10−5) and
EMD(×10−4) metrics of the reconstruction results and FID,
o1, o2, o3 metrics of the generation results from our full
method and the ablated versions, each of which is trained
without a certain element of our key scene hierarchy
designs. We can see from the table that the performance of
our full method is the best.

Methods
Reconstruction Generation
CD EMD FID o1 o2 o3

separate training 315.2 423.5 139.450 0.065 0.126 1.348
end-to-end training 473.9 676.8 170.079 0.119 0.140 1.344

w/o object-object edge 321.3 440.8 145.398 0.119 0.137 1.625
w/o room-object edge 344.9 470.9 150.478 0.069 0.131 1.357

w/o hyper-edge 315.8 443.5 130.276 0.080 0.126 1.553
w/o functional region 398.1 563.3 135.940 0.096 0.140 1.595

Ours (Full) 310.7 389.0 106.005 0.050 0.130 0.470

shows that the children of the missing object can also be
added back, while the other parts of the room remain
unchanged.

6.4 Ablation Study
We introduce functional regions and many node edges,
including the proposed hyper-edges, in our method. To
show that these elements are indeed beneficial, we perform
a set of ablation studies. For each ablation study, we remove
a certain element from our method, use this version to
reconstruct 3D indoor scenes, and compare its performance
to our full method. We also validate our training strategy.
Again, we use Chamfer Distance and Earth Mover’s Dis-
tance to measure the quality of reconstruction, and use FID,
o1, o2, o3 to measure the ability of generation. We show the
quantitative evaluations in Table 3, where we can see clearly
that all of the ablated versions perform worse than our full
method, especially for the distribution o3 of co-occurrence
of two furniture for each room, there is a very large margin
compared to other ablated versions.

Structures in Hierarchical Graph Representation. We
show the reconstruction results of our method without a
certain structure in the hierarchical graph representation in
Figure 15. We consider some key structures in the hierarchy:
functional regions, room-object edges, object-object edges,
and hyper-edges. We can see that removing each of them
introduces some specific flaws in the reconstruction results.

As we can observe from Figure 15, without functional
regions, the network fails to predict some objects because
the hierarchy is missing a whole level of nodes, and is not
organized tightly. Without room-object edges to keep the
objects aligned, we see that the chairs and the tables are
often misaligned. Without object-object edges to preserve
the symmetrical relation between objects, the chairs around
the table (which are in rotational or reflective symmetry) fail
to preserve the symmetrical relation. Without hyper-edges,
we also find that the rotational symmetry fails to preserve,
and in addition we observe that the parallel relationship
breaks in the top image of the fifth column of Figure 15. Our
full method helps address the above issues.

Training Strategy. When training our network, we
use two-stage training. More precisely, we first train
the networks that encode and decode the part-to-
object Encp2o, Deco2p. Then, we start training the two

other networks Enco2r, Decr2o while fine-tuning the
Encp2o, Deco2p networks. We find this training strategy
gives better results than training the four networks from
scratch jointly or separately training the room-object and
object-part networks. This is also intuitively reasonable
as the object-part networks and the room-object networks
are relatively entangled to learn the consistency between
the objects within a functional region and performing a
joint training from scratch makes the network too deep to
be effectively trained. Figure 16 shows some qualitative
result comparisons, the end-to-end training means that we
train the whole networks without fine-tuning object-to-part
networks, the separate training means that we first train the
object-part network and then train the room-object network.
The losses of both networks in Figure 16 have converged,
and we can conclude from the images that the layouts
and the geometry of the two-stage training reconstruction
results are considerably better and more realistic than the
others.

7 CONCLUSION, LIMITATIONS AND FUTURE WORK

We propose a hierarchical graph network SCENEHGN on
3D indoor scene generation. Our method conducts learn-
ing over a structural scene hierarchy containing multiple
conceptual levels of entities: the room, functional regions,
objects, and object parts. We train a recursive variational
autoencoder that learns to map 3D scene hierarchies to a
latent manifold, on which we can generate diverse 3D scene
meshes by randomly sampling over the learned distribu-
tion, interpolate smoothly between input 3D scene data,
and perform many downstream applications, such as scene
editing, conditional generation, and completion tasks. At the
core of our innovations, we propose a level of functional
regions between the room root node and its constituent
objects for more effective and efficient learning and devise
a rich set of binary edges and n-ary hyper-edges among the
nodes in the hierarchy for better modeling the structural
and relational constraints for a valid 3D scene generation.
We conducted extensive evaluations and comparisons to
strong state-of-the-art methods, demonstrating our superior
performance.

Limitations and Future Works. There are some limi-
tations of our SCENEHGN networks: a) our networks are
basically VAEs, and naturally need a large amount of data of
high consistency and quality for training; b) the construction
of our hierarchical graph representation heavily relies on
annotated data such as object part hierarchy, especially for
some small objects (e.g. cups, vases, books), more labeling
is required to allow our approach to be easily extended to
more object types. Also, our framework is not designed for
the vertical edges within object-level, e.g. supporting, etc.,
which is limited for representing complex structures on the
z-axis. But our model is easily generalizable to this design
via adding an extra edge, which can be our future feature
as deep exploration along the direction; c) our introduced
edges and functional regions can successfully model most
of the layouts in the 3D-FRONT dataset, but we cannot
guarantee the structures are applicable to all scene data; d)
we use non-rigid registration and ACAP feature to encode
the detailed geometry for the room boundary layout and the
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(a) Input (b) w/o FR (c) w/o ROE (d) w/o OOE (e) w/o HE (f) Ours

Fig. 15: Ablation Study on Key Structural Designs of the Scene Hierarchy. We perform ablation studies that respectively
remove the introduced functional region level and each type of relation edges. It is clear that: in (b), the version without
functional regions (FR) drops some objects; in (c), the version without room-object edges (ROE) predicts misaligned objects;
in (d), the version without object-object edges (OOE) struggles when objects need to be placed symmetrically; and (e), the
version without hyper-edges (HE) fails to place parallel objects. In contrast, our full method does not have any of these
problems.

(a) (b) (c) (d)

Fig. 16: Training Strategy. We compare 3 training
methods: end-to-end, separate and two-stage training
on reconstruction results. (a) is the input scene, (b) is
reconstruction via end-to-end training of total networks, (c)
is the reconstruction via separate training (i.e., first train
object-part network, and then train room-layout network),
(d) is reconstruction via two-stage training with fine-tuning
the object-to-part networks. All networks have converged,
and the results of two-stage training are much better than
the others. Compared to separate training (c), our full
model can achieve reasonable and realistic results due to
fine-tuning the object-part networks, which optimizes the
relation and geometry between objects.

object part geometry, which do not always provide realistic
model generation in our results; e) doors and windows
are often an important part of a complete room. We use
the deformation to represent the room boundary. Since
doors and windows are located on the wall, they are not
compatible with our framework. Our proposed framework
needs to be extended to handle such relationships for
windows and doors, which should be achievable from a
technical point of view. f) our network is not able to generate
photorealistic rooms since the texture is not considered. So
it would be interesting as future work to align the PartNet

(a) (b) (c) (d) (e)

Fig. 17: Failure Cases. We present exemplar failure cases of
our scene generation results. We may see some problematic
prediction results, such as the invalid intersection between
objects (a), some duplicate or missing objects in the scene
((b), (c)), prediction errors for the semantic categories of
objects (e.g. a chair is predicted to be a lamp and attached to
the ceiling in (d)), or unaligned object orientations with the
room boundary walls (e).

hierarchy with 3D-FRONT models, using the former as
structure supervision and the latter for detailed geometry
and texture.

We show the several failure cases of our method in
Figure 17. Since we do not explicitly discourage collision
between objects, the current approach may generate objects
with intersection among them in some cases, e.g. Figure 17
(a). Some points in our latent space may be mapped to
generate imperfect scenes with missing/duplicate objects
or incorrect semantic labels. See Figure 17 (b, c, d) and
the figure caption for more detailed explanations. Lastly,
although we introduce room-object edges to align objects
with rooms, there would still be some occasional failure
cases, as presented in Figure 17 (e). Future works may
address these issues and thus further improve the 3D scene
generation performance of our framework.
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