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Abstract

According to the World Health Organisation (WHO), cancer is the second leading

cause of death around the world. Cancer is responsible for about 18 percent of deaths

worldwide and about 10 million people die from it each year. Multidisciplinary teams

participate to manage and deliver effective diagnosis and treatments for cancer pa-

tients. Currently, PET images and other medical images are interpreted visually by

radiologists and clinicians. However, medical images contain more information than

what can be assessed visually. The rapid development of medical image analysis has

revolutionised the ability to recognise complex patterns in imaging data and provide

a depth of quantitative analysis previously unachievable. Radiomics is defined as

extracting quantitative features from medical images which cannot be seen by the

naked eye. It is now accepted that further data extraction has the potential to en-

hance the prognostic and diagnostic power of the radiologist or oncologist. However,

despite the promising aspect of radiomics, several challenges remain in the field of

radiomics. The major challenges that need to be addressed before radiomics can

be applied in the clinic are reproducibility, repeatability, and stability of radiomic

features. Several studies have reported that some of PET radiomic features are very

sensitive to different sources such as segmentation method, image acquisition and

reconstruction protocols. Thus, multiple variables, parameters and condition may

cause a variation on radiomic features. For increased confidence in the utilisation

of texture features as imaging biomarkers, this thesis intends to determine whether
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different confounding factors have an effect on PET image radiomic analysis. In

this thesis, preclinical, homogeneous phantom and heterogeneous phantom studies

were conducted to assess the impact of different reconstruction settings (TOF, num-

ber of iteration, number of subsets, FWHM of the gaussian filter) on PET image

radiomic features. In addition, the self organising map (a type of artificial neural

network algorithm) were applied to cluster and visualise the resulting data. The

results presented in this body of work, indicate that different reconstruction settings

have an influence on PET radiomic features and some of the robust features were

able to distinguish between regions (phantom inserts). Furthermore, the findings of

this thesis showed evidence that suggests self-organising map (SOM) has ability to

identify emergent properties that effect their variability, in this case contour size. In

addition, the SOM can be used with outcome data to serve as a predictive tool for

dependent variables (e.g therapy response, prognosis). In so doing the learnt repre-

sentations of self-organised features serve as the attributes for prediction which will

take into consideration the statistical variability in the underlying dataset.
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Chapter 1

Introduction

Cancer can start in any tissue or organ and spread to other organs of the body.

Cancer begins when the uncontrolled growth of abnormal cells occurs. According to

the World Health Organisation (WHO), cancer is the second leading cause of death

around the world. Cancer is responsible for about 18 percent of deaths worldwide

and about 10 million people die from cancer every year [1]. In 2020, the number

of new cases worldwide of breast, colon and cervical cancer were 2.26, 2.21, and

1.93 million, respectively. In Great Britain alone, 375,400 new cases of cancer were

reported between the years 2016 and 2018 [2]. Breast, prostate, lung and bowel

cancers together were responsible for more than half (53%) of all new cancer cases [2].

In cancer management, the first step is to identify the extent of the disease to

achieve an accurate tumour diagnosis. The term “stage” is used to describe the extent
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of the cancer [3]. Cancer staging is very important to model an accurate treatment

plan. Cancer diagnosis and staging involves a series of clinical observations that

review the disease progression. In most cases, this comprises both medical imaging

and biopsy (tissue sample) procedures.

Clinicians aim to select the most suitable treatment approaches based on several

factors such as disease stage, patient age, and data drawn from previous clinical

results. There are different treatment options for different cancer stages. Treatment

can involve invasive (e.g. surgical) or non-invasive (e.g. radiotherapy) methods.

Thus, multidisciplinary teams participate to manage and deliver effective diagnosis

and treatments for cancer patients.

One of the advantages of medical imaging is that it can reveal the hidden struc-

tures of the human body for the assessment of patient condition without an invasive

surgical procedure. Therefore, medical imaging can play a vital role in many tech-

nical aspects in cancer management areas such as screening, diagnosis, treatment

and monitoring, and follow up. For this reason, imaging techniques have become

indispensable in modern medicine. Different 3D imaging techniques (e.g. CT, PET,

MRI) are selected for different cancer types, typically dependent on the type of tissue

being evaluated.
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Positron Emission Tomography (PET) imaging is one of these techniques which

forms an essential part of clinical protocols for many types of cancer. PET image

evaluation has been mostly constrained to qualitative assessment and semi quali-

tative assessment such as standardised uptake value (SUV) measurements. Recent

developments in the field of imaging and data analysis have revolutionised the ability

to recognise complex patterns in imaging data and provide a depth of quantitative

analysis previously unachievable.

PET has potential for quantitative characterisation of disease using radiomic

techniques which are defined as extracting quantitative features (information on the

image content) from medical images which cannot be seen by the naked eye.

The hypothesis of radiomics is that the characteristic imaging features between

various type of disease may serve as a beneficial biomarker for predicting prognosis

and therapeutic response. Several aspects of radiomics are described in detail in this

body of work (Section 1.2).

Despite the promise of using radiomic features as metrics in prognosis and diag-

nosis for several cancers, accuracy and stability of radiomic features remains as one

of the most challenging aspect for implementing radiomic features as a biomarker.
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This chapter provides a brief overview of PET imaging, PET physics, PET

radiomics and parameters affecting PET imaging radiomic features. In addition,

this chapter highlights the aim and the structure of this thesis.

1.1 PET Imaging

The National Health Services (NHS) has reported more than 34.9 million imaging

tests performed in England between April 2020 and March 2021 [4]. X-ray radio-

graphs, MRI, CT and PET scans accounted for about three quarters (73%) of all

imaging tests in the England in the year 2020-2021.

Unlike other anatomical imaging technique such as CT scan which give informa-

tion on anatomical structures, PET is a functional imaging modality which provides

images of metabolic activity [5, 6]. Functional imaging is commonly referred to as a

medical imaging technique that measures the physiological processes such as blood

flow while anatomical imaging provides information on structure and geometry of

tissues. The main concept of PET is based on injecting (radiotracer administra-

tion may also by inhalation or oral ingestion) the patient’s peripheral vein with a

short-lived radiotracer, which allows the radiotracer to become part of the vascular

circulation and reach the tumour or region of interest. After about 45 to 60 min-
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Figure 1.1: A) CT, B) PET and C) PET overlaid over CT image (adopted from [7]) for a patient
with NSCLC (Non-small cell lung cancer).

utes (post injection time), patients will be placed on a PET scanner. Data acquired

from the PET scanner will be reconstructed into a readable image by human eyes.

Figure 1.1 presents an example of 18 F-FDG PET scan for a patient with NSCLC

(Non-small cell lung cancer). PET images play an essential role in identifying the

abnormalities in living tissue and detecting cancer. In addition, PET can be used to

diagnose several health problems, such as Alzheimer’s and heart disease [6]. More

details of the physics of PET imaging are reported in the next section.

1.1.1 PET imaging physics

The historical backdrop of Positron Emission Tomography imaging began in the

second half of the 20th century when the research about PET imaging technology
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started. In 1950s, David E. Kuhal and Roy Edwards from the University of Penn-

sylvania introduced the principle of emission and transmission tomography [8]. In

1977, the first whole-body PET scanner was developed [9]. PET is a sub-modality of

nuclear medicine imaging that is used in scanning radio-pharmaceutically targeted

biological processes. Typically, to acquire a PET image, patients are injected (radio-

tracer administration may also by inhalation or oral ingestion) intravenously with a

short-lived radiopharmaceutical tracer. This allows the radiotracer to become part

of the vascular circulation and reach the tumour or the region of interest. The selec-

tion of radiopharmaceutical is dependent on its capability to explore the biochemical

function of interest within the human body. These radiopharmaceuticals are also

called ‘PET tracers’. Various PET tracers have been developed and introduced to

enhance the clinical utility of molecular imaging [9, 10]. The most common PET

tracer is Fluorine-18 Fluorodeoxyglucose (18FDG) to provide a marker for glucose

metabolic rate. The following section will highlight the characteristics of 18FDG as

a PET tracer.

1.1.2 18F-FDG

Fluorodeoxyglucose (18F-FDG) an equivalent of glucose, has become a standard ra-

diotracer for cancer patient management. The half life of 18F is 1.83 hours (110
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minutes) and it is produced in a cyclotron. 18F is an unstable radioisotope that de-

cays by beta-plus emission or electron capture and emits a neutrino υ and a positron

β+. When the positron annihilates with an electron, the energy is released in the

form of coincident photons. Equations below show the 18F annihilation reaction.

18
9 F −→ 18

8 O+ β

β + e− −→ 511 KeV γ + 511 KeV γ

1.1.3 PET imaging reconstruction

After radiotracer injection the patient is placed within the bore of the PET scanner

which has scintillation detectors placed around the patient. These detectors are able

to detect pairs of anti-parallel gamma (γ) photons nascent from the annihilation

process (positron (e+) annihilates with an electron (e-) to release energy in the form

of anti-parallel gamma photons). Figure 1.2 shows an illustrative example of the

annihilation process. When an incident photon is registered in any detector a timed

pulse is generated in that detector. If two pulses are generated by the detectors

surrounding the patient within a short time window (3 to 12 nanoseconds), they are

counted as coincidence events which are assigned to a line of response (LOR) joining

the two relevant detectors.
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Figure 1.2: An illustrative example (from reference [11]) of the annihilation process demonstrated
that two 511 keV photons produced when a positron and an electron annihilate. A circular gamma
ray detector array in the PET camera registered the two 511 keV photons.

A sinogram is used to store detected annihilation occurrences. As presented

in Figure 1.3, a line called the Line Of Response (LOR) may be formed between

detectors for every event. The LOR drawn between pairs of detectors for detected

events is A, B, C, and D, and X is the center of the detector ring gantry. The

sinogram is generated by plotting each event’s LOR as its angular orientation around

the detector ring (from -90° to 90°) versus the LOR displacement from the detector

ring’s center were A, B, C, and D correspond to the LORs. The sinogram generated

from the PET scanner is used to rebuild PET pictures into visual representations.

Figure 1.3 also illustrates an example of sinograms for brain and the corresponding

reconstructed image.
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The iterative reconstruction algorithm is a popular technique used to reconstruct

PET sinograms and it has become a clinically viable option in PET imaging [12].

Iterative reconstruction involves employing an iterative process and estimating an

initial image (and comparing it to real-time measured values) rather than beginning

with measured values and back-projects them.

Figure 1.3: (A) PET scanner detects four LOR (lines of response) and (B) the corresponding
sinogram. (C) sinograms of more complicated objects (brain) and (D) the corresponding recon-
structed image. This image from reference [13].

The predictions for the approximate average picture are calculated and com-

pared to the measured predictions in the sinogram acquired from the PET scan-

ner [14]. Following that, a correction factor (to adjust the initial image) is added

to the projections in order to create a new sinogram. The new sinogram is then
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back-projected in order to create a new estimated picture, which is then used as

input into the next iteration of the algorithm. When employing maximum-likelihood

expectation-maximisation (MLEM), it is necessary to do hundreds of iterations of

each predicted view before obtaining satisfactory agreement between the projected

picture and the measured, predicted information. Figure 1.4 shows a flow chart to

demonstrate the procedure of iterative reconstruction. This is a tremendously expen-

sive process computationally. The ordered subset expectation maximisation (OSEM)

method, on the other hand, shortens the calculation time by grouping the angular

projections into subsets and performing MLEM on the subset as a whole rather than

on each projection in the subset. In addition, data obtained during the sinogram’s

Time of Flight (TOF) collection can be utilised throughout the reconstruction pro-

cess to enhance the contrast of the image and decrease noise. TOF technique is used

to better localise the event along each LOR by measuring the actual time difference

between the detection of each coincidence photon.
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Figure 1.4: Flow chart (adopted from [15]) illustrating the steps of iterative reconstruction of
PET images. 1) An estimation of initial image. 2) Calculation of projection data. 3) Comparing
the estimated projection data with the measured projection data. 4) Adjusting the initial image
based on the differences. 5) If the calculated projection of the estimated image closely match the
true measured projection, the reconstructed image will be the final estimated (updated) image.

An increase in the number of iterations is found to cause an increase of noise,

which is a random variation in brightness. Different types of image filtering methods

are used to improve signal-to-noise ratio (SNR) and minimise background noise. One

of the most popular image filtering methods is Gaussian filter. The Gaussian filter

generates a kernel and performs a weighted average of surrounding pixels based on

the equation of Gaussian (equation 1.1).

P (x) =
1

σ
√
2π

e−(x−µ)2/2σ2

(1.1)
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Where µ is the mean and σ is the standard deviation which indicates spread

of the distribution. The spread of the Gaussian distribution can be determined by

the full width at half maximum (FWHM) instead of σ. Figure 1.5 illustrates the

relationship between FWHM and σ: FWHM can be calculated using equation 1.2.

FWHM = σ
√
2ln2 = 2.35σ (1.2)

1.1.4 PET units

The Becquerel (Bq) is the SI unit of radioactive decay where 1 Bq is equal to 1

disintegration per second. In relation to PET imaging this is normally evaluated as

a concentration of radioactivity, namely Becquerel per millilitre (Bq/mL, where 1 ml

is equal to 1 cubic centimetre).

Figure 1.5: Relation between full width at half-maximum (FWHM) and the standard deviation
(σ). This image adapted from [16].
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In order to remove the variability between patients due to differences in body

weight (W) and injected 18F-FDG, a semi-quantitative unit referred to as the stan-

dardised uptake value (SUV) can be used. SUV is generally calculated using the

following equation:

SUV =
Radioactivity concentration (Bq/ml) × Body weight (g)

Injected dose (Bq)
(1.3)

Under the assumption that 1 ml of tissue weights 1 gram, SUV will be dimen-

sionless [7].

1.1.5 Imaging data and DICOM format

All digital images are composed of a discrete grid of elements called pixels (picture

elements) for 2D or voxels (volume elements) for 3D. Each element in the grid is

assigned an intensity value and images are created based on the arrangement of

these intensities. In medical imaging, the intensity values are usually referred to as

grey levels. Therefore, images visualised in grey scale on a gradient form where the

lowest intensity refers to black and the highest to white.

Most often, medical scanners acquire 3D volumetric data at a particular resolu-

tion such that each voxel has the same dimensions. Each voxel has a corresponding

coordinate position (k) and the coordinate grid of the image is orderly spaced start-
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ing from specified origin. The entire image (I) can be represented in matrix notation

such that each element describes the intensity (grey value) in defined position. As

an example, the following matrix represents the intensity levels for 2D image of size

r×c.

I =


I11 I12 ... I1c
I21 I22 ... I2c
... ... ... ...
Ir1 Ir2 ... Irc



Where Irc provides the intensity value (grey level value) at a particular row

(r) and column (c). In 3D image, Ircs is utilised to represent the grey level at

specific row (r), column (c) and slice (s). This matrix indices are used for feature

extraction algorithms by performing computational operations and arriving at a

scalar representation for that matrix. Each pixel has two horizontal and two vertical

neighbours [17]. If pixel p is at coordinates (x,y), neighbouring pixels would be at

coordinates:

(x+ 1, y), (x− 1, y), (x, y + 1), (x, y − 1) (1.4)

14



This set of pixels is known as the 4-neighbours of p. In addition to this set of

neighbouring pixels, pixel p also has four diagonal neighbours which have coordinates:

(x+ 1, y + 1), (x+ 1, y − 1), (x− 1, y + 1), (x− 1, y − 1) (1.5)

These neighbors, together with the 4-neighbors, are known as the 8-neighbors of p

and the term neighbourhood of pixel p refer to the set of image locations of the

neighbors [17].

Digital images can be stored in various file types. DICOM (Digital Imaging

and Communications in Medicine) format is one of the most commonly utilized file

formats for medical imaging [18]. Most of the modern scanners use the DICOM stan-

dard due to its ability to manage slice-by-slice image acquisition and its integration

with Picture Archiving and Communications Systems (PACS). PACS provide the

framework for viewing and storing a variety of patient imaging in clinical protocols.

The structure of DICOM files consists of a header which is its defining feature and

subsequent image data. Each DICOM file may be configured to involve patient in-

formation such as name, date of birth, and hospital ID. In addition, the DICOM file

can contain acquisition protocols such as equipment, series, study, and patient [18].
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1.2 PET Radiomics

Currently, PET images and other medical images are interpreted visually by radiol-

ogists and clinicians. However, medical images contain more information than can

be assessed visually [19]. The rapid development of computational power has revo-

lutionized the ability to recognize complex patterns in imaging data and provide a

depth of quantitative analysis previously unachievable [20]. Radiomics is defined as

extracting quantitative features from medical images which cannot be seen by the

human naked eye. It is now accepted that further data extraction has the potential to

enhance the prognostic and diagnostic power of the radiologist or oncologist [21, 22].

The hypothesis of radiomics is that the characteristic imaging features between vari-

ous types of disease may serve as a beneficial biomarker for predicting prognosis and

treatment response.

A biomarker is a term frequently used in the literature to mean an objective

indication of either regular or irregular biological process and the term treatment

response is generally understood to mean the likelihood a patient will respond to

a given treatment plan [23]. Biomarkers provide value in cancer screening, staging,

prognosis, and monitoring [23].
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The goal of biomarkers is to mark a clinical end point such as survival or using

them as a surrogate endpoint. As an example, a shrinking tumour volume can be a

surrogate endpoint to show the effectiveness of the treatment. In general, radiomic

studies for imaging biomarkers focus on extracting numerous tumour characteristics

from medical images that can be linked to clinical endpoints.

The goal of this is to offer predictive benefit, specially if incorporated into clinical

practice [24]. Section 1.2.2 will show examples of radiomic applications and the

relationship between radiomic features and clinical assessments. Next section ( 1.2.1)

will describe the concept and workflow of radiomics.

1.2.1 Radiomic workflow

In principle, there is no significant difference between the process of radiomics in PET

and other imaging modalities. The radiomic process has four main steps, which are

common to all imaging techniques, such as CT, MRI, and PET. The first step is image

acquisition on standardised imaging protocols. Acquiring medical images using a

standardised protocol may help to eliminate unnecessary confounding variability [25].

Second is the delineation or segmentation of the region of interest, to define the

volume for feature extraction. Third is extracting the radiomic features using a
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software for image processing. The final step is radiomic analysis to specify suitable

features for patient management. All of these stages should be done carefully, since

the outcome may vary after changing some parameters. Figure 1.6 shows the general

workflow for radiomic processes [26, 27].

Figure 1.6: A workflow for radiomic processes [27]. Radiomic process generally involves four
phases; imaging, segmentation, features extraction and features selection.

1.2.2 Radiomic applications

There is a large volume of published studies describing the role of radiomic features

to serve as a complimentary tool of decision making for clinicians in the future. This

section will introduce some of radiomic studies, focusing on the clinical application

of PET radiomics in several cancers.
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According to recent reports, some of PET radiomic features were found to be

remarkably correlated with the survival of patients with gliomas [28, 29]. A model

can be formed using PET radiomics to enhance prognosis and treatment planning

in the future. As an example, Crispin-Ortuzar et al. used PET radiomic features in

nasopharyngeal cancer (NPC) patients to predict hypoxia status [30].

Previous studies have reported that breast cancer subtype can be predicted

utilising PET radiomic features [31, 32]. Wu et al. were able to show the possibil-

ity of predicting distant metastasis with 101 early-stage Non-small cell lung cancer

(NSCLC) patients using PET radiomic features [33]. In a study which set out to

assess the treatment response of Erlotinib in NSCLC using features extracted from

PET images, Cook et al. found that there is a correlation between changes in first-

order entropy and overall survival and treatment response [34].

The prominence of PET radiomic features to help prognosis has been reported

in a study conducted by Lovinfosse et al. In this study various types of PET image

texture features were extracted and analysed. They found that textural analysis gave

strong independent predictors of survival in patients with locally-advanced rectal

cancer (LARC) [35]. The next section provides information on different types of

texture features.
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1.2.3 Texture features

Quantitative features may be divided into two main categories: (1) first order fea-

tures and (2) higher order features [36, 26]. First order features are based on the

histogram that describes distribution of voxel values (intensities) in an image. Mean,

median, maximum, minimum values of the voxel intensities are examples of the first

order features. Higher order features which might be called texture features provide

information about inter-relationships between neighbouring pixels/voxels [36, 26].

Thus, the term texture is used to mean the spatial variation in pixel/voxel intensity

levels [37]. Texture features from five major categories (grey Level Co-occurence

Matrix (GLCM), grey Level Run Length Matrix (GLRLM), grey Level Size Zone

Matrix (GLSZM), Grey Level Distance Zone Matrix (GLDZM), neighbourhood grey

Tone Difference Matrix (NGTDM)) were included in this thesis and described in

detail below.

Calculating a matrix which summarises the neighbourhood properties of interest

(for each category) is the first step toward computing the different texture features.

Then, various mathematical operations on these matrices might be applied to obtain

texture features. Texture features were basically designed to assess surface texture

in 2D images, but can be extended to 3D images using one of the following methods.
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• First: feature values are calculated using the matrix of each slice and then the

mean value is calculated over the feature values for all slices.

• Second: merging the different matrices into a single matrix by summing the

elements over the slices. Subsequently feature values are calculated on the

combined matrix.

In this thesis, we followed the first strategy (averaging the texture features

computed in each slice of an imaging volume stack). Illustrative examples of the

calculation of texture matrices (GLCM, GLRLM, GLSZM, GLDZM, NGTDM) in 2

dimensional (for the sake of simplicity) will be presented in the following sections.

1.2.3.1 Grey Level Co-occurence Matrix (GLCM)

The grey level co-occurrence matrix (GLCM) is a matrix that expresses how often

pairs of pixels with specific values occur in an image. GLCM matrix represents the

combinations of grey levels of neighbouring pixels that are distributed along one of

the image directions.

Let matrix M (A×A) represents image grey levels, GLCM matrix of size A×A,

i and j are pixels of grey level value. Each GLCM (i, j) element will be filled with

the occurrences of neighbour pixel pairs with i and j values (i.e. how many grey level
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i are neighbours with pixels of grey level j). Figure 1.7 shows a good illustration

of how the first three values in a GLCM were calculated. In the input image, there

is only one instance where two horizontally adjacent pixels have the values 1 and

1, respectively. As a result (of this), element (1,1) in the output (GLCM) contains

the value 1. For more examples of this kind of calculation, element (1,2) in GLCM

has the value 2 because two horizontally adjacent pixels have the values 1 and 2. In

contrast, there are no instances of two horizontally adjacent pixels with the values 1

and 3. Therefore, GLCM (1,3) has the value 0.

After the GLCM is created, various features can be derived using the different

formulas. As an example, the following equation (1.6) , (1.7) and (1.8) will be used to

calculate joint maximum (probability of the most common grey level co-occurrence

in the GLCM), joint average (sum of joint probabilities) and joint variance (sum of

squares) features, respectively.
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Figure 1.7: An illustrative example of how Grey level co-occurrence matrices created. The input
matrix in the left and the calculated GLCM in the rghit. This illustrative example from refer-
ence [38].

Fjoint.max = max(pi,j) (1.6)

Fjoint.avg =

Ng∑
i=1

Ng∑
j=1

ipi,j (1.7)

Fjoint.var =

Ng∑
i=1

Ng∑
j=1

(i− Fjoint.avg)
2pi,j (1.8)

1.2.3.2 Grey Level Run Length Matrix (GLRLM)

In 1975, Galloway [39] introduced the grey level run length matrix to assess the

distribution of discretised grey levels in an image. Unlike GLCM which assesses

the combination of levels between neighbouring pixels or voxels, GLRLM assesses

grey level run length. The grey level run length can be defined as the frequency of

consecutive pixels that have the same grey level value for a given direction. Figure 1.8

exhibits an example of GLRLM. Element (1,1) in GLRLM(0◦) contains the value 4
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because four pixels have grey level of 1. In addition, element (1,2) in GLRLM(0◦)

has the value 1 because two continuous pixels have the values of 1.

Figure 1.8: An illustrative example of the grey level run length matrices along four different
direction (0◦, 45◦ ,90◦ and 135◦) [40].

1.2.3.3 Grey Level Size Zone Matrix (GLSZM)

GLSZM was suggested by Thibault et al. in 2014 and computes the number of zones

(groups) of connected pixels/voxels with a specific discretised grey level value and

size [41]. Pixels/voxels are considerd to be connected if the neighbouring pixles/voxels

have similar grey level value. Figure 1.9 shows an example of GLSZM.
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Figure 1.9: An illustrative example of how GLSZM is calculated. Figure adapted from refer-
ence [42].

1.2.3.4 Grey Level Distance Zone Matrix (GLDZM)

GLDZM quantifies the number of zones (groups) of pixels/voxels with a certain grey

level value and same distance to the predefined ROI edge [41]. GLDZM identifies

the relation between grey level and location. To create GLDZM, two maps (grey

level grouping map and the distance map) are needed. An illustrative example of

how GLDZM is calculated is shown in figure 1.10.
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1 2 2 3

1 2 3 3

4 2 4 1

4 1 2 3

Grey levels Matrix Distance Map

GLDZM

1 2
1 3 0
2 2 0
3 2 0
4 1 1

1 1 1 1

1 2 2 1

1 2 2 1

1 1 1 1

Figure 1.10: An illustrative example of how GLDZM is calculated.

1.2.3.5 Neighbourhood grey Tone Difference Matrix (NGTDM)

In 1989, Amadasun and King introduced the neighbourhood grey tone difference

matrix (NGTDM) which includes the sum of differences between the grey level of a

pixel/voxel and the mean grey level of its neighbouring pixel/voxel within a prede-

fined distance [43]. An example of creating NGTDM is shown in Figure 1.11.
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1 2 2 3

1 2 3 3

4 2 4 1

4 1 3 3

Grey levels Matrix NGTDM
!" #" $"

1 0 0.0 0.0

2 2 0.5 1.0

3 1 0.25 0.625

4 1 0.25 1.825

Figure 1.11: An illustrative example of the neighbourhood grey tone difference matrix at d=1.
ni is the grey level count, pi is the grey level probability and si is the neighbourhood average grey
level.

1.2.4 Challenges in radiomic

Many studies demonstrated the potential of PET radiomics to serve as a linchpin to

personalised cancer treatment with the associated promise of improvements in sur-

vival [21, 22]. However, despite the promising aspect of radiomics, several challenges

remain in the field of radiomics [44]. A major challenge which needs to be managed

before radiomics can be applied in the clinic is the reproducibility, repeatability, and

stability of radiomic features.

Several studies have reported that some PET radiomic features are very sensitive

to different sources such as segmentation method, image acquisition and reconstruc-

tion protocols [21, 45, 46, 47, 48, 49]. Thus, multiple variables, parameters and
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conditions may cause a variation in radiomic features. Some of these parameters will

be discussed further in the next section.

1.2.5 Parameter affecting PET imaging radiomic features

The effectiveness of implementing radiomic features relies greatly on the robustness

of PET radiomics parameters in dealing with inter/intra-scanner image acquisition

variability as well as a wide range of uncertainties present in radiomics analysis. Sev-

eral studies have examined reproducibility and reliability issues, focusing on the ef-

fect of PET radiomics characteristics due to variables such as PET image acquisition

and reconstruction methods, segmentation volume, intensity discretization scheme,

etc [50, 51, 52, 53, 49, 54, 45]. This section will highlight a considerable amount of

literature that has been published on the impact of reconstruction settings on PET

radiomic features.

In a population of 20 patients with solid tumours, Galavis et al. evaluated

the impact of reconstruction settings (reconstruction algorithm, iteration, width of

the post- reconstruction filter and size of the matrix) on the variability of 50 PET

radiomic features (first, second and high order) [46]. 40 out of 50 (80%) features (e.g.

GLCM -contrast, dissimilarity and coarseness) showed high variability. However, the
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remaining features showed low and moderate variability. Yan et al. conducted similar

research on a group of 20 patients with primary or secondary lung lesions larger than

5 cm3, taking into consideration additional variables including time of flight (TOF)

and point spread function (PSF) incorporated in the reconstruction [55]. PSF is

used in the reconstruction algorithm to improve the spatial resolution and TOF is

utilised to better localize the event along each LOR by measuring the actual time

difference between the detection of each coincidence photon. In Yan et al.’s study,

intensity histograms and texture matrices of second and higher order were included.

The number of iterations and the size of the post-reconstruction filter have less of

an effect than the grid size. Orlhac et al. gathered data from 54 patients with

breast cancer and 10 spherical phantoms with heterogeneous level of 18F-FDG. This

study concluded that the size of the voxels affects the value of certain features. Some

features (such as the high grey-level zone emphasis and low grey-level zone emphasis)

were more resistant to the examined changes [56].

Lasnon et al. assessed the impact of the reconstruction method on the quanti-

tative PET parameters (e.g. SUVmax, SUVmean) and some textural features (e.g.

entropy, correlation, dissimilarity, and zone precentage) in a larger series of 71 tu-

mours examined in a population of 60 lung cancer patients [57]. Their study included
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three different reconstruction methods (PSF with three iterations and 21 subsets, the

PSF with three iterations, a 7 mm Gaussian filter and 21 subsets, and the OSEM

type with four iterations and eight subsets). There was no significant difference found

between the OSEM and PSF reconstruction for any of the intensity or textural ex-

amined features. The filterless PSF (as compared to the OSEM) provided higher

values of SUVmax, dissimilarity, SUVmean and correlation.

Van Velden et al. examined the impact of the reconstruction technique on the

reproducibility of 18F-FDG PET radiomic features in a group of 11 patients with

lung cancer [58]. Each patient had two PET scans within three days with new

images produced using two different reconstruction settings. In the first setting,

EANM recommendations [59] were followed, and Gaussian filter applied. In the

second settings, PSF was used in addition to the first methods. TOF, OSEM, 3

iterations and 33 subsets were used in both settings. Researchers found that most of

studied radiomic features were reproducible against the two examined reconstruction

methods.

PET scans for 64 patients with oesophageal cancer were used by Doumou et

al. [60] to investigate the effect of image noise smoothing by a Gaussian filter on

PET radiomic features. In their study, four different levels of Gaussian filter (2, 2.5,
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3, 3.5, and 4 mm) were applied. No significant influence in 70% (37) of features

was found when smoothing filter level changed. Sixty patients with lung cancer were

recruited for Grootjans et al.’s study to examine the effect of varying statistical noise

levels on PET texture parameters include zone percentage, entropy, dissimilarity and

high-intensity emphasis. This research demonstrated that there are no significant

effects on the PET texture parameters when the statistical quality of the images is

varied [61].

In a study which set out to assess the robustness of 27 PET image parameters,

Forgacs et al. found that just four parameters were independent and reproducible

against reconstruction settings and delineated volume. These parameters include

Coefficient of Variation, Entropy, Correlation, and Contrast [62].

In a large longitudinal study, Shiri et al. investigated the stability of PET image

radiomic features with changing various type of reconstruction settings (number of

subsets, matrix size, scan time per bed position, and the FWHM of the Gaussian

filter) [48]. In this study, they used scans for a NEMA phantom and 25 patients. A

hundred radiomic features from different feature families (GLCM, GLRLM, GLSZM

, NGLD, NGTDM, Intensity, Geometry) were extracted. They found that the recon-

struction settings and algorithms had a large impact (COV > 20%) on the GLRLM
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(LIRE, LISRE, LILRE), GLSZM (LISZE, LILZE), GLCM (CS), TFC (coarseness)

and SUV (SUVvar, SSV1, SsuvV2). Their study showed that the matrix size had a

high impact on 56% of all features (COV > 20%), while 6% of all features were ro-

bust against matrix size. With changing time per bed position, 52% of features were

found to have high stability (COV ≤ 5%). Their results showed that features such as

GLCM (Entropy, Dissimilarity), GLRLM (LRE, RP), NGLCM (Homogeneity, En-

tropy), TFC (Homogeneity) were robust against all of the examined reconstruction

settings. Variations were similar across the two studies (phantom and patients).

In a phantom study, Pfaehler et al. [63] investigated the repeatability of F-FDG

PET radiomic features over different reconstruction protocols (SBRs, scan durations,

matrix sizes, and FWHMs). They extracted large number (246) of PET radiomic

features and intraclass correlation coefficient (ICC) was utilised to assess feature

repeatability. The evidence from this study suggests that the highest repeatability

occurred when the point-spread-function (PSF) was used. In total, 53% of features

were repeatable with PSF, compared to 30% and 32% with OSEM and TOF, respec-

tively. In addition, the results of this study indicated that features extracted from

large spheres with high uptake had higher repeatability than small spheres with low

uptake.
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1.3 Thesis aims

For increased confidence in the utilisation of texture features as imaging biomarkers,

this work intends to determine whether different confounding factors have an effect

on PET radiomic analysis. A project entitled “Positron Emission Tomography Image

Analysis” carried out in cooperation with:

1) The Wales research and diagnostic PET imaging centre (PETIC) which a

result of a £16.5M investment by the Welsh Government. PETIC commenced a

routine imaging service in 2010 and produced the first good manufacturing practice

(GMP) standard radiopharmaceutical in 2011. Today, more than 2,000 patients are

scanned in PETIC per year. They provide research opportunities across the schools

of Medicine, Bioscience, Chemistry and Engineering.

2) Cardiff University which is one of the top universities in the UK for different

branches of engineering. Cardiff School of Engineering carry out world leading re-

search and supportive teaching environment to make it one of the leading engineering

schools in the UK.

This thesis aims to address the following research objectives:

(a) Investigate the impact of the post injection time on stability of FDG PET
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radiomic features and determine which radiomic features are more stable than

others to use in studies that involve multiple time point acquisitions.

(b) Assess the variation of FDG PET radiomic features due to varying reconstruc-

tion settings (OSEM, number of subsets, number of iterations and TOF). This

assessment aimed to identify which radiomic features are more stable than

others to use in studies that involve different reconstruction settings protocols.

(c) Investigate the statistical influence (impact of two combined variables) of imag-

ing time and segmentation volume on PET radiomic features.

(d) Explore, capture and cluster the statistical variability of PET texture param-

eters using a self-organising map (SOM). SOM is a type of artificial neural

network (ANN) that is trained using unsupervised learning to produce a lower

dimensional representation of the input data on an underlying manifold.

1.4 Thesis structure

This thesis has been divided into eight chapters. The first chapter deals with a

literature review into PET imaging and radiomics. This chapter also provides a

background of radiomic PET imaging and the challenges which exist on the im-

plementation of radiomics. In addition, some parameters affecting PET radiomic
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features are highlighted in this first chapter. The second chapter is concerned with a

pre-clinical study to assess the impact of acquisition time and reconstruction settings

on PET radiomic features. The third and fourth chapters present the findings of the

research, focusing on the statistical analysis and using self organising map for ex-

ploratory analysis of PET radiomic features, respectively. SOM can produce a lower

dimensional representation of the input data and cluster the statistical variability of

PET texture parameters. The assessment of the stability of the radiomic features

against acquisition of time and reconstruction settings using homogeneous inserts

will be highlighted in the fifth chapter while chapter six deals with heterogeneous

inserts. The seventh chapter presents the findings of the research, focusing on us-

ing self organising maps for visualising phantom data. Finally, the eighth chapter

provides a discussion and the findings from these studies and the contributions to

the current literature. Furthermore, chapter eight highlights the future work and

proposed studies in this field.

1.5 Contributions

Chapters within this thesis involve published work in which the author was a lead

and the major contributions are as follows:
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• Chapter 2 contain material that was published in Radiotherapy and Oncology

Journal as an abstract titled “The Impact of Varying Number of OSEM Subsets

on PET Radiomic Features:A Preclinical Study” [64]

– In this work (preliminary analysis of preclinical data), the author exam-

ined the effect of changing number of OSEM subsets on PET radiomic features.

– The author primarily designed the study and performed all the data

analysis.

– The author presented and drafted the original abstract.

• The study in Chapter 3 was published in IEEE Xplore as a manuscript titled

“The statistical influence of imaging time and segmentation volume on PET

radiomic features: A preclinical study” [53].

– In this work (preliminary analysis of preclinical data), the author eval-

uated the impact of two parameters on 18F-FDG PET radiomic features, es-

pecially segmentation volume and acquisition time. The determinant of the

correlation matrices for each feature whilst varying segmentation contour sizes

and image acquisition times was assessed.

– The author primarily designed the study and performed all the data
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analysis.

– The author presented and drafted the original abstract.

• The study in chapter 4 was published in IEEE Xplore as a manuscript titled

“A self organising map for exploratory analysis of PET radiomic features” [54].

– In this present study, the author provided additional evidence that the

statistical distribution of the input texture has clear modes which are dependent

on contour size.

– The author mainly performed the analysis and drafted the original manuscript.

• Chapter 6 contains material that was published in European Journal of Nuclear

Medicine and Molecular Imaging as an abstract titled “The Effect of Increas-

ing the Number of Iterations on the Stability of PET Radiomic Features: A

Phantom Study” [65] and “Phantom with Heterogeneous Tumour Inserts to

Explore the Impact of Varying Number of OSEM Subsets on PET Radiomic

Features” [66].

– In this study (phantom data), the author evaluated the impact of chang-

ing number of OSEM subsets and number of iterations on the stability of PET

radiomic features.
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– The author mainly designed and conducted the experiment.

– The author performed all the data analysis and drafted the original

manuscript.

In addition, section 6.4 will be published in IEEE Xplore as a manuscript titled

“Toward a method of selecting robust heterogeneous PET images radiomic fea-

tures” [67]. In this study, the author assessed the ability of radiomic features to

capture heterogeneity differences between region of interest using the Friedman

test.

• The study in chapter 7 was published in IEEE Xplore as a manuscript titled

“Artificial Neural Network Algorithm to Cluster and Visualise Phantom Ex-

periment Data” [68].

– The author used a self organising map (SOM) to visualise and cluster the

data derived from phantom experiment.

– The author mainly performed the analysis and drafted the original manuscript.
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Chapter 2

The Impact of Acquisition Time
and Reconstruction Settings on
PET radiomic features: A
Pre-Clinical Study

2.1 Introduction

As mentioned in the literature review (previous chapter), despite the promise of

radiomics, some challenges remain in this field. Radiomic features may vary with

different conditions and factors [19, 50]. To increase confidence in the utilisation

of texture features as imaging biomarkers it is necessary to understand the effect

these confounding factors have on radiomics analysis in an attempt to show that

these features genuinely match biomarkers. A confounding factor or confounding

variable can be defined as an “extra” variable that was not taken into account in

radiomics studies. For example, if researchers are examining whether there is a
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correlation between overall survival and changes in radiomic features, confounding

variables (e.g. post-injection imaging time and reconstruction settings) are any other

variables that also have an effect on changes in radiomic features.

Animal models are non-human, living beings that are utilised to examine human

illnesses or biological processes without the risk of hurting humans. In the field

of oncology, mouse serves as a suitable animal model, whereas some laboratories

use other animals such as pigs and dogs which play a significant role in several

experiments, such as studying heart diseases and central nervous system problems.

Despite that, mouse is considered a good animal model of human disease due to its

match with the human genome (99%), fast-breeding cycle and low maintenance cost.

Imaging of animal models like rats and mice is called small animal imaging and

the PET scanners dedicated to scan small animals are called small animal scanners

or preclinical PET scanners. Small animal PET is an increasingly utilised diagnostic

tool to evaluate the effectiveness of therapeutic interventions and to confirm the

translation of radiotracers to humans [69]. Even though there are differences in

the underlying biology between humans and animals, preclinical research provides a

bridge to human clinical translation enabling identical experiments to be carried out

across species. Indeed, several studies have found that the patient-derived xenografts
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(PDX), human tumour tissue implanted into mice for research objectives, accurately

reflect patients’ tumours as to gene expression profiles and the histomorphology [70].

Most often, the mouse is the experimental model used in studies for pre-clinical

development. It is usually because of its fast breeding cycle and low maintenance

costs [69]. Involving pre-clinical research in the field of texture analysis provides an

exciting opportunity to advance our knowledge of PET image radiomics.

Even though numerous investigations in the field of radiomics can be done on

retrospective clinical data, there are substantial reasons why conducting preclinical

research is useful for this area as well. One of these reasons is that there has been an

increasing interest in the use of PDX in preclinical PET image radiomics in terms

of developing image metrics of response to therapy. An example of this type of

research is what has been conducted by Roy et al. [71] where they recruited both

triple-negative breast cancer (TNBC) patients and subtype-matched PDX into a co-

clinical FDG-PET imaging trial to predict response to therapy. They demonstrated

that four PDX image features performed better as to predicting response to therapy

relative to standard SUV metrics.

Thus, it is necessary to identify whether PDX image features can be impacted

by different factors (e.g post-injection imaging time and reconstruction settings) in
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an attempt to demonstrate that these features genuinely match biomarkers.

To the best of this author’s knowledge, no published work has looked at the

effect of acquisition time (post-injection imaging time) and reconstruction settings

on pre-clinical PET radiomic features. Therefore, in this chapter (2) we will inves-

tigate the effect of these parameters. The retrospective preclinical scans for eight

mice with 4T1 (mouse mammary tumour cell line) tumour are available in PETIC

in the raw data format enabling researchers to reconstruct the images again but

changing the image acquisition and reconstruction parameters (e.g. number of sub-

sets and iterations). For instance, images can be rebinned into different (x number

of) time points post injection where each image will have m minutes acquisition

period (Equation 2.1). This preclinical (pilot) study may assist researchers in the

future to establish a greater degree of planning and modification of the clinical study,

especially as to post-injection imaging time.

m =
Total acquisition time

x
(2.1)
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2.2 Materials and methods

In this retrospective study, we included eight female BalbC (strain of albino mice)

mice imaged after grafting of 4T1 tumour cells. In the following sections, different

aspects of the collected pre-clincal data will be described.

2.2.1 Scanner

The pre-clinical scanner available in PETIC was Mediso (Mediso Medical Imaging

Systems, Budapest, Hungary) nanoScan PET/CT. This scanner is suitable for dy-

namic imaging of up to four mice simultaneously with high spatial resolution (down

to 700 µm) and 12 cm field of view. The operation system of this scanner requires

PET/CT device, acquisition workstation and post-processing workstation. Figure 2.1

shows an illustrative layout of the Mediso PET/CT nano scanner system build-up

and a picture for the scanner is presented in Figure 2.2.
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Figure 2.1: An illustrative layout of the system build-up. 1: PET/CT device, 2: Nucline PC
for controlling acquisitions, 3: Workstation for PET acquisition and reconstruction, 4: Interview
Fusion PC for controlling PET reconstructions and image post-processing, 5: Post workstation for
PET reconstruction. This figure from reference [72].

Two software systems were used in this work. First, Nucline (Mediso, 2012)

for controlling acquisitions and Interview Fusion (Mediso, 2012) for controlling PET

reconstructions and image post-processing.

2.2.2 Animals

Eight female BalbC mice aged 12 to 16 weeks were housed in the conventional, non-

specific pathogen-free (SPF) facility of PETIC. Mice were imaged 11 days after graft-

ing of 4T1 tumour cells in matrigel into the mouse mammary glands. All experimen-

tal protocols were approved by the Local Ethical Committee. Before PET-CT imag-

ing, each mouse was injected with 100 µL of iopamidol (Niopam 300, Bracco) and
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anaesthetised with 3-3.5% isoflurane (Isoflurane, Teva Hospitals) delivered through

a nose cone and placed on the heating pad. Mice were then injected via tail vein

with 20 MBq of FDG.

Figure 2.2: A picture of Mediso PET/CT nano scanner.

2.2.3 Data acquisition

At 50 minutes (standard acquisition time point [73]) post injection, mice were placed

in the prone position in the scanner with the use of the Mediso Multicell 2 mouse

animal bed and scanned for 20 minutes PET and 2.5 minutes CT. The anesthesia
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was maintained through entire image acquisition. Respiration was monitored with

pressure pad connected to differential pressure transducers for low-range pressure

monitoring during entire PET-CT examination. Reconstructed resolution of CT was

0.25 mm. PET scans were reconstructed with attenuation correction at 5 minutes

time frames with a spatial resolution of 0.4 or 0.3 mm and energy lower/upper limit

was 400/600 keV.

2.2.4 Data transfer

The following scans were sent to Cancer Imaging and Data Analytics group (CIDA)

via Network-Attached Storage (NAS):

• Whole body CT scan.

• Whole body PET scan.

The scans were then retrieved from the NAS for analysis on workstations in

CIDA, Including Velocity 3.2.1 (Varian Medical Systems, Atlanta, USA) and Spaarc

Pipeline for Automated Analysis and Radiomic Computing using an in-house devel-

oped tool built on Matlab (SPAARC). Figure 2.3 shows the data transfer workflow.
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Figure 2.3: Data transfer workflow.

2.2.5 Impact of post injection imaging time

For this study, each mouse was scanned for 20 minutes between 50 and 70 minutes

post injection. All images were rebinned into 4 × 5 (55, 60, 65 and 70) minutes PET

scans using InterView™ FUSION and exported to Velocity to perform the segmen-

tation. Table 2.1 shows the time points used for each scan to generate a new data

set. All regions of interest (ROI) were segmented in the first time point image and

copied to all other subsequent time point images.
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Table 2.1: List of different parameters used to generate new images

Parameters Variations
Number of subsets 1, 2, 4, 6
Number of iterations 1, 3, 6, 8, 10
Post injection imaging time 50-55, 55-60, 60-65, 65-70 minutes

2.2.6 Reconstruction settings

2.2.6.1 Impact of number of OSEM subsets

Eight mice with 4T1 tumours were scanned at PETIC following the protocol de-

scribed in Section 2.2.3. To evaluate the impact of varying the number of OSEM

subsets upon stability of PET radiomic features, scans were reconstructed with four

different OSEM subsets (1, 2, 4, 6) as shown in Table 2.1. Figure 2.4 shows coronal

view for slice 60 of first mouse with four different OSEM subsets. Tumour contouring

was performed manually by an expert on scan with 4 OSEM subsets and copied to

all other scans.
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Figure 2.4: Coronal view for slice 60 of the first mouse with 1 (A), 2 (B), 4 (C) and 6 (D) OSEM
subsets.

2.2.6.2 Impact of number of EM reconstruction iterations

In order to assess the impact of the number of EM reconstruction iterations upon

stability of 18F-FDG PET radiomic features, scans of mice described in section 2.2.3

were reconstructed with five different number of EM reconstruction iterations (1, 3,

6, 8, 10). Contours from previous study (impact of number of OSEM subsets) were

copied to all new scans (with different number of iterations).
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2.2.7 Feature extraction and data analysis

All scans were imported into SPAARC [74] to extract 78 3D-radiomics features for

each region of interest. Features were mainly derived from grey level co-occurrence

matrix (GLCM), grey-level run length matrix (GLRLM), grey-level size zone matrix

(GLSZM), grey-level distance zone matrix (GLDZM) and neighbourhood grey-tone

difference matrix (NGTDM). All radiomic features in SPAARC were compliant with

the Image Biomarker Standardisation Initiative (IBSI) [75]. Table 2.2 shows all

the extracted features. Throughout this project, we utilised MATLAB and Statis-

tics Toolbox Release R2019a, The MathWorks, Inc., Natick, Massachusetts, United

States and the statistical analysis software R version 3.5.3 2019, R Foundation for

Statistical Computing, Vienna, Austria.
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Table 2.2: List of extracted radiomic features.

Features
Group

Features
Features
Group

Features

GLCM Joint maximum GLSZM Small zone emphasis
Joint average Large zone emphasis
Joint variance Low grey level zone emphasis
Joint entropy High grey level zone emphasis
Difference average Small zone low grey level emphasis
Difference variance Small zone high grey level emphasis
Difference entropy Large zone low grey level emphasis
Sum average Large zone high grey level emphasis
Sum variance Grey level non-uniformity
Sum entropy Grey level non-uniformity normalised
Angular second moment Zone size nonuniformity
Contrast Zone size non-uniformity normalised
Dissimilarity Zone percentage
Inverse difference Grey level variance
Inverse difference normalised Zone size variance
Inverse difference moment Zone size entropy
Inverse difference moment normalised
Inverse variance
Correlation
Autocorrelation
Cluster tendency
Cluster shade
Cluster prominence
First measure of information correlation
Second measure of information correlation

GLRLM Short runs emphasis GLDZM Small distance emphasis
Long runs emphasis Large distance emphasis
Low grey level run emphasis Low grey level zone emphasis
High grey level run emphasis High grey level zone emphasis
Short run low grey level emphasis Small distance low grey level emphasis
Short run high grey level emphasis Small distance high grey level emphasis
Long run low grey level emphasis Large distance low grey level emphasis
Long run high grey level emphasis Large distance high grey level emphasis
Grey level nonuniformity Grey level non-uniformity
Grey level non-uniformity normalised Grey level non-uniformity normalised
Run length non-uniformity Zone distance non-uniformity
Run length non-uniformity normalised Zone distance non-uniformity normalised
Run percentage Zone percentage
Grey level variance Grey level variance
Run length variance Zone distance variance
Run entropy Zone distance entropy

NGTDM Coarseness
Contrast
Busyness
Complexity
Strength
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To evaluate feature stability when extracted at different reconstruction settings,

coefficient of variation (COV) was calculated for each feature. COV is a practical

tool in evaluating the variability of feature measurements and it is one of the most

widely used tools in the literature on the stability of radiomic features [55, 48, 76].

COV is the ratio of the standard deviation to the mean and it can be expressed as

the following equation (2.2):

COV =
Standard Deviation

Mean
× 100 (2.2)

In this study, we categorised features based on their COV values into four groups

including stable (COV ≤ 5%), moderately stable (5% < COV ≤ 10%), poorly stable

(10% < COV ≤ 20%) and unstable (COV > 20%). The categorisation approach

taken in this study is based on Yan et al. [55] and Shiri et al. [48].

2.3 Results

2.3.1 Impact of post injection imaging time

The results describing the effect of acquisition time on PET radiomic features are

shown in the bar chart illustrated in Figure 2.5. Overall, 64 (82%) features showed

high (COV ≤ 5%), 11 (14%) have moderate (5% > COV ≤ 10%) and 2 (2.5%)

features have poor (10% > COV ≤ 20%) stability against acquisition time (post
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injection imaging time). Only 1 feature (GLSZM - large zone low grey level emphasis)

were found to be unstable (COV > 20%) when acquisition time changed.

Figure 2.5: Bar chart displaying number of each categories for the stability of extracted feature
against post injection imaging time (55, 60, 65 and 70 minutes). Features were classified based on
their COV values.

Our results (Table 2.3) showed 22 GLCM features, 15 GLRLM features, 10

GLSZM features, 13 GLDZM features and 4 NGTDM features were found to have

high (COV ≤ 5%) stability against the acquisition time. No features derived from

GLCM, GLRLM, GLDZM and NGTDM showed high variation (COV > 20%). Ta-

ble 2.3 also depicts number of features that have medium (5% > COV ≤ 10%)

stability over different acquisition time (features were extracted from each of four

time points images). Such features included 3 GLCM features, 1 GLRLM features,

3 GLSZM features, 3 GLDZM features and only one NGTDM feature.
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Table 2.3: Total number of features for each category showing the stability level against post
injection imaging time

GLCM GLRL GLSZM GLDZM NGTDM
Stable 22 15 10 13 4
Moderately stable 3 1 3 3 1
Poor Stability 0 0 2 0 0
Unstable 0 0 1 0 0

2.3.2 Impact of number of OSEM subsets

The results describing the effect of the number of OSEM subsets on pre-clinical PET

radiomic features are shown in the bar chart illustrated in Figure 2.6. Overall, only

7% (6) of all features showed high (COV ≤ 5%) stability against the number of

OSEM subsets. 19 (27%) and 15 (19%) features were found to be moderately (5%

> COV ≤ 10%) and poorly (10% > COV ≤ 20%) stable, respectively. Our result

(Table 2.4) showed 4, 1, and 1 features derived from GLCM, GLRLM and GLSZM

showed low (COV ≤ 5) variation when varying the number of OSEM subsets.

There were no GLDZM and NGTDM features that were highly stable as such.

Seven of GLCM, 6 GLRLM, 9 GLSZM, 11 GLDZM and 5 NGTDM features were

found to have high (COV > 20%) variation against the number of OSEM subsets.

Table 2.4 also depicts number of features that have medium (5% > COV ≤

10%) stability over different number of OSEM subsets (features were extracted from
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each of four OSEM subsets images). Such features included 8 GLCM, 6 GLRLM, 3

GLSZM, 2 GLDZM. There were no NGTDM features that showed medium stability

as such.

Figure 2.6: Bar chart displaying number of each categories for the stability of extracted feature
against number of subsets (1, 2, 4 and 6 OSEM subsets). Features were classified based on their
COV values.

2.3.3 Impact of number of EM reconstruction iterations

Figure 2.7 presents the effect of the number of EM reconstruction iterations on pre-

clinical PET images radiomic features. Overall, 11 features showed low (COV ≤

5%), 9 features have moderate (5% > COV ≤ 10%) and 23 features have poor (10%

> COV ≤ 20%) stability against the number of EM reconstruction iterations. More

than 35 (44%) features were found to be unstable (COV > 20%) when the number

of EM reconstruction iterations changed.
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Table 2.4: Total number of features for each category showing the stability level against the
number of OSEM subsets.

GLCM GLRL GLSZM GLDZM NGTDM
Stable 4 1 1 0 0
Moderately stable 8 6 3 2 0
Poor Stability 6 3 3 3 0
Unstable 7 6 9 11 5

Our result (Table 2.5) showed 5 GLCM features, 5 GLRLM features, 1 GLSZM

feature (zone size entropy) and 1 GLDZM feature (zone distance entropy) were found

to have high (COV ≤ 5%) stability against the number of EM reconstruction itera-

tions. In addition, there were no NGTDM features that were highly stable as such.

Figure 2.7: Bar chart displaying number of each categories for the stability of extracted feature
against number of iterations (1, 3, 6, 8, and 10 EM reconstruction iterations). Features were
classified based on their COV values.
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Furthermore, Table 2.5 depicts features that have medium (5% > COV ≤ 10%)

stability over different number of EM reconstruction iterations. Such features in-

cluded 5 GLCM features, 2 GLSZM features (small Zone emphasis and grey level

non uniformity normalised) and 2 GLDZM features (grey level non Uniformity nor-

malised and zone distance Variance). There were no GLRLM and NGTDM features

that showed medium stability as such. 6 features derived from GLCM, 7 features

of GLRLM, 9 features of GLSZM, 7 features of GLDZM and all (5) of NGTDM

features of were found to be nonstable (COV > 20%) against the number of EM

reconstruction iterations.

Table 2.5: Total number of features for each category showing the stability level against the
number of EM reconstruction iterations

GLCM GLRL GLSZM GLDZM NGTDM
Stable 5 5 1 1 0
Moderately stable 5 0 2 2 0
Poor Stability 9 4 4 6 0
Unstable 6 7 9 7 5

2.4 Conclusion

The current research was specifically designed to assess how different reconstruction

parameters such as number of subsets and iterations, would cause a variation in the

PET radiomic feature stability.
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The findings of this study showed that different reconstruction settings have dif-

ferent impact on different features. Stable features (COV ≤ 5%) can be categorised

as excellent candidates for reproducible tumour assessment. Radiomic features sen-

sitive to changes (COV > 20%) in reconstruction settings should be omitted. A

further discussion is provided in Section 8.1.
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Chapter 3

The Statistical Influence of
Imaging Time and Segmentation
Volume on PET Radiomic
Features

3.1 Introduction

As mentioned in the literature review, medical images contain more information than

what can be assessed visually [20, 62]. As a result, there is an increasing interest in

artificial intelligence (AI) for automated image analysis [77], [78] and decision making

[79]. Within this paradigm, radiomics may be utilised to build predictive models to

assess treatment outcomes.

To increase confidence in the utilisation of texture features as imaging biomark-

ers, it is necessary to understand the extent these confounding factors have on ra-

diomics analysis. Although extensive research has been carried out on assessing dif-
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ferent parameters on PET radiomic features, no single study exists which adequately

investigated and compared the impact of two variables (segmentation volume and

acquisition time) on the stability or robustness of PET radiomic features. Therefore,

this chapter describes the methods used in this evaluation of the impact of two pa-

rameters on 18F-FDG PET radiomic features, especially segmentation volume and

acquisition time.

To fully assess the influence of the aforementioned confounding variables, the

determinant of the correlation matrices for each feature whilst varying segmentation

contour sizes and image acquisition times was calculated. The determinant of the

correlation matrix is related to the volume of the space occupied by the swarm of the

standardised data points (mean = 0, standard deviation =1). When the measures

are uncorrelated, this space is a sphere with a volume of 1. When the measures

are correlated, the space occupied becomes an ellipsoid whose volume is less than

1. Thus, as the volume approaches 0 the variables are more correlated. If the

determinant of the correlation matrix is equal to one this indicates the columns of

the correlation matrix are orthonormal. If the determinant of the correlation matrix

is equal to zero, this indicates the existence of exact linear dependence amongst the

variables with the possibility for predictive analysis using a linear model.
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3.2 Materials and methods

3.2.1 Data

The research data in this study is drawn from eight mice with 4T1 tumours with

images described in Section 2.2.3. Mice were imaged 50 minutes post injection for a

duration of 20 minutes. Images were re-binned into four PET acquisitions each with

a 5-minute duration corresponding to 50-55, 55-60, 60-65 and 65-70 minutes post

injection. The first time point (50-55 minutes) was used for defining the segmenta-

tion contours. Four different systematic 3D-Contour sizes (4, 4.5, 5, 5.5 mm) were

generated using the segmentation tool of the Velocity 3.2.1 software (Varian Medical

Systems, Palo Alto, CA). Figures 3.1 and 3.2 show the coronal and sagittal images

with four contours on the lower flank of the first mouse. Contours defined on the

first time point were used on all other images which were re-binned into subsequent

time points.
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Figure 3.1: Coronal slice of lower right flank (left of image) with four different contours for the
first mouse.

Figure 3.2: Sagital slice of lower right flank (left of image) with four different contours for the
first mouse.
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3.2.2 Feature extraction and data analysis

SPAARC was used to extract 78 3D-radiomic features (As presented in table 2.2)

for each of the four segmented volumes for each of the four time points [74]. Fea-

tures including grey level co-occurrence matrix (GLCM), grey-level run-length ma-

trix (GLRLM), grey-level size zone matrix (GLSZM), grey-level distance zone matrix

(GLDZM) and neighbourhood grey-tone difference matrix (NGTDM) were extracted.

All radiomic features were compliant with the IBSI [80].

The correlation between two variables (e.g., n and p) is defined using Equations

1 and 2 (for contour size and imaging time respectively) [81]. In our study, n and p

refer to first, second, third or fourth contour size/imaging time point. To fully assess

the statistical strength of correlation for each texture feature versus contour size four

correlation matrices were constructed at each time point (T1 to T4) (C-T1, C-T2,

C-T3, C-T4) using all contour sizes (C1 to C4).

Cn,p =

∑m=8
i=1 (Cn − Cn)(Cp − Cp)

(σCn) (σCp) (m− 1)
(3.1)

Where,

• Cn,p : The correlation coefficient for nth contour size and pth contour size.

• Cn/p : The mean of all features value for (n/p)th contour size.
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• C(n/p) : Feature value for (n/p)th contour size.

• σCn/p
: The standard deviation of all the features values for (n/p)th contour

size.

Similarly, this was repeated to assess the correlation of texture features versus

acquisition time (T-C1, T-C2, T-C3, T-C4) giving four correlation matrices where

time is the variable under investigation. The correlation of 78 features with varying

time and contour size was investigated resulting in 8 correlation matrices for each

feature.

Tn,p =

∑m=8
i=1 (Tn − T̄n)(Tp − T̄p)

(σTn) (σTp) (m− 1)
(3.2)

Where,

• Tn,p : The correlation coefficient for nth acquisition time and pth acquisition

time.

• T(n/p) : Feature value for (n/p)th acquisition time.

• ¯Tn/p: The mean of all features value for (n/p)th acquisition time.

• σTn/p
: The standard deviation of all the features values for (n/p)th acquisition

time.
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Figure 3.3: Workflow for evaluating the statistical association of texture feature values versus
different contour size and time points. Following acquisition images are re-binned into time points
50-55, 55-60, 60-65 and 65-70 minutes post injection. Each image has a 5 minute acquisition pe-
riod. Four 3D contours were extracted at the 55 minute baseline scan and propagated to subsequent
time point images. 78 texture features were extracted for each image. For each feature 8 correla-
tion matrices were constructed considering the correlation of a contour size and image time. The
determinant of those matrices allows the robustness of each texture feature to contour size and
acquisition time to be determined.

For each feature, the resulting matrices for examination of robustness of texture

features with varying contour sizes and imaging acquisition time are presented in

Figure 3.4. The determinant of the correlation matrix allows investigation into the

linear dependence (or lack thereof) of the variable of interest (acquisition time or

contour size) on the texture feature of interest.
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Figure 3.4: An illustrative example of resulting correlation matrices. At each time point (T1
to T4), a correlation matrix was constructed and this matrix contains the correlation coefficients
for all contour sizes (C1 to C4). As an example, in the first matrix (at T1), C2,1 represents
the correlation coefficients for the first and second contour size. Similarly, this was repeated for
probing the correlation of texture features versus acquisition time. At each contour size (C1 to C4),
a correlation matrix was constructed and this matrix contains the correlation coefficients for all
time points (T1 to T4). As an example, in the sixth matrix (at C2), T4,3 represents the correlation
coefficient for the fourth and third time point.

3.3 Results

Overall, as shown in Figure 3.5, the determinant of correlation when contour size is

considered as the variable of interest is much smaller than the determinant of corre-

lation when imaging time is considered as the variable of interest. This is consistent

when varying acquisition time for the majority of texture features. The mean deter-

minant of correlation across all texture parameters when considering varying contour

size is 0.02378.
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Figure 3.5: Bar chart displaying the mean determinant of correlation for different features types
whilst varying acquisition time and contour size.

Features including autocorrelation, information correlation 1, information cor-

relation 2 (GLCM) and coarseness (NGTDM) were found to have 0 value as a mean

determinant of correlation when considering varying acquisition time. In addition,

there were no GLRLM, GLSZM and GLDZM features that have 0 value as a mean

determinant of correlation for both contour and acquisition time.

Table 3.1: Features with highest value of mean determinant of correlation for acquisition time
and contour size for each feature families.

Contour Size - highest Acquisition Time - highest

GLCM ClusterShade DifferenceVariance
GLRL GreyLevelNonUniformity ShortRunHighGreyLevelEmphasis
GLSZM ZoneSizeNonUniNormalised SmallZoneHighGreyLevelEmphasis
GLDZM ZoneDistanceNonUniNormalised GreyLevelVariance
NGTDM Busyness Contrast
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Table 3.1 and 3.2 show the radiomic features with highest and lowest values of

mean determinant of correlation for acquisition time and contour size for each feature

families. Our result showed that 30 features, including; Joint entropy, Sum entropy,

Dissimilarity (GLCM), Short runs emphasis (GLRLM), Strength (GNGTDM) have

an increasing determinant of correlation with acquisition time as the contour size

increased. Thirteen features including Run entropy (GLRLM) and Sum variance

(GLCM), demonstrated a decrease in the determinant of correlation with time when

the region of interest volume increased.

Table 3.2: Features with lowest value of mean determinant of correlation for acquisition time and
contour size for each feature families.

Contour Size - lowest Acquisition Time - lowest

GLCM Information correlation 1 AutoCorrelation
GLRL LongRunLowGreyLevelEmphasis LongRunLowGreyLevelEmphasis
GLSZM LargeZoneLowGreyLevelEmphasis LargeZoneLowGreyLevelEmphasis
GLDZM ZoneDistanceNonUni LargeDistanceEmphasis
NGTDM Coarseness Coarseness

The mean determinant of correlation across all GLCM texture parameters when

considering varying contour size and acquisition time are 0.00733 and 0.12404, respec-

tively. GLSZM features showed to have the highest mean determinants of correlation

at 0.18331 for acquisition time and 0.04688 for contour size.
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These findings suggest that more linear dependence of texture features with

increasing contour size than increasing imaging time. Less correlation and hence

linear dependence is observed when acquisition time is considered as the variable

of interest with a mean determinant of correlation across all texture parameters

of 0.13296. Increasing contour size however has a variable effect on this metric of

correlation.

3.4 Conclusions

The numerous radiomic features proposed may vary with confounding variables such

as the time post injection of image acquisition and the accuracy of the delineation of

the prescribed segmentation volume. To this avail, we proposed using the determi-

nant of the correlation matrix to analyze radiomic features robustness to confounding

variables. For this purpose, dynamic pre-clinical PET images of 8 mice with mam-

mary carcinoma xenografts (4T1) were binned into 5 minutes intervals from 50 to 70

minutes post injection. The effect of variation in segmentation was also explored by

incrementally increasing segmentation volume. From each image set, we extracted

78 radiomic features for analysis. The statistical association was measured by the
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determinant of the correlation matrix. We have shown that texture features are

more correlated with varying segmentation volume than acquisition time (mean de-

terminant of correlation for segmentation volume = 0.02378 vs. mean determinant

of correlation for acquisition time = 0.13296) and hence less robust to varying ac-

quisition time. In addition, this work demonstrated that the linear dependence /

correlation of texture features with acquisition time is affected by contour size. A

linear dependence may be enough to determine absolute margins of error on indi-

vidual texture features with varying segmentation accuracy which provides scope for

future work. Acquisition time however has a variable influence on this correlation and

judicious choice of segmentation is required to minimize its effect. An implication of

these findings is that both the impact of acquisition time and segmentation volume

should be taken into account before radiomics analysis can be applied clinically. This

will also have an impact in multi centre studies using radiomics analysis where both

image time and contouring will need to be standardised across each centre in order

for radiomics analysis to be possible.
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Chapter 4

A Self Organizing Map for
Exploratory Analysis of PET
Radiomic Features

4.1 Introduction

Applying artificial intelligence in the field of radiomics may be an exciting opportu-

nity to advance our knowledge of the usefulness of texture analysis. To date only

a limited number of studies have utilised advanced machine learning techniques to

investigate the value of texture analysis in PET imaging [44, 82].

Both supervised and unsupervised learning are the two approaches of machine

learning. In supervised learning, both input (features) and output (class labels) are

required to train the model whereas in unsupervised learning only input data are

needed to determine the patterns from the data on its own. Supervised learning can
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be used for classification (sorts data into specific categories using a labelled dataset)

and unsupervised learning can be used for clustering (partitioning an unlabelled

dataset into groups of similar objects). A self-organising feature map (SOM) is a

type of artificial neural network (ANN) that is trained using unsupervised learning

to produce a lower dimensional representation of the input data on an underlying

manifold. Manifold learning has demonstrated its effectiveness in other areas of

image processing, such as respiratory motion correction [78] and image segmentation

[83, 77].

Although extensive research has been carried out on the impact of different

parameters on radiomics, no single study exists which applied SOMs to examine,

detect and capture the statistical variability of medical image texture parameters.

As shown in Figure 4.1, SOM takes a set of input data, for example, L texture

parameters and maps them onto a two dimensional grid of neurons [84, 85]. Each

neuron in the grid is assigned an initial weight vector M = (mg1,mg2, ..,mgD) with

the same dimensionality as that of the input data g=(1,2,...L). The training uses

competitive learning (nodes compete to respond to input data). Training examples

are fed into the network at random, the Euclidean distance to all weight vectors

is calculated (Equation 4.1) and is used to update the neuron weights; the neuron
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whose vector is similar to the input is known as the best matching unit (BMU).

mgd
t+1 = mgd

t + ηh(g, q)(xd −mt
tjd), for 1 ≤ d ≤ D (4.1)

Where,

• η : The learning rate parameter (to controls the size of weight vector).

• h(g, q) : The neighbourhood function which has the value 1 at the winning

neuron q and decreases as the distance between g and q increases.

Each high dimensional data point is thus embedded onto a single neuron which

reproduces its structure. Neuronal weights act as pointers to the input space and

form a discrete approximation of the distribution of the training samples. More

neurons point to regions with high training sample concentration and fewer where

the samples are scarce.
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Figure 4.1: Illustrative example of a Self-Organising Map [85]. Each neuron in the grid is assigned
an initial weight vector M = (mg1,mg2, ..,mgD) with the same dimensionality as that of the input
data g=(1,2,...L). The training uses competitive learning (nodes compete to respond to input data).
Training examples are fed into the network at random, the Euclidean distance to all weight vectors
is calculated (Equation 4.1) and is used to update the neuron weights; the neuron whose vector is
similar to the input is known as the best matching unit (BMU).

4.2 Materials and methods

4.2.1 Data

Data in this study were gathered from PET images of eight mice with 4T1 tumours

described in Section 2.2.3. Mice were dynamically imaged at 50 minutes post in-

jection for 20 minutes, and re-binned into 4 x 5 minutes PET scans (50-55, 55-60,

60-65 and 65-70 minutes post injection). Four different systematic 3D-Contour sizes

(4, 4.5, 5, 5.5 mm) were segmented on the first time point (50-55 minutes) using

Velocity 3.2.1 software (Varian Medical Systems, Palo Alto, CA). Contours obtained
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on the first time point were overlaid on all other images which were re-binned into

subsequent time points.

4.2.2 Feature extraction and data analysis

Radiomic features were extracted for each volume at each time points using SPAARC [74].

Therefore, each feature has 128 observable values that resulted from 8 mice, 4 dif-

ferent time points and 4 different contour sizes.

Each texture feature was standardised using Z-score (Z-omic) normalisation

across the distribution of texture features acquired for inter-comparison of differ-

ent textures. The mean Z-omic for 5 pre-defined groups of texture was calculated

(GLCM, GLRLM, GLZM, GLDM and NGTDM) and the R software was used to

learn the self-organizing map of the averaged Z-omic using:

• 16 organising neural networks.

• A learning rate of 0.05.

• Gaussian neighbourhood function with standard deviation 1.
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4.3 Results

From the input dataset each instance of measured texture (Z-omic) is assigned to a

single node that best represents its distribution of variability. The standard Kohonen

SOM plot produce pie representations of the representative vectors for the grid which

are known as codebooks. Thus, the classification of each node and the relative

contribution of the grouped features is demonstrated in the codes plot (as shown in

Figure 4.2).

Figure 4.2: Codes plots (pie representations of the representative vectors for the grid) for the
texture features. These codes plots represent the clusters (node wieght vectors associated with each
node).
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Figure 4.3: The distribution of the first contour size with respect to the self-organized features.
This heat map demonstrates the distribution or frequency of the first contour size over the code
cells (nodes) of the SOM.

Figure 4.4: The distribution of the fourth contour size with respect to the self-organised features.
This heat map demonstrates the distribution or frequency of the fourth contour size over the code
cells (nodes) of the SOM.

A heatmap can be visualised to assess the impact of predefined confounding

variables. The heat map presents the distribution or frequency of the confounding

variables over the nodes of the SOM. The SOM is blind to the suspected confound-
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ing variables (Contour Size, Imaging Time), so any visible clusters in the heatmap

demonstrate an association between the confounding variable and the input data.

Figures 4.3 and 4.4 demonstrated the distribution of the contour size with respect to

the self-organised features which examine the distribution of extremes of contour size

across the codebook. Two distinct clusters can be visualized in the heatmap allowing

us to interpret that contour size acts as a confounding variable when performing tex-

ture analysis and changing contour size alters the distribution of standardised (and

normalised (z-score)) texture features.

Figures 4.5 and 4.6 indicated that no such relationship was observed when prob-

ing post injection imaging time as the confounding variable as no clusters were ob-

served in the heatmap. Taken together, these results suggest that the statistical

distribution of the input texture has clear modes which are dependent on contour

size.
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Figure 4.5: The distribution of the first time point with respect to the self-organised features.
This heat map demonstrates the distribution or frequency of the first time point over the code cells
(nodes) of the SOM.

Figure 4.6: The distribution of the fourth time point with respect to the self-organised features.
This heat map demonstrates the distribution or frequency of the fourth time point over the code
cells (nodes) of the SOM.
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4.4 Conclusions

The previous chapter, assessed the influence of two confounding variables (segmen-

tation contour sizes and post injection imaging time) using the determinant of the

correlation matrices for each feature. This chapter introduced the innovative ap-

plication of a self-organising map to texture feature analysis and explore its ability

in identifying emergent properties that affect radiomics variability. SOM is a type

of artificial neural network (ANN) that is trained utilising unsupervised learning to

generate a lower dimensional representation of the input data on an underlying man-

ifold. In this study, the Kohonen SOM took a set of L texture parameters (input

data) and mapped them onto a two dimensional grid of neurons.

One of the more significant findings to emerge from this study is that an emer-

gent property of the statistical variability of the grouped textures is the extremes

of contour size. However, more research is required to determine the efficacy of ap-

plying SOM on radiomic features analysis. For this purpose, phantom data will be

involved in Chapter 7.

The SOM may be utilised with outcome data to serve as a predictive tool for

dependent variables (e.g therapy response and prognosis). In so doing the learnt
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representations of self-organised features serve as the attributes for prediction which

will take into consideration the statistical variability in the underlying dataset.
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Chapter 5

The Impact of Reconstruction
Settings on PET Radiomic
Features: A Homogeneous
Phantom Study

5.1 Introduction

As mentioned in the literature review, there are several factors that can influence

the stability of PET image radiomic features. This indicates a need to understand

the various perceptions of the stability of PET image radiomic features that exist

among different protocols (e.g. reconstruction settings).

In Chapter 2, the impact of reconstruction settings on PET images radiomic

features were assessed in the form of preclinical model. Despite the differences in

the underlying biology between humans and animals, the current study shows how

different parameters can affect the output of radiomics. However, before implement-
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ing radiomics in a clinical setting, more research is needed to better understand the

influence of different protocols and settings on PET radiomic features.

Clinical studies are subject to extraneous variables such as biological sensitivity,

organ motion and patient size. For this reason, phantom studies can be a reasonable

substitute to control for bias relative to biological variability of clinical studies. Al-

though extensive research has been carried out on phantom data, there are limited

publications which analyse large numbers of features, compliant with IBSI [80] and

different 18F-FDG activity. Therefore, this study was designed to determine the

effect of TOF, number of OSEM subsets, number of iterations and filters on 78 PET

radiomic features that are compliant with IBSI. The materials and methods used to

achieve this purpose are described in the following section of this chapter.

5.2 Materials and methods

5.2.1 Phantom preparation

In this study, the NEMA (National Electrical Manufacturer’s Association) [86] IQ

(Image Quality) body phantom available at PETIC was used. This phantom consists

of a 9.7 cm3 tank containing six inserts with internal diameters of 10, 13, 17, 22, 28,

37mm. A picture of the used phantom is presented in figure 5.1.
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Figure 5.1: Picture of NEMA IQ phantom with unfilled inserts

The spheres were filled with different amounts of 18F-FDG activity. Two inserts

were filled with with 20 kBq/ml, two with 40 kBq/ml and two with 80 kBq/ml. An

illustrative layout of the filled inserts with their activity is shown in figure 5.2.

Figure 5.2: An illustrative layout of the filled inserts with 18F-FDG activity
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5.2.2 Acquisitions and reconstructions

Experiments were performed using GE Discovery 690 PET/CT scanner (General

Electrics Healthcare, Milwaukee, USA). All measurements were carried out with the

following acquisition and reconstruction settings:

• Order subset expectation maximization (OSEM)

• 24 subsets

• 2 iterations

• 6.4 mm filter cutoff

• 256 matrix size

The phantom was imaged for 20 minutes. Figure 5.3 shows a picture of the IQ

NEMA phantom placed on the scanner. This experiment was repeated three times

under similar conditions.

To assess the impact of reconstruction settings on image radiomic features,

all images were reconstructed with different reconstruction parameters including:

with/without TOF, different numbers of subsets, iterations and full width at half
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maximum (FWHM) of Gaussian filter. Table 5.1 shows the reconstruction settings

used for each scan to generate its new data set.

Table 5.1: List of reconstruction settings used to generate new images. Default settings: TOF,
24 OSEM subsets, 2 iterations, 6.4 mm filter cutoff.

Reconstruction parameters Variations
Number of subsets 12, 16, 18, 24, 32
Number of iterations 1, 2, 3, 4, 5, 6
Filter Cut-off 0, 1, 2, 3, 4, 5, 6, 7
TOF Yes, NO

Figure 5.3: Scanner (GE Discovery 690 PET/CT) used in this study (A) and the IQ NEMA
phantom after placed on the scanner (B).

5.2.3 Segmentation

For each scan, Velocity 3.2.1 software (Varian Medical Systems, Atlanta, USA) was

utilized to obtain the ground truth contours for each insert from the first image

(default setting) and contours were then overlaid onto other subsequent image sets

produced when varying the reconstruction parameters.
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5.2.4 Feature extraction and data analysis

For each ROI, SPAARC [74] was used to extract 78 3D-radiomic features. Features

including a 25 grey level co-occurrence matrix (GLCM), 16 grey-level run-length ma-

trix (GLRLM), 16 grey-level size zone matrix (GLSZM), 16 grey-level distance zone

matrix (GLDZM) and 5 neighbourhood grey-tone difference matrix (NGTDM) were

extracted. SPAARC radiomics analysis was standardised according to the IBSI[75].

All extracted features are listed in Table 2.2.

To evaluate feature stability when extracted at different reconstruction settings,

COV was calculated for each feature over the different reconstruction settings in the

same way as described in Section 2.2.7. COV is one of the most widely used tools in

the literature to assess the stability of radiomic features[55, 48, 76]. Features were

categorised based on their COV values into four groups including stable (COV ≤

5%), moderately stable (5% < COV ≤ 10%), poorly stable (10% < COV ≤ 20%)

and unstable (COV > 20%). The categorisation approach taken in this study is

based on Yan et al. [55] and Shiri et al. [48]. For each feature that demonstrated

high (COV ≤ 5%) or moderate (5% < COV ≤ 10%) stability across all reconstruction

settings, the percentage of agreement was used to evaluate the degree of agreement

between the three phantom experiments.
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5.3 Results

5.3.1 Impact of TOF

Sixty two features (79%) were found to have high stability (COV ≤ 5%) with TOF.

Such stable features included NGTDM (Complexity, Strength), GLSZM (Small zone

emphasis, Zone percentage, Zone size entropy), GLDZM (Small distance emphasis,

Zone distance variance), GLSZM (Zone percentage, Zone size entropy), GLRLM

(short Run emphasis, run percentage) and GLCM (joint entropy, correlation). Eight

features include GLDZM- long Run low grey level emphasis, GLSZM- difference

Variance, GLRLM- short Run Low grey level emphasis, GLRLM- long run high grey

level emphasis showed moderate stability. Five features such as GLRL - low grey

level run emphasis and GLSZM - low grey level zone emphasis showed poor stability

(10% < COV ≤ 20%) against TOF. Only three features, including GLCM- cluster

shade, GLSZM - small zone low grey level emphasis and GLSZM- large zone low

grey emphasis) were found to be unstable (COV > 20%). The plots of COV values

for each feature is shown in Figure 5.4.
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Figure 5.4: Number of features for each category of the stability of PET radiomic features against
TOF. Features were classified based on their COV values.

5.3.2 Impact of number of subsets

The impact of the number of subsets on radiomic features was tested with five differ-

ent numbers of subsets. Sixty two (79%) features showed high stability (COV ≤ 5%)

with number of OSEM subsets. Eleven (14%) features were found to have moderate

stability (5% < COV ≤ 10%). Four (5%) features including GLRL (Run length

variance), GLSZM (Zone size non uniformity, Small zone low grey level emphasis)

and GLDZM (Large distance low grey level emphasis, Small distance low grey level

emphasis) were poorly stable.
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The remaining feature (GLCM - cluster shade) had high variability (unstable)

at different number of subsets. All features from NGTDM were stable (COV ≤ 5%)

against subsets. Figure 5.5 presents number of features for each category.

Figure 5.5: Number of features for each category of the stability of PET radiomic features against
number of subsets. Features were classified based on their COV values.

5.3.3 Impact of the number of iterations

With changing number of iterations, sixty eight features showed very small varia-

tion (COV ≤ 5%). Stable features included GLCM (difference average, contrast,

dissimilarity, joint entropy), GLRLM (short run emphasis, short run high grey level

emphasis), GLSZM (small zone High grey level emphasis, zone size non uniformity),

GLDZM (high grey Level zone emphasis, zone percentage) and NGTDM (Coarse-
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ness, Busyness, Complexity). 13% (10) of features, were found to have moderate

(5% < COV ≤ 10%) stability (Figure 5.6). No features demonstrated poor (10% <

COV ≤ 20%) and high variation (COV > 20%).

Figure 5.6: Number of features for each category of the stability of PET radiomic features against
number of iteration. Features were classified based on their COV values.

5.3.4 Impact of FWHM of the Gaussian filter

More than 66% (52) of features were found to be stable when varying the FWHM of

the Gaussian filter. Features with high stability included GLCM (sum average, sum

variance, dissimilarity, contrast, inverse difference, inverse difference normalised),

GLRLM (run percentage, grey level Variance, run entropy), GLSZM (Small zone
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emphasis, High grey level zone emphasis , Small zone high grey level emphasis),

GLDZM (Small distance high grey level emphasis, Grey level non-uniformity nor-

malised) and NGTDM (coarseness, contrast, strength).

Figure 5.7: Number of features for each category of the stability of PET radiomic features against
filters. Features were classified based on their COV values.

Twelve and eleven (included GLCM- joint maximum, GLCM-angular second

moment, GLRL-Low grey level run emphasis, GLRL-Short run low grey level em-

phasis, GLSZM-Small zone low grey level emphasis, GLSZM-Large zone high grey

level emphasis, GLDZM-Large distance low grey level emphasis, NGTDM-busyness)

features showed moderately stable and poorly stable against FWHM of the Gaussian

filter, respectively. Only three features GLCM (cluster shade), GLRLM (Run length
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variance) and GLSZM (Large zone low grey level emphasis) showed large variation

(COV > 20%) with different filter. Figure 5.7 shows number of features for each

category of the stability of radiomic features against FWHM Gaussian filters.

5.3.5 Agreement

To evaluate the reliability of the results, the experiment was repeated two more times

by following the same process described in the method section 5.2. The percent

agreement (PA) between the variation of features for all experiments across all of

the reconstruction settings were calculated. Figure 5.8 shows the PA values of all

features across all of reconstruction settings.

Figure 5.8: Percent agreement (PA) values of all features across all of reconstruction settings.
Features with percent agreement (PA) above the green line (80%) were considered to have good
agreement
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Most features show a high percent agreement with a mean value greater than

82%, especially for GLSZM features, which results in the highest PA with a mean

value greater than 86% and a maximum value of 100%. Fifty five (70%) features

showed good (> 80%) agreement. In contrast, ten features were found to have 50%

or less agreement between the three experiments.

When comparing feature groups, NGTDM features have the lowest percent

agreement: an average PA 73% (Figure 5.9). GLRLM and GLSZM were found

to have quite similar agreement among all of experiments with a mean value greater

than 80%.

Figure 5.9: Box plot showing the mean of percent agreement among all different texture group.
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Table 5.2: List of features that showed high stability and good agreement between experiments
on the homogeneous phantom study.

Features
Group

Features Features
Group

Features

GLCM Joint average
Joint variance
Joint entropy
Difference average
Difference entropy
Sum average
Sum variance
Sum entropy
Contrast
Dissimilarity
Inverse difference
Inverse difference normalised
Inverse difference moment
Inverse difference moment
normalised
Inverse variance
Correlation
Autocorrelation
Cluster tendency
Cluster prominence
Second measure of information
correlation

GLSZM Small zone emphasis
High grey level zone emphasis
Small zone high grey level
emphasis
Grey level non-uniformity
Grey level non-uniformity
normalised
Zone size non-uniformity
normalised
Zone percentage
Grey level variance
Zone size entropy

GLRLM Short runs emphasis
Long runs emphasis
High grey level run emphasis
Short run high grey level emphasis
Grey level nonuniformity
Run length non-uniformity
Run length non-uniformity
normalised
Run percentage
Grey level variance
Run entropy

GLDZM Small distance emphasis
Large distance emphasis
High grey level zone emphasis
Small distance high grey level
emphasis
Grey level non-uniformity
Grey level non-uniformity
normalised
Zone distance non-uniformity
Zone distance non-uniformity
normalised
Zone percentage
Grey level variance
Zone distance entropy

NGTDM Complexity
Strength
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5.4 Conclusions

The work described in this chapter was designed to determine the effect of different

reconstruction settings (TOF, number of subsets, number of iterations, full width

at half maximum (FWHM) of Gaussian filter) on PET images radiomic features

using an IQ NEMA phantom with inserts filled with homogeneous radioactivity. In

addition, the experiment was repeated two more times and percentage agreement

between the three results were calculated. Table 5.2 presented features that showed

high stability and good agreement when experiment was repeated. Although the

current study is based on a homogeneous radioactivity, the findings allow the removal

of features that show high variation. The methods used for this study may be applied

to other research to investigate the impact of different reconstruction settings on

PET image radiomic features using inserts with heterogeneous radioactivity. This

may serve as a future work.
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Chapter 6

The Impact of Reconstruction
Settings on PET Radiomic
Features: An Inhomogeneous
Phantom Study

6.1 Introduction

The variation and accuracy of radiomic features remain as one of the most challeng-

ing task for implementing radiomic features as biomarkers [50]. Therefore, there is

a need for further assessments of the impact of different parameters on PET images

radiomics feaures. Clinical studies are subject to extraneous variables such as bio-

logical sensitivity, organ motion and patient size. Therefore, phantom studies can

be a considerable choice to control for bias relative to biological variability of clinical

studies. In Chapter 5, the impact of different reconstruction settings on PET image

radiomic features using an IQ NEMA phantom with inserts filled with homogeneous
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radioactivity was evaluated. Most of the previous phantom studies of radiomic pa-

rameters have utilised homogeneous inserts and very limited research exists which

analyse features for heterogeneous phantom images (Forgacs et al. [62],Gallivanone

et al. [76], Presotto et al. [87]).

This study set out to assess the effect of reconstruction settings on the stability of

PET image radiomic features using homogeneous and heterogeneous inserts. For this

purpose, four constructed inserts were placed into a water filled phantom and imaged.

Images were reconstructed with different reconstruction settings including number

of ordered subsets expectation maximisation (OSEM) subsets, number of iterations,

time-of-flight (TOF) and filter cut off. Regions of interest (ROI) were segmented

and 78 3D radiomic features for each tumour volume at each setting were extracted.

The Coefficient of Variation (COV) was calculated for each feature and stability of

features were categorised based on their COV. Methodologically, this study differs

from previous research in several ways. Forgacs et al. [62] and Presotto et al. [87]

extracted 27 and 39 radiomic features, respectively while in our study, we extracted

78 radiomic features. Furthermore, this work differs from prior studies on the number

of configurations, heterogeneity activity levels and tested reconstruction parameters.

As an example, the Forgacs et al. [62] investigation was based on only 3 different
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numbers of iterations, 2 different subsets and 2 FWHM Gaussian filters whilst our

study utilised 6 different numbers of iterations, 5 different subsets and 8 FWHM

Gaussian filters. Moreover, all radiomic features in this work were compliant with

the IBSI. Hence, this study provides an opportunity to advance our knowledge about

the robustness of heterogeneous features against different reconstruction settings.

6.2 Materials and methods

6.2.1 Phantom preparation

Four artificially constructed inserts were placed in a cylindrical uniform water filled

phantom. Each insert consists of 7 syringes filled with different radioactivity to model

lesions with varying degrees of heterogeneity. Two configurations of homogeneous

tumour inserts were constructed by arranging 6 and 7 syringes filled with 40 kBq/ml

F-18 activity concentration to mimic tumours (≈ 145 cm3) with and without necrotic

regions, respectively. The two remaining inserts were constructed in a similar way

by arranging syringes filled with 3 different F-18 activity concentrations (20,40 and

80 kBq/ml) to mimic heterogeneous tumours with and without necrotic regions,

respectively. Figure 6.1 shows an illustrative layout of the four configurations of

artificial constructed tumour inserts.
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Figure 6.1: An illustrative layout of the syringe mounting plate (A) and four configurations of
the artificial tumour inserts (B).

6.2.2 Acquisitions and reconstructions

A GE Discovery 690 PET/CT scanner was used to acquire phantom images. The

phantom was imaged for 80 minutes (Figure 6.2). Images were reconstructed using

the following default setting (reference image): order subset expectation maximiza-

tion, PSF, 24 subsets, 2 iterations, 6.4 mm filter cutoff and 256 matrix size. To

evaluate the effect of reconstruction settings on image radiomic features, images

were reconstructed with different reconstruction settings including: number of sub-

sets, number of iterations, filter cut-off and TOF reconstructions. Table 6.1 shows

the reconstruction parameters used to generate new images.
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Figure 6.2: Axial, Coronal and Sagittal views for the phantom scan at 80 minutes and default
reconstruction settings.

6.2.3 Segmentation

Velocity 3.2.1 software (Varian Medical Systems, Atlanta, USA) was used to obtain

the ground truth contour from the first configuration (homogeneous tumour). The

manual contouring tools were utilised to draw on new structures in Axial plane using

brush and 3D mode. Contour was adjusted in Coronal and Sagittal planes. This

contour was then overlaid onto all of the configurations and other subsequent images

resulted from changing the reconstruction settings. Figure 6.2 shows Axial, Coronal

and Sagittal views for the phantom scan at 80 minutes.
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Table 6.1: List of reconstruction settings used to generate new images. Default settings: TOF,
24 OSEM subsets, 2 iterations, 6.4 mm filter cutoff.

Reconstruction parameters Variations

Number of subsets 12, 16, 18, 24, 32
Number of iterations 1, 2, 3, 4, 5, 6
Filter Cut-off 0, 1, 2, 3, 4, 5, 6, 7
TOF Yes, No
Total number of parameters 21

6.2.4 Feature extraction and data analysis

For each ROI, SPAARC, an in-house developed tool built on Matlab, was used to

extract 78 3D-radiomic features. One third of these features were excluded and

52 features (that showed high stability and high percent agreement in Chapter 5)

were included in this study. Features including a 20 grey level co-occurrence matrix

(GLCM), 10 grey-level run-length matrix (GLRLM), 9 grey-level size zone matrix

(GLSZM), 11 grey-level distance zone matrix (GLDZM) and 2 neighbourhood grey-

tone difference matrix (NGTDM) were extracted. SPAARC radiomic analysis is

standardized according to IBSI [75]. All examined features are listed in Table 6.2.
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Table 6.2: List of examined radiomic features. These features were found to be robust (low
variation and high percent agreement) on the homogeneous phantom study.

Features
Group

Features Features
Group

Features

GLCM Joint average
Joint variance
Joint entropy
Difference average
Difference entropy
Sum average
Sum variance
Sum entropy
Contrast
Dissimilarity
Inverse difference
Inverse difference normalised
Inverse difference moment
Inverse difference moment
normalised
Inverse variance
Correlation
Autocorrelation
Cluster tendency
Cluster prominence
Second measure of information
correlation

GLSZM Small zone emphasis
High grey level zone emphasis
Small zone high grey level
emphasis
Grey level non-uniformity
Grey level non-uniformity
normalised
Zone size non-uniformity
normalised
Zone percentage
Grey level variance
Zone size entropy

GLRLM Short runs emphasis
Long runs emphasis
High grey level run emphasis
Short run high grey level emphasis
Grey level nonuniformity
Run length non-uniformity
Run length non-uniformity
normalised
Run percentage
Grey level variance
Run entropy

GLDZM Small distance emphasis
Large distance emphasis
High grey level zone emphasis
Small distance high grey level
emphasis
Grey level non-uniformity
Grey level non-uniformity
normalised
Zone distance non-uniformity
Zone distance non-uniformity
normalised
Zone percentage
Grey level variance
Zone distance entropy

NGTDM Complexity
Strength

To evaluate feature stability when extracted at different reconstruction settings,

COV was calculated for each feature over the different reconstruction settings in the

same way that described in Section 2.2.7. COV which is one of the most widely used
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tool in the literature on the stability of radiomic features [55, 48, 76]. Features were

categorized based on their COV values into four groups including stable (COV ≤

5%), moderately stable (5% < COV ≤ 10%), poorly stable (10% < COV ≤ 20%)

and unstable (COV > 20%).

6.3 Results

As reported in several studies, reconstruction settings have a different influence on

PET images [46, 55, 57, 62, 58, 61, 56, 48, 63]. The hierarchical cluster tree of

the radiomics features across COV of image reconstruction settings was created as

a variability heat map. The results (as shown in Figures 6.3 and 6.4) indicate the

effect of reconstruction settings, Time of Flight, number of subsets, number of itera-

tions, and FWHM of a Gaussian filter. The radiomics heatmap (figures 6.3 and 6.4)

depicts the variation of features over various parameter settings as quantified uti-

lizing the average of COV for all of lesions. Table 6.3 presents unstable (COV >

20%) features as ranked based on average of COV over all tested reconstruction

settings. Unstable features included GLRLM (Long run low grey level emphasis)

and GLSZM (Large zone low grey level emphasis). Table 6.3 also showed features

including GLCM (Difference entropy, Inverse difference normalised, Inverse differ-
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ence moment normalised, Second measure of information correlation), GLRL (Short

runs emphasis, Run percentage, Run entropy), GLSZM (Zone size entropy), GLDZM

(Zone distance entropy), NGTDM (strenght) to be stable (COV ≤ 5%) against all

reconstruction settings. Figure 6.5, 6.6 and 6.7 exhibit the COV values for GLCM,

GLRLM, GLSZM, GLDZM and NGTDM radiomic features. When comparing fea-

ture groups, NGTDM features have the lowest mean COV (figure 6.8). GLSZM was

the most sensitive feature type to the reconstruction settings.

6.3.1 Impact of TOF

As shown in Figure 6.9, fifty one features were stable against TOF. Such stable fea-

tures included GLCM (joint entropy, difference average, sum entropy, correlation,

joint maximum), GLRLM (shortRunEmp, Long run high grey level emphasis, Grey

level non uniformity, run percentage), GLSZM (Small zone emphasis, Zone percent-

age, Zone size entropy), GLDZM (Small distance emphasis, Large distance emphasis,

Low grey level zone emphasis, Zone distance variance) and NGTDM (Coarseness,

Busyness, Complexity, Strength). Only one feature (GLCM-Contrast, GLSZM-Zone

Size Variance, GLSZM-Large Zone Emphasis and NGTDM-Contrast) were moderate

stable against TOF. No features were poorly stable nor unstable.
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Figure 6.3: Inter-setting coefficient of variation was calculated for each image feature over applying
different reconstruction settings (e.g. five different numbers of subsets). Features were categorised
into four groups (stable, moderately stable, poorly stable, and unstable) based on their COV values.
The hierarchical cluster tree of the radiomics features across COV of image reconstruction settings
was created as a variability heat map. This figure is a heat map of the stability of GLCM and
GLRL features against different reconstruction settings.
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Figure 6.4: Inter-setting coefficient of variation was calculated for each image feature over applying
different reconstruction settings (e.g. six different numbers of iterations). Features were categorised
into four groups (stable, moderately stable, poorly stable, and unstable) based on their COV values.
The hierarchical cluster tree of the radiomics features across COV of image reconstruction settings
was created as a variability heat map. This figure is a heat map of the stability of GLSZM, GLDZM
and NGTDM features against different reconstruction settings.
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Figure 6.5: Bar chart illustrating the COV values for 20 (GLCM) radiomic features.

Figure 6.6: Bar chart illustrating the COV values for 19 (GLRLM & GLSZM) radiomic features.
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Figure 6.7: Bar chart illustrating the COV values for 13 (GLDZM & NGTD) radiomic features.

Figure 6.8: Box plot for the mean values of COV for each feature family over all reconstruction
settings
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Figure 6.9: Bar chart showing the number of features for each category

6.3.2 Impact of number of subsets

Forty six features were found to have high stability (COV ≤ 5%) with number

of OSEM subsets. Six features (7%) including GLCM-auto correlation, GLCM-

cluster prominence, GLRLM-high grey level run emphasis, GLRLM-short Run high

grey level emphasis, GLSZM-grey level non uniformity and GLDZM-grey level non

Uniformity were found to have moderate stability (5% < COV ≤ 10%). No features

showed poor stability nor instability at different number of subsets. All features from

NGTDM were stable (COV ≤ 5%) against subsets.
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Table 6.3: Features for each category of stability over all reconstruction settings

Features COV < 5% 5% < COV ≤ 10% 10% < COV ≤
20%

COV > 20%

GLCM jointEntropy
differenceAverage
differenceEntropy
sumEntropy
contrast
dissimilarity
inverseDifference
inverseDifferenceNorm
inverseDiffMoment
inverseDiffMomentNorm
inverseVariance
correlation
infoCorrelation1
infoCorrelation2

jointAverage
jointVariance
differenceVariance
sumAverage sumVariance
autoCorrelation
clusterTendency
clusterShade
clusterProminence

jointMaximum angu-
larSecondMoment

GLRLM shortRunEmp
longRunEmp
glNonUniformity
glNonUniformityNorm
rlNonUniformity
rlNonUniformityNorm
runPercentage
runEntropy

highGLRunEmp
shortRunHighGLEmp
glVariance
rlVariance

lowGLRunEmp
shortRunLowGLEmp
longRunHighGLEmp

longRunLow-
GLEmp

GLSZM smallZoneEmphasis
highGLZoneEmphasis
smallZoneHighGLEmphasis
glNonUniformityNorm
zonePercentage
glVariance
zoneSizeEntropy

glNonUniformity
zoneSizeNonUniformity
sizeZoneNonUniformityNorm

largeZoneEmphasis
lowGLZoneEmphasis
smallZoneLowGLEmphasis
largeZoneHighGLEmphasis
zoneSizeVariance

largeZoneLow-
GLEmphasis

GLDZM smallDistanceEmphasis
largeDistanceEmphasis
highGreyLevelZoneEmphasis
largeDistancehighGreyLEmphasis
greyLevelNonUniformityNorm
zoneDistanceNonUniformity
zoneDistanceNonUniformityNorm
zonePercentage
greyLevelVariance
zoneDistanceVariance
zoneDistanceEntropy

smallDistanceHigh-
GreyLEmphasis
greyLevelNonUniformity

lowGreyLevel-
ZoneEmphasis
smallDistanceLowGreyLEmphasis
largeDistancelowGreyLEmphasis

NGTDM coarseness
complexity
strength

contrast
busyness
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6.3.3 Impact of the number of iterations

More than 57% (45) of features were found to be stable with different number of

iterations. Features with very low varation included GLCM (sum average, sum

variance, sum entropy, contrast, dissimilarity, inverse difference, inverse difference

normalised), GLRLM (run percentage, grey level Variance, run entropy), GLSZM

(Small zone emphasis, High grey level zone emphasis , Small zone low grey level

emphasis), GLDZM (Small distance high grey level emphasis, Large distance high

grey level emphasis, Grey level non-uniformity normalised) and NGTDM (coarseness,

busyness, complexity). Seven (GLRL-Long run emphasis, GLSZM-grey level Nnon

uniformity, GLSZM-size zone non uniformity normalised, GLSZM- zone percentage,

GLDZM-grey level non uniformity, GLDZM-zone distance non uniformity, GLDZM-

zone percentage) features showed moderately stable against number of iteration. No

features were found to be poorly stable (10% < COV ≤ 20%) nor unstable (COV >

20%) with different numbers of iterations.

6.3.4 Impact of FWHM of the Gaussian filter

With changing FWHM of a Gaussian filter, twenty six features showed very small

variation (COV ≤ 5%). About 14% (11) of features were found to be moderately
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stable. Eleven features also showed poor stability against FWHM of the Gaussian

filter. Four features including GLCM-auto correlation, GLRLM-High grey level run

emphasis, GLRLM- short run high grey level emphasis and GLDZM-Small distance

high grey level emphasis demonstrated high variation (COV > 20%) (Figure 6.9).

6.4 Towards selection of robust heterogeneous PET

image radiomic features

The impact of different reconstruction settings on homogeneous and heterogeneous

phantom PET images was investigated in Chapter 5 and this Chapter 6. Features

which showed high stability and good agreement in the first phantom study (Chap-

ter 5) using a homogeneous phantom were passed to further assessment with hetero-

geneous phantom study. Together these two empirical studies provide important in-

sights into the robustness of radiomic features against reconstruction settings. How-

ever, the ability of these robust features to identify the differences between regions

(inserts) is still unknown. To this end, the present study was designed to determine

the capability of PET radiomic features to capture the differences between regions

(inserts). Thus, this study will compare the value of features that were found to be

robust in Sections 5.3 and 6.3 at six different regions. For this purpose, a further

analysis was applied to 38 radiomic features.
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To assess the ability of radiomic features to capture heterogeneity differences,

the Friedman test [88, 89] can be used. The Friedman test is a statistical tool which

was introduced by Milton Friedman in 1937. It involves ranking each row separately

and then sums the ranks in each column (group). In our study, rows contain feature

values at different reconstruction settings. P values will be small if the sums are very

different. In contrast, high P values indicate that there is no significant difference

between tested groups.

To determine whether or not there is a statistically significant difference between

the means of regions in which the same reconstruction parameter was used in each

configuration (shape1 vs shape2, shape1 vs shape3, shape1 vs shape4, shape2 vs

shape3, shape2 vs shape4 and shape3 vs shape4), The Friedman test was performed

for each feature and the steps of applying the Friedman test can be summarized as

follows:

1) Rows (reconstruction parameter) were ranked in ascending order based on fea-

tures values for each reconstruction parameter.

2) The sum of ranks for each region (column) was calculated

3) The test statistic (Q) was calculated using the following equation (6.1):
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Q =
12 x

∑
R2

j

nk(k + 1)
− 3n(k + 1) (6.1)

where:

n = number of reconstruction parameters = 21; k = number of configurations

(regions) = 2; R2
j= sum of ranks for the jth region.

4) Corresponding P value was determined.

The null hypothesis for the Friedman test is that there are no differences between

the variables. If the calculated probability is low (P less than the selected significance

level) the null-hypothesis is rejected. P value was tested for each feature and if P

value was less than 0.05 then the null hypothesis was rejected and stated as false as

the texture was showing a difference between those regions within all reconstruction

settings. If P value was higher than 0.05 then the null hypothesis was accepted and

stated as true as the texture was showing no difference between tested regions.
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Figure 6.10: Workflow of selecting good features that can detect the differences between regions.

If any feature demonstrates a difference for all of the 6 combinations, the fea-

ture will be considered as “good feature” to capture heterogeneity differences. Thus,

throughout this thesis, the term good feature is used to refer to feature that showed

high stability and has ability to differentiate between heterogeneity levels. Other-

wise, that feature is deemed unsuitable to detect the differences between regions.

Figures 6.10 and 6.11 show the workflow that was followed in this analysis.

We tested all features (38) with high stability over all reconstruction settings

to find out how many of them differed statistically between regions. Fifteen out of

38 (31%) features showed statistically significant difference between each region and
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others. Such features included GLCM (differenceAverage, differenceEntropy, dis-

similarity and inverseDifference), GLRL (longRunEmp, glNonUniformity and run-

Percentage) and NGTDM (complexity and strength). More than half (8) of the

discriminative features were mainly derived from grey level co-occurrence matrix.

It was observed that some features such as GLSZM (glVariance) were statistically

different between region 1 vs 3, 2 vs 3 and 2 vs 4, but not between region 1 vs 2, 1

vs 4 and 3 vs 4.

 

Feature A Region 1 Region 2 
TOF 𝑿𝟏  ,   𝑻𝑶𝑭 𝑿𝟐  ,   𝑻𝑶𝑭 

Non-TOF 𝑿𝟏  ,   𝑵𝒐𝒏−𝑻𝑶𝑭 𝑿𝟐  ,   𝑵𝒐𝒏−𝑻𝑶𝑭 

Number of subsets = 12 𝑿𝟏  ,   𝒔𝒖𝒃𝒔𝒆𝒕𝒔:𝟏𝟐 𝑿𝟐  ,   𝒔𝒖𝒃𝒔𝒆𝒕𝒔:𝟏𝟐 

Number of subsets = 16 𝑿𝟏  ,   𝒔𝒖𝒃𝒔𝒆𝒕𝒔:𝟏𝟔 𝑿𝟐  ,   𝒔𝒖𝒃𝒔𝒆𝒕𝒔:𝟏𝟔 

Number of subsets = 18 𝑿𝟏  ,   𝒔𝒖𝒃𝒔𝒆𝒕𝒔:𝟏𝟖 𝑿𝟐  ,   𝒔𝒖𝒃𝒔𝒆𝒕𝒔:𝟏𝟖 

Number of subsets = 24 𝑿𝟏 ,   𝒔𝒖𝒃𝒔𝒆𝒕𝒔:𝟐𝟒 𝑿𝟐 ,   𝒔𝒖𝒃𝒔𝒆𝒕𝒔:𝟐𝟒 

Number of subsets = 32 𝑿𝟏  ,   𝒔𝒖𝒃𝒔𝒆𝒕𝒔:𝟑𝟐 𝑿𝟐  ,   𝒔𝒖𝒃𝒔𝒆𝒕𝒔:𝟑𝟐 

Number of iterations = 1 𝑿𝟏  ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟏 𝑿𝟐  ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟏 

Number of iterations = 2 𝑿𝟏 ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟐 𝑿𝟐 ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟐 

Number of iterations = 3 𝑿𝟏  ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟑 𝑿𝟐  ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟑 

Number of iterations = 4 𝑿𝟏  ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟒 𝑿𝟐  ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟒 

Number of iterations = 5 𝑿𝟏  ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟓 𝑿𝟐  ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟓 

Number of iterations = 6 𝑿𝟏  ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟔 𝑿𝟐  ,   𝒊𝒕𝒆𝒓𝒂𝒕𝒊𝒐𝒏:𝟔 

FWHM filter = 0 𝑿𝟏  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟎 𝑿𝟐  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟎 

FWHM filter = 1 𝑿𝟏  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟏 𝑿𝟐  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟏 

FWHM filter = 2 𝑿𝟏  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟐 𝑿𝟐  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟐 

FWHM filter = 3 𝑿𝟏 ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟑 𝑿𝟐 ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟑 

FWHM filter = 4 𝑿𝟏  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟒 𝑿𝟐  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟒 

FWHM filter = 5 𝑿𝟏  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟓 𝑿𝟐  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟓 

FWHM filter = 6 𝑿𝟏  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟔 𝑿𝟐  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟔 

FWHM filter = 7 𝑿𝟏  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟕 𝑿𝟐  ,   𝒇𝒊𝒍𝒕𝒆𝒓:𝟕 

Figure 6.11: An illustrative example showing how the data sorted to perform the Friedman test.
The example includes 21 reconstruction settings and two different regions (shape1 vs shape2). This
was repeated for each of five other combinations (shape1 vs shape3, shape1 vs shape4, shape2 vs
shape3, shape2 vs shape4 and shape3 vs shape4). P values were then calculated for each pair of
regions to determine whether or not there is a statistically significant difference between the means
of regions.
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6.5 Conclusions

This chapter described the work carried out to evaluate the effect of different re-

construction settings on the stability of PET image radiomic features based on tu-

mour inserts with differing levels of heterogeneity. For this purpose, an array of

radioactivity filled syringes (7 in total for each tumour) were placed in a phantom

and imaged for 80 minutes. Images were reconstructed with different reconstruction

settings (TOF, Subsets, Iterations and FWHM Gusion filters). Various types of ra-

diomic features (GLCM, GLRLM, GLSZM, GLDZM and NGTDM) compliant with

the IBSI were extracted. The COV and features categorised into 4 groups based on

their COV values were then calculated. 32 (41%) features were found to have very

low sensitivity against all tested reconstruction parameters. The implications will be

explained in the final conclusive discussion (Section 8.1) of the thesis.

The main goal of the study showed in Section 6.4 was to determine the ability of

stable features to detect the differences between two or more regions. Further analysis

was applied to the findings of Chapter 5 and this Chapter 6. Features extracted

from each region (Figure 6.1) at all reconstruction settings were analysed with the

Friedman test in order to find out whether the features differed between regions.
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This study has shown that 12 features were statistically significantly different (P <

0.05) between all regions. Features which were most often statistically significantly

different consisted mainly of those derived from the grey level co-occurrence matrix.

This research will serve as a base for future studies that focus on implementing

radiomic features as biomarkers. Although the current study is based on phantom

data, it offers some insight into conducting similar analysis on clinical research.

Finally, this study suggests features with high COV should be removed from the

list of features that can be utilised as new biomarkers. Further clinical studies are

needed to prove an established role of PET images radiomic features in serving as

an adjuvant diagnostic tool.
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Chapter 7

Artificial Neural Network
Algorithm to Cluster Radiomic
Data

7.1 Introduction

As described in Section 4.1, self-organizing map (SOM) is a type of artificial neu-

ral network which takes a set of texture parameters and maps them onto a two

dimensional grid of neurons [84, 85]. Each neuron in the grid is assigned an initial

weight vector M = (mg1,mg2, ..,mgD) with the same dimensionality as that of the

input data g=(1,2,...L). The training uses competitive learning (nodes compete to

respond to input data). In Chapter 4, SOM was implemented to explore and cluster

the statistical variability of PET texture parameters in the pre-clinical model. In

that study, a set of texture parameters (input data) have been mapped onto a two

dimensional grid of neurons. The findings have demonstrated that the statistical
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distribution of the input texture has clear modes which are dependent on contour

size. This means that changing contour size alters the distribution of standardised

(and normalised (z-score)) texture features.

This chapter is an extension to the previous work (Chapter 4) and attempts to

explores applicability of SOM in identifying emergent properties that affect radiomics

variability involving heterogeneous phantom study. The methods and results will be

highlighted in detail in the following sections.

7.2 Materials and methods

PET images of a phantom containing four inserts were used in this study. The inserts

were constructed using an array of radioactivity filled syringes (7 in total for each

insert) with varying degrees of heterogeneity (20, 40 and 80 KBq of 18F-FDG). The

phantom was imaged for 80 minutes and re-binned into 4 x 20 minute PET scans (20,

40, 60 and 80 minutes). Each tumour was segmented by four different systematic

3D-Contour sizes (9, 10, 11 and 12 mm) using Velocity 3.2.1 software (Varian Medical

Systems, Palo Alto, CA). SPAARC was utilised to extract 78 3D-Radiomic features

for each volume at each time point. Thus, each feature has 64 observable values

that arise from 4 inserts, 4 different contour sizes and different time points. The
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Z-score (Z-omic) for each texture measurement was calculated for inter-comparison

of different textures. The mean Z-omic was calculated for 5 pre-defined groups of

texture including grey level co-occurrence matrix (GLCM), grey-level run-length ma-

trix (GLRLM), grey-level size zone matrix (GLSZM), grey-level distance zone matrix

(GLDZM) and neighbourhood grey-tone difference matrix (NGTDM). To learn the

self-organising map of the averaged Z-omic using 16 organising neural networks, the

R software was used (learning rate of 0.05 and a Gaussian neighbourhood function

with standard deviation 1).

7.3 Results

From the input dataset each instance of measured texture (Z-omic) was assigned to

a single node that best represents its distribution of variability. The classification of

each node and the relative contribution of the grouped features is demonstrated in

the codes plot (pie representations of the representative vectors for the grid) shown

in figure 7.1. To assess the impact of confounding variables (in this study acquisition

time, contour size) on the variability of texture parameters, cluster analysis on the

distribution of the contour sizes and acquisition times over the nodes of the SOM

can be performed and a heatmap may be visualised.
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Figure 7.1: Codes plots (pie representations of the representative vectors for the grid) for the
texture features. These codes plots represent the clusters (node wieght vectors associated with each
node).

The SOM is blind to the considered confounding variables, so any visible clusters

in the heatmap, demonstrate an association between the confounding variable and

the input data. Figures 7.2 and 7.3 present the distribution of the second and third

contour sizes with respect to the self-organised features. From these figures, it can be

clearly seen that two distinct clusters can be visualised in the heatmap. This allows

us to interpret that contour size acts as a confounding variable when performing

texture analysis and varying contour size alters the distribution of standardised (and

normalised (z-score) texture features.
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Figure 7.2: The distribution of the second contour size with respect to the self-organised features.
This heat map demonstrates the distribution or frequency of the first contour size over the code
cells (nodes) of the SOM.

No such relationship was observed when probing post injection imaging time as

the confounding variable as no clusters were observed in the heatmap. Therefore, it is

evidenced that an emergent property of the statistical variability of the grouped tex-

tures is the extremes of contour size. The findings of the current study are consistent

with previous study (preclinical study) which suggest that the statistical distribution

of the input texture has clear modes which are dependent on contour size.
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Figure 7.3: The distribution of the third contour size with respect to the self-organized features.
This heat map demonstrates the distribution or frequency of the first contour size over the code
cells (nodes) of the SOM.

7.4 Conclusions

The work described in this chapter was designed to implement a self-organising map

to texture feature analysis in a heterogeneous phantom experiment model. The

present study confirms previous findings (described in section 4.3) and contributes

additional evidence that suggests SOM has ability to identify emergent properties

that affect their variability, in this case contour size.

In addition, the SOM can be used with outcome data to serve as a predictive

tool for dependent variables (e.g therapy response, prognosis). In so doing the learnt
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representations of self-organised features serve as the attributes for prediction which

will take into consideration the statistical variability in the underlying dataset.
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Chapter 8

Discussion and conclusions

8.1 Discussion

Chapter 1 provided a literature review and an introduction to PET imaging ra-

diomics. In the literature review, it was identified that the quantitative accuracy of

radiomic features is a central issue which determines the success of utilising radiomic

features as a biomarker in clinical practice [45, 90]. The accuracy of radiomic fea-

tures may be affected by different factors such as post injection imaging time and

reconstruction settings. More information on the impact of these factors would help

us to establish a greater understanding on this matter and increase confidence in the

utilisation of texture features as imaging biomarkers [45, 91]. This thesis intended to:

(1) determine whether different factors (post injection imaging time and reconstruc-

tion settings) have an effect on PET radiomics analysis, (2) investigate the statistical
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influence (impact of two combined variables) of imaging time and segmentation vol-

ume on PET radiomic features, and (3), explore, capture and cluster the statistical

variability of PET texture parameters using a self-organising map (SOM).

In the work addressed in Chapter 2, we aimed to assess the impact of acquisition

time and reconstruction settings (number of subsets and iterations) on PET image

radiomic features involving a preclinical study. Conducting preclinical studies in the

field of radiomics may serve as a bridge to clinical research and trial translation. Our

results demonstrated that different reconstruction settings have different impacts

on PET radiomic features. For example, grey level non-uniformity from GLRLM

and grey level non-uniformity normalised from GLSZM were stable and non-stable

against number of iterations, respectively. Zone distance variance from GLDZM

had low stability against number of iterations and medium stability against number

of subsets. This is in line with previous studies which have demonstrated that the

stability of PET radiomic features is changeable over different reconstruction settings.

There are some noticeable differences and similarities between our findings and

those of previous studies. For example, Yan et al. investigated the impact of re-

construction settings on 61 statistical and heterogeneity features such as GLCM,

GLRLM, GLSZM and NGLDM [55]. Their results showed that the iteration number
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and full width at half maximum (FWHM) had a similar effect on the stability of fea-

tures. In our study, in comparison to Yan et al., about 9 features (from 40 common

features) have good agreement. For example, the Energy feature had high stability

(COV ≤ 5%) and the skewness feature was found to have low stability (COV > 20%)

against number of iterations in both studies. In another similar study, Bailly et al.

assessed the variability of 15 textural features against reconstruction parameters (e.g.

reconstruction algorithm, number of iterations and matrix size) [92]. Their results

demonstrated that 4 (26%) features were very sensitive to changes in the number of

iterations. In comparison to Bailly et al., our findings have 23% (3 from 13 common

features) agreement with their results. Our results in chapter 2 were based on a

preclinical data set while the majority of previous studies were based on either clin-

ical or phantom data and this may explain the differences between our results and

others. Thus, a possible explanation for differences between our results and others

might be due to biological parameters such as proliferation or metabolism.

In line with the aims laid out in Section 1.3, the studies discussed in Chap-

ter 3 have primarily focused on investigating the influence of a combination of two

variables (post injection imaging time and segmentation volume). In this work, the

correlation of 78 features with varying time (T1 to T4) and contour size (C1 to
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C4) was investigated resulting in 8 correlation matrices (as shown in Figure 3.4)

for each feature. The determinant of each correlation matrix was then calculated.

Variables were more correlated as the determinant approaches zero and uncorrelated

as the determinant approaches one. The results of this study have shown that mean

determinant of correlation for post injection imaging time = 0.13296 vs. mean de-

terminant of correlation for segmentation volume = 0.02378. Thus, the key finding

drawn from this study is that texture features have greater correlation with contour

size than acquisition time.

The research described in Chapter 4 aimed to address the use of artificial neural

networks, specifically self-organising maps, to visualise the input data. Each SOM

was trained using unsupervised learning to generate a lower dimensional represen-

tation of the input data on an underlying manifold. SOM produce heatmaps that

can be used to assess the impact of predefined variables. The SOM is blind to the

suspected confounding variables, so any visible clusters in the heatmap demonstrate

an association between the confounding variable and the input data (radiomic fea-

tures). Two distinct clusters were visualised in the heatmap allowing us to interpret

that contour size acts as a confounding variable when performing texture analysis

and changing contour size alters the distribution of standardised (and normalised
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(z-score)) texture features. No such relationship was observed when probing post in-

jection imaging time as the confounding variable as no clusters were observed in the

heatmap. We expect SOM to be valuable to serve as a predictive tool for dependent

variables (e.g therapy response and prognosis). An example of the application of the

SOM for predictive analysis will be highlighted at the end of this section.

The purpose of Chapter 5 was to investigate the impact of different reconstruc-

tion settings on PET radiomic features. In order to achieve this, an IQ NEMA

phantom with 6 inserts filled with homogeneous radioactivity was scanned and im-

ages reconstructed with different reconstruction parameters including:

(a) with/without TOF.

(b) Five different numbers of subsets.

(c) Six numbers of iterations.

(d) Eight full widths at half maximum (FWHM) of Gaussian filters.

Seventy eight 3D radiomic features were extracted from each new image. The re-

sults presented in this chapter demonstrate that various reconstruction settings have

different impacts on PET radiomic features. For example, GLRLM - run length
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variance was found to have moderate stability against the number of OSEM sub-

sets and to have instability with changing FWHM of Gaussian filter. In contrast,

GLCM - dissimilarity and GLDZM - small distance emphasis were found to be sta-

ble with changing all of the reconstruction settings. Whilst the majority of PET

radiomic features were stable against various reconstruction protocols, there were

several features that were affected when reconstruction settings were varied. The

results presented in this chapter suggest that these sensitive features should not be

used in the development of models based on radiomics analysis.

Generally, features were found to be more sensitive against FWHM Gaussian

filters than other reconstruction parameters. A possible explanation for this might

be that increasing FWHM will lead to improved signal to noise and reduce the spatial

resolution resulting in smoothing of the intensity distribution.

This experiment was repeated twice under similar conditions and protocols to

assess the agreement between the three measurements. Percent agreement was cal-

culated by comparing the variation of each feature with different reconstruction

settings. This further analysis demonstrated that the degree of agreement among

repeated experiments was high (80% or greater) for nearly three quarters of the

tested radiomic features. As an example, GLCM-Joint average was found to have
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low COV (high stability) on all of the three measurements. Therefore, the agreement

was 100% for this feature. About one quarter of features exhibited low agreement

(66% or less) when the impact of various reconstruction settings was evaluated re-

peatedly. A possible explanation for this disagreement between categories of features

may be caused by the fact that COV values are very close to classification thresholds.

For instance, joint maximum from GLCM was found to have poor stability against

FWHM Gaussian filters in the first experiment as its COV was 19.8%. The same

feature was categorized as unstable in the third experiment because its COV was

20.7%. Thus, GLCM showed disagreement between experiments even though the

difference in COV was small due to lying adjacent to the classification boundary.

The presented results demonstrate that radiomic features listed in table 8.1 can

be considered as robust features for two reasons. First, these radiomic features were

found to have a very high stability against all reconstruction settings. Second, they

exhibit high percent agreement (nearly the same COV at all of the three measure-

ments) when experiment are repeated.
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Table 8.1: List of robust (low variation and high percent agreement) radiomic features.

Features
Group

Features Features
Group

Features

GLCM Joint average
Joint variance
Joint entropy
Difference average
Difference entropy
Sum average
Sum variance
Sum entropy
Contrast
Dissimilarity
Inverse difference
Inverse difference normalised
Inverse difference moment
Inverse difference moment
normalised (IDMN)
Inverse variance
Correlation
Autocorrelation
Cluster tendency
Cluster prominence
Second measure of information
correlation (SMIC)

GLSZM Small zone emphasis
High grey level zone emphasis (HGLZE)
Small zone high grey level emphasis
(SZHGLE)
Grey level non-uniformity
Grey level non-uniformity normalised
(GLNUN)
Zone size non-uniformity normalised
(ZSNUN)
Zone percentage
Grey level variance
Zone size entropy

GLRLM Short runs emphasis
Long runs emphasis
High grey level run emphasis
Short run high grey level emphasis
(SRHGLE)
Grey level nonuniformity
Run length non-uniformity
Run length non-uniformity normalised
(RLNUN)
Run percentage
Grey level variance
Run entropy

GLDZM Small distance emphasis
Large distance emphasis
High grey level zone emphasis (HGLZE)
Small distance high grey level emphasis
(SDHGLE)
Grey level non-uniformity
Grey level non-uniformity normalised
(GLNUN)
Zone distance non-uniformity
Zone distance non-uniformity normalised
(ZDNUN)
Zone percentage
Grey level variance
Zone distance entropy

NGTDM Complexity
Strength
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The aim of the Chapter 6 study was to assess the stability of PET image radiomic

features with varying reconstruction settings involving different configurations of

phantom inserts. This experiment was designed to mimic non uniform distributions.

A phantom study to assess the stability of radiomic features removes the complexities

of physiologically induced confounding variables if the analysis is performed in vivo.

Thus, this phantom experiment may be considered analogous to exploring the effects

of changing reconstruction settings on the stability of clinically measured radiomic

features.

The results of this study indicate that the impact of reconstruction settings on

a radiomic feature depends upon the feature in question. For instance, GLCM (Dif-

ference entropy, Inverse difference normalised), GLRL (Short runs emphasis, Run

entropy), GLSZM (Zone size entropy), GLDZM (Zone distance entropy) were stable

against all reconstruction settings, while GLRL (Long run low grey level empha-

sis) was unstable against most reconstruction settings. NGTDM (Busyness) was

moderately stable against subsets and had poor stability against FWHM Gaussian

filters.

We have shown that TOF had the lowest impact on radiomic features. TOF

improves image quality by locating the position of the annihilation event along the
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line of response, improving both spatial resolution and image contrast. This study’s

results can be explained by the fact that TOF reconstruction produces better (com-

pared to non TOF) contrast for small objects (< 2 cm). Nevertheless, both (TOF

and non TOF) produce the same contrast for large objects (> 2 cm) [93]. In our

study, the majority of the inserts were bigger than 2 cm.

Applying OSEM methodology enables the reconstruction of PET images to be

accelerated. Nevertheless, there is a trade-off between the number of subsets and

increasing noise and image quality. There is also a trade-off between the number of

iterations and image noise. As the number of iterations increases, image noise will

increase [94]. The number of iterations and subsets were found to have quite similar

effects on all measured radiomic features. This may be due to the fact that OSEM

reconstructions with n iterations and m subsets are equivalent to m iterations and

n subsets and increasing any of them will increase sub iterations (subset×iteration)

which eventually results in elevated noise level. The largest variation in image fea-

tures occurred when varying the FWHM of the Gaussian filter. A possible explana-

tion for this might be that smoothing using the Gaussian filter (FWHM) improves

signal to noise and decreases spatial resolution, consequently increasing uniformity

on the intensity distribution.
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This study differs from prior works in several ways. More features, number

of lesion configurations, heterogeneity activity levels and reconstruction parameters

were used. The present findings are consistent with other research which found that

varying reconstruction settings has variable influence on the stability of different

PET radiomic features. As an example, Gallivanone et al. assessed the impact of

different reconstruction settings (i.e. Filters, Iterations and Subsets) on different

radiomic features [76]. They concluded that subsets and matrix size had lowest and

greatest impact on the stability of features, respectively. In our study, in comparison

to Gallivanone et al., about 19, 22, 17 features (from 36 common features) had the

same COVs against subsets, Iterations and filter, respectively. In both studies, dis-

similarity (GLCM), Short run emphasis (GLRLM), Small zone emphasis (GLSZM),

strength (NGTDM) had high stability. Low grey-level run emphasis and Long run

low grey-level emphasis (GLRLM), Large zone low grey-level emphasis (GLSZM)

were unstable in both studies.

Doumou et al. studied the impact of image smoothing (FWHMGaussian filters),

segmentation and quantisation on the stability of 57 heterogeneity features [60]. For

the 38 features in common with our study, 12 features had good agreement when

varying the FWHM Gaussian filter. As an example, Inverse difference normalised
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(GLCM) and strength (NGTDM) were stable and small zone low emphasis and large

zone low emphasis (GLSZM) were unstable against varying Gaussian filter in both

studies.

In a study by Shiri et al., 100 radiomic features were extracted from patient and

phantom images with different reconstruction settings [48]. Our results are consistent

with theirs in terms of short run emphasis (GLRLM), zone percentage (GLSZM),

correlation, and inverse difference moment (GLCM) having small variability against

subsets and FWHM filters.

In another study, Forgacs et al. used inhomogeneous tumour inserts (7 sy-

ringes) placed in a cylindrical phantom and imaged with different acquisition times

and reconstruction settings [62]. According to their strategy, reliable heterogeneity

parameters must be volume independent, reproducible, and appropriate for detecting

heterogeneity levels. Entropy, Correlation, Homogeneity and Contrast were found to

have low variation with varying acquisition times and reconstruction settings [62]. In

our study, 3 out of these 4 features were found to have very low COV when varying

all of the tested reconstruction settings.

Bailly et al. assessed the robustness of 15 features with matrix size, number of

iterations, Gaussian post-filtering, noise and the reconstruction algorithm [92]. For
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the 13 features in common with our own study, 38% and 54% of them showed the

same COVs in number of iterations and FWHM Gaussian filter, respectively. We

can expect these common features that showed the same COVs to be particularly

useful in multi-centre studies.

There are several causes for the differences between our results and the previous

studies. First, the statistical algorithms used to analyze the results were different be-

tween studies. Second, the range of categorizations differ from one study to another.

For instance, we categorized the features into 4 groups based on the COV values,

unlike the Bailly study which used only 3 categorisations. This strongly supports

the need for standardisation of the analysis approach, especially in clinical trials and

multicentric studies.

In Chapter 6, we also performed further analysis to the findings of Sections 5.3

and 6.3. This analysis was designed to evaluate the ability of radiomic features

to distinguish between different synthetic tumour inserts. In addition, this study

aimed to select robust heterogeneous PET image radiomic features. For this purpose,

forty (out of 78) features investigated in the previous chapters were excluded in this

analysis due to their instability. The remaining features (38) were analysed using

the Friedman test in order to determine whether these features differed between the
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regions. The Friedman test was performed for each combination (shape1 vs shape2,

shape1 vs shape3, shape1 vs shape4, shape2 vs shape3, shape2 vs shape4 and shape3

vs shape4) to determine whether or not there was a statistically significant difference

between the means of regions in which the same reconstruction parameter was used

in each configuration. This study demonstrated that 12 features were statistically

significantly different (p < 0.05) between all regions. These 12 features may be

reasonably considered as good features for two reasons. First, these features showed

high stability as indicated in section 5.3 and 6.3. The second reason is that these

features are able to distinguish between different tumour regions as mentioned in

section 6.4.

In Chapter 7, we implemented self-organising maps to explore and cluster the

statistical variability of PET texture parameters in the heterogeneous phantom data.

A set of texture parameters (input data) were mapped onto a two dimensional grid

of neurons. According to this study, the statistical distribution of input texture

has clear modes depending on the contour size, consistent with the results of chap-

ter 4. These two studies (Chapters 4 and 7 ) introduced the unsupervised SOM

for visualisation and clustering of high dimensional data onto a lower dimensional

representation. Using this method, we are able to gain insight into the radiomics
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dataset and the factors contributing to radiomic distributions and clusterings for

interpretation and classification.

SOM can be used in a supervised learning framework; whereby independent

variables can be trained with SOM to make classifications / predictions of testing

data. The X-Y fused SOM [95] has been proposed for these purposes which uses an

additional grid of nodes (Ymap) to map the class information. The procedure for

predicting the class membership of new inputs starts with presenting a new input

vector to the network. The position of the winning unit in the Xmap is used to look up

the class membership of the corresponding unit in the Ymap: the maximum value of

this unit’s weight vector determines the actual class membership [96]. Constructing

a predictive radiomics model using this supervised SOM, would allow prediction of

outcome metrics to be coupled with modelling of confounding variables and may

prove to be an effective method going forward.

Several limitations need to be considered in this work. First, the current study

is based on a relatively small pre-clinical dataset. Larger sample sizes would provide

more reliable results with greater precision. With increasing sample size, the stan-

dard deviation of the means decreases and, consequently, the coefficient of variation

may decrease as well. The future clinical study will involve 50 patients, as described
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in section 8.2. In chapter 3, our study aimed to assess the influence of a combination

of two factors (segmentation volume and acquisition time). We did not evaluate the

impact of a combination of three or more factors. This is a topic that could be inves-

tigated in future work. In the work described in chapter 5, all of the phantom inserts

were filled with a homogeneous radioactivity as it was not possible to fill these inserts

with heterogeneous activity. In the later investigation (chapter 6), it was possible to

use different inserts that were capable to be filled with heterogeneous activity.

The impact of interpolation, segmentation and quantization have not been taken

into account in this study and these parameters may also have a substantial influence

on PET radiomic features. However, we used a fixed isotropic voxel dimension,

delineation and bin size with all of reconstructed images to minimize the impact of

these parameters. Whybra et al. [74] , Leijenaar et al. [22] and Lu et al. [97] have

investigated the effect of these parameters. Furthermore, physiological parameters

were absent in the phantom studies and further studies with more focus on clinical

data are therefore suggested.
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8.2 Future research

Although the general applicability of the current results must be established by future

work, the aforementioned studies offered insight into some innovative approaches

for radiomics data analysis. Furthermore, the results presented in this thesis have

provided a new understanding of the impact of different parameters on PET radiomic

features. It would be useful to extend the mentioned approaches in this thesis to

include clinical data.

We have prepared a clinical protocol which received research ethics approval

and it will be developed further in the future by the PETIC Centre. The proposed

research can be briefly summarised as follows:

(a) Study title: Temporal Variation of radiomic features in PET Images.

(b) IRAS project ID: 274533

(c) REC reference: 20/NE/0024

(d) Study Objectives: The main goal of this study is to investigate temporal vari-

ation of radiomic features in PET images. Extracted features of the first PET

scan will be compared to those extracted from the second (Standard) PET
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scan. This will form the main question to assess variability of textural features

in PET images due to different acquisition time.

(e) Summary of Study Design: Participants will be of 18-65 years, with no con-

traindications to undergoing a longer time on PET/CT scanner. Up to 50

participants who have previously agreed to be part in this study will be asked

to undergo an additional PET scan. Participants will be asked to stay on the

scanner bed for about 50 minutes. Participants will be scanned twice. The

first scan will include only PET scan while the second scan include PET/CT

scan. After participants done the first scan (PET), they will be scanned again

for the second (PET/CT) scan (requested scan). Both scans will be imported

into SPAARC to extract 78 3D-radiomic features for each volume. Features

include grey level co-occurrence matrix (GLCM), grey-level run-length matrix

(GLRLM), grey-level size zone matrix (GLSZM), grey-level distance zone ma-

trix (GLDZM) and neighbourhood grey-tone difference matrix (NGTDM) will

be extracted. All radiomic features will be compliant with the IBSI.

In addition to the aforementioned clinical study, several artificial neural net-

work techniques could be applied more broadly. As an example, the self-organizing

map may be utilised to cluster and visualise data with three or more dimensions
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(confounding variables) instead of two dimensions.

8.3 Conclusions

The studies described in this thesis aimed to:

(a) Investigate the impact of the post injection time on stability of FDG PET

radiomic features and determine which radiomic features are more stable than

others to use in studies that involve multiple time points acquisitions.

(b) Assess the variation of FDG PET radiomic features due to varying reconstruc-

tion settings (OSEM, number of subsets, number of iterations and TOF). This

assessment aims to identify which radiomic features are more stable than others

to use in studies that involve different reconstruction settings protocols.

(c) Investigate the statistical influence (impact of two combined variables) of imag-

ing time and segmentation volume on PET radiomic features.

(d) Explore, capture and cluster the statistical variability of PET texture param-

eters using a self-organising map (SOM). SOM is a type of artificial neural

network (ANN) that is trained using unsupervised learning to produce a lower

dimensional representation of the input data on an underlying manifold.
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We have studied the dependence of standardised radiomic features with a multi-

tude of PET image reconstruction parameters and identified those that are unstable.

Furthermore, this work specifically explored that some robust heterogeneous PET

images radiomic features can detect and capture the differences between inserts.

Despite its exploratory nature, this study offers some insight into utilising radiomic

features as an adjuvant diagnostic tool along with traditional clinical imaging. These

radiomic features may be able to provide prognostic information by correlating tu-

mour heterogeneity with the detrimental biological features of increased tumour stage

and patient survival. A benefit of this radiomics analysis technique is that it can

be used within existing clinical practice without adding an additional burden to pa-

tients, since the technique is an additional post-processing step of standard PET

images.

We have introduced the novel application of a self-organising map to radiomics

analysis in PET imaging, although the general framework can be applied to all other

imaging modalities. We have demonstrated its ability in identifying confounding

variables that effect radiomic features. With the extension to greater suspected

confounding variables such as image acquisition / reconstruction settings, image

pre and post processing variables and varying segmentation algorithms we offer a
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flexible method for full interrogation of the radiomics pipeline. We have postulated

how the SOM may also be utilised with outcome data to serve as a predictive tool

for dependent variables (e.g prognosis, therapy response). In so doing the learnt

representations of self-organised features serve as the attributes for prediction which

will take into consideration the statistical variability in the underlying dataset. This

serves as a promising area for future work.
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Appendix A

Pre-clinical studies

A.1 Post injection imaging time

Table A.1: Coefficient of variation (COV) value for each extracted feature against post injection
imaging time. Features were classified based on their COV values. 1= (COV ≤ 5% ), 2 = (5% >
COV ≤ 10%), 3 = (10% > COV ≤ 20%) and 4 = (COV > 20%).

Feature name COV value Category
GLCM - Joint maximum 5.351367 2
GLCM - Joint average 1.856867 1
GLCM - Joint variance 4.021925 1
GLCM - Joint entropy 0.911813 1
GLCM - Difference average 3.019809 1
GLCM - Difference variance 4.854791 1
GLCM - Difference entropy 1.12164 1
GLCM - Sum average 1.856966 1
GLCM - Sum variance 3.810228 1
GLCM - Sum entropy 0.620974 1
GLCM - Angular second moment 2.131694 1
GLCM - Contrast 5.85649 2
GLCM - Dissimilarity 3.019809 1
GLCM - Inverse difference 1.149947 1
GLCM - Inverse difference normalised 0.178889 1
GLCM - Inverse difference moment 1.570165 1
GLCM - Inverse difference moment normalised (IDMN) 0.060077 1
GLCM - Inverse variance 1.591567 1
GLCM - Correlation 0.304526 1
GLCM - Autocorrelation 3.691889 1
GLCM - Cluster tendency 3.810228 1

Continued on next page
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Table A.1 – continued from previous page

Feature name COV value Category
GLCM - Cluster shade 3.938975 1
GLCM - Cluster prominence 5.07346 2
GLCM - First measure of information correlation (FMIC) 1.133702 1
GLCM - Second measure of information correlation (SMIC) 0.299028 1
GLRLM - Short runs emphasis 0.298638 1
GLRLM - Long runs emphasis 0.518768 1
GLRLM - Low grey level run emphasis 2.10364 1
GLRLM - High grey level run emphasis 3.545783 1
GLRLM - Short run low grey level emphasis (SRLGLE) 1.971981 1
GLRLM - Short run high grey level emphasis (SRHGLE) 3.784629 1
GLRLM - Long run low grey level emphasis (LRLGLE) 6.409901 2
GLRLM - Long run high grey level emphasis (LRHGLE) 2.657251 1
GLRLM - Grey level nonuniformity 0.566826 1
GLRLM - Grey level non-uniformity normalised (GLNUN) 2.000713 1
GLRLM - Run length non-uniformity 0.641193 1
GLRLM - Run length non-uniformity normalised (RLNUN) 0.72873 1
GLRLM - Run percentage 0.396673 1
GLRLM - Grey level variance 4.017431 1
GLRLM - Run length variance 1.266929 1
GLRLM - Run entropy 0.419372 1
GLSZM - Small zone emphasis 0.94284 1
GLSZM - Large zone emphasis 9.93332 2
GLSZM - Low grey level zone emphasis (LGLZE) 8.360394 2
GLSZM - High grey level zone emphasis (HGLZE) 2.941298 1
GLSZM - Small zone low grey level emphasis (SZLGLE) 10.04404 3
GLSZM - Small zone high grey level emphasis (SZHGLE) 4.425984 1
GLSZM - Large zone low grey level emphasis (LZLGLE) 28.20306 4
GLSZM - Large zone high grey level emphasis (LZHGLE) 1.840922 1
GLSZM - Grey level non-uniformity 2.911037 1
GLSZM - Grey level non-uniformity normalised (GLNUN) 1.509611 1
GLSZM - Zone size nonuniformity 4.976107 1
GLSZM - Zone size non-uniformity normalised (ZSNUN) 1.770555 1
GLSZM - Zone percentage 6.433879 2
GLSZM - Grey level variance 2.86255 1
GLSZM - Zone size variance 10.0361 3
GLSZM - Zone size entropy 0.458011 1
GLDZM - Small distance emphasis 3.048988 1
GLDZM - Large distance emphasis 2.691578 1
GLDZM - Low grey level zone emphasis (LGLZE) 8.360394 2
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Table A.1 – continued from previous page

Feature name COV value Category
GLDZM - High grey level zone emphasis (HGLZE) 2.941298 1
GLDZM - Small distance low grey level emphasis (SDLGLE) 9.787618 2
GLDZM - Small distance high grey level emphasis (SDHGLE) 4.643458 1
GLDZM - Large distance low grey level emphasis (LDLGLE) 4.975588 1
GLDZM - Large distance high grey level emphasis (LDHGLE) 4.790812 1
GLDZM - Grey level non-uniformity 2.911037 1
GLDZM - Grey level non-uniformity normalised (GLNUN) 1.509611 1
GLDZM - Zone distance non-uniformity 4.853447 1
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 3.483869 1
GLDZM - Zone percentage 6.433879 2
GLDZM - Grey level variance 2.86255 1
GLDZM - Zone distance variance 1.903489 1
GLDZM - Zone distance entropy 0.881776 1
NGTDM - Coarseness 0.858711 1
NGTDM - Contrast 7.417827 2
NGTDM - Busyness 2.563067 1
NGTDM - Complexity 2.916594 1
NGTDM - Strength 4.059501 1
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A.2 Numper of Subsets

Table A.2: Coefficient of variation (COV) value for each extracted feature against number of
subsets. Features were classified based on their COV values. 1= (COV ≤ 5% ), 2 = (5% > COV
≤ 10%), 3 = (10% > COV ≤ 20%) and 4 = (COV > 20%).

Feature name COV value Category
GLCM - Joint maximum 40.31893 4
GLCM - Joint average 9.909627 2
GLCM - Joint variance 8.824109 2
GLCM - Joint entropy 6.585163 2
GLCM - Difference average 23.07261 4
GLCM - Difference variance 40.51305 4
GLCM - Difference entropy 14.08076 3
GLCM - Sum average 9.909515 2
GLCM - Sum variance 8.685168 2
GLCM - Sum entropy 2.330588 1
GLCM - Angular second moment 45.57512 4
GLCM - Contrast 38.13272 4
GLCM - Dissimilarity 23.07261 4
GLCM - Inverse difference 10.89228 3
GLCM - Inverse difference normalised 1.0829 1
GLCM - Inverse difference moment 14.50522 3
GLCM - Inverse difference moment normalised (IDMN) 0.234887 1
GLCM - Inverse variance 5.068755 2
GLCM - Correlation 6.625914 2
GLCM - Autocorrelation 17.86604 3
GLCM - Cluster tendency 8.685168 2
GLCM - Cluster shade 12.97639 3
GLCM - Cluster prominence 16.51833 3
GLCM - First measure of information correlation (FMIC) 26.97878 4
GLCM - Second measure of information correlation (SMIC) 3.340462 1
GLRLM - Short runs emphasis 5.278887 2
GLRLM - Long runs emphasis 32.34586 4
GLRLM - Low grey level run emphasis 26.41959 4
GLRLM - High grey level run emphasis 16.24497 3
GLRLM - Short run low grey level emphasis (SRLGLE) 25.97799 4
GLRLM - Short run high grey level emphasis (SRHGLE) 15.03374 3
GLRLM - Long run low grey level emphasis (LRLGLE) 43.85345 4
GLRLM - Long run high grey level emphasis (LRHGLE) 26.98951 4
GLRLM - Grey level nonuniformity 7.190826 2

Continued on next page
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Table A.2 – continued from previous page

Feature name COV value Category
GLRLM - Grey level non-uniformity normalised (GLNUN) 5.121644 2
GLRLM - Run length non-uniformity 14.71088 3
GLRLM - Run length non-uniformity normalised (RLNUN) 9.595334 2
GLRLM - Run percentage 7.656216 2
GLRLM - Grey level variance 7.572602 2
GLRLM - Run length variance 56.21081 4
GLRLM - Run entropy 3.53098 1
GLSZM - Small zone emphasis 5.12541 2
GLSZM - Large zone emphasis 96.94105 4
GLSZM - Low grey level zone emphasis (LGLZE) 14.72222 3
GLSZM - High grey level zone emphasis (HGLZE) 21.18717 4
GLSZM - Small zone low grey level emphasis (SZLGLE) 18.57148 3
GLSZM - Small zone high grey level emphasis (SZHGLE) 21.74801 4
GLSZM - Large zone low grey level emphasis (LZLGLE) 102.5122 4
GLSZM - Large zone high grey level emphasis (LZHGLE) 88.55754 4
GLSZM - Grey level non-uniformity 43.47209 4
GLSZM - Grey level non-uniformity normalised (GLNUN) 8.614048 2
GLSZM - Zone size nonuniformity 43.91931 4
GLSZM - Zone size non-uniformity normalised (ZSNUN) 9.07466 2
GLSZM - Zone percentage 35.93297 4
GLSZM - Grey level variance 18.76482 3
GLSZM - Zone size variance 94.32406 4
GLSZM - Zone size entropy 2.940183 1
GLDZM - Small distance emphasis 27.32908 4
GLDZM - Large distance emphasis 34.58217 4
GLDZM - Low grey level zone emphasis (LGLZE) 14.72222 3
GLDZM - High grey level zone emphasis (HGLZE) 21.18717 4
GLDZM - Small distance low grey level emphasis (SDLGLE) 20.21362 4
GLDZM - Small distance high grey level emphasis (SDHGLE) 71.28937 4
GLDZM - Large distance low grey level emphasis (LDLGLE) 36.2966 4
GLDZM - Large distance high grey level emphasis (LDHGLE) 25.7348 4
GLDZM - Grey level non-uniformity 43.47209 4
GLDZM - Grey level non-uniformity normalised (GLNUN) 8.614048 2
GLDZM - Zone distance non-uniformity 12.89139 3
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 42.78014 4
GLDZM - Zone percentage 35.93297 4
GLDZM - Grey level variance 18.76482 3
GLDZM - Zone distance variance 32.65053 4
GLDZM - Zone distance entropy 5.977007 2
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Table A.2 – continued from previous page

Feature name COV value Category
NGTDM - Coarseness 29.12676 4
NGTDM - Contrast 24.8294 4
NGTDM - Busyness 37.90076 4
NGTDM - Complexity 31.46056 4
NGTDM - Strength 38.60212 4

A.3 Numper of iterations

Table A.3: Coefficient of variation (COV) value for each extracted feature against number of
iterations. Features were classified based on their COV values. 1= (COV ≤ 5% ), 2 = (5% > COV
≤ 10%), 3 = (10% > COV ≤ 20%) and 4 = (COV > 20%).

Feature name COV value Category
GLCM - Joint maximum 23.69427 4
GLCM - Joint average 19.11076 3
GLCM - Joint variance 12.90391 3
GLCM - Joint entropy 2.726672 1
GLCM - Difference average 16.65113 3
GLCM - Difference variance 35.73916 4
GLCM - Difference entropy 9.975299 2
GLCM - Sum average 19.11083 3
GLCM - Sum variance 17.53432 3
GLCM - Sum entropy 3.467981 1
GLCM - Angular second moment 24.34011 4
GLCM - Contrast 31.96637 4
GLCM - Dissimilarity 16.65113 3
GLCM - Inverse difference 6.459106 2
GLCM - Inverse difference normalised 0.883023 1
GLCM - Inverse difference moment 8.733957 2
GLCM - Inverse difference moment normalised (IDMN) 0.265472 1
GLCM - Inverse variance 7.615901 2
GLCM - Correlation 12.41113 3
GLCM - Autocorrelation 36.77697 4
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Table A.3 – continued from previous page

Feature name COV value Category
GLCM - Cluster tendency 17.53432 3
GLCM - Cluster shade 17.26093 3
GLCM - Cluster prominence 31.54636 4
GLCM - First measure of information correlation (FMIC) 31.29976 4
GLCM - Second measure of information correlation (SMIC) 6.240388 2
GLRLM - Short runs emphasis 2.329182 1
GLRLM - Long runs emphasis 18.6276 3
GLRLM - Low grey level run emphasis 39.35766 4
GLRLM - High grey level run emphasis 30.87112 4
GLRLM - Short run low grey level emphasis (SRLGLE) 39.30487 4
GLRLM - Short run high grey level emphasis (SRHGLE) 28.42342 4
GLRLM - Long run low grey level emphasis (LRLGLE) 48.91952 4
GLRLM - Long run high grey level emphasis (LRHGLE) 44.278 4
GLRLM - Grey level nonuniformity 13.89243 3
GLRLM - Grey level non-uniformity normalised (GLNUN) 11.39704 3
GLRLM - Run length non-uniformity 4.93188 1
GLRLM - Run length non-uniformity normalised (RLNUN) 3.939353 1
GLRLM - Run percentage 3.16213 1
GLRLM - Grey level variance 14.02952 3
GLRLM - Run length variance 34.85622 4
GLRLM - Run entropy 4.470208 1
GLSZM - Small zone emphasis 7.771379 2
GLSZM - Large zone emphasis 79.16752 4
GLSZM - Low grey level zone emphasis (LGLZE) 17.44922 3
GLSZM - High grey level zone emphasis (HGLZE) 22.95842 4
GLSZM - Small zone low grey level emphasis (SZLGLE) 30.20183 4
GLSZM - Small zone high grey level emphasis (SZHGLE) 12.93995 3
GLSZM - Large zone low grey level emphasis (LZLGLE) 59.66004 4
GLSZM - Large zone high grey level emphasis (LZHGLE) 123.5193 4
GLSZM - Grey level non-uniformity 37.25809 4
GLSZM - Grey level non-uniformity normalised (GLNUN) 9.048696 2
GLSZM - Zone size nonuniformity 42.25676 4
GLSZM - Zone size non-uniformity normalised (ZSNUN) 14.03462 3
GLSZM - Zone percentage 30.56887 4
GLSZM - Grey level variance 18.64365 3
GLSZM - Zone size variance 76.30155 4
GLSZM - Zone size entropy 1.8621 1
GLDZM - Small distance emphasis 20.346 4
GLDZM - Large distance emphasis 14.831 3
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Table A.3 – continued from previous page

Feature name COV value Category
GLDZM - Low grey level zone emphasis (LGLZE) 17.44922 3
GLDZM - High grey level zone emphasis (HGLZE) 22.95842 4
GLDZM - Small distance low grey level emphasis (SDLGLE) 15.82816 3
GLDZM - Small distance high grey level emphasis (SDHGLE) 64.48661 4
GLDZM - Large distance low grey level emphasis (LDLGLE) 38.24776 4
GLDZM - Large distance high grey level emphasis (LDHGLE) 10.70088 3
GLDZM - Grey level non-uniformity 37.25809 4
GLDZM - Grey level non-uniformity normalised (GLNUN) 9.048696 2
GLDZM - Zone distance non-uniformity 18.53101 3
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 27.06049 4
GLDZM - Zone percentage 30.56887 4
GLDZM - Grey level variance 18.64365 3
GLDZM - Zone distance variance 7.29593 2
GLDZM - Zone distance entropy 2.702778 1
NGTDM - Coarseness 42.98984 4
NGTDM - Contrast 22.23246 4
NGTDM - Busyness 56.06475 4
NGTDM - Complexity 26.12305 4
NGTDM - Strength 36.5284 4
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Appendix B

Statistical Influence of Imaging
Time and Segmentation Contour
Sizes

Table B.1: The average of determinants of the correlation matrices for each feature whilst varying
segmentation contour sizes (Det-C) and post injection times (Det-T).

Feature name Det-C Det-T
GLCM - Joint maximum 0.0013 0.0009
GLCM - Joint average 0.0048 0.099
GLCM - Joint variance 0.0059 0.2647
GLCM - Joint entropy 0.0032 0.0829
GLCM - Difference average 0.0059 0.1248
GLCM - Difference variance 0.0312 0.3398
GLCM - Difference entropy 0.0083 0.1362
GLCM - Sum average 0.0048 0.099
GLCM - Sum variance 0.0041 0.1991
GLCM - Sum entropy 0.0044 0.0893
GLCM - Angular second moment 0.0005 0.0117
GLCM - Contrast 0.0133 0.232
GLCM - Dissimilarity 0.0059 0.1248
GLCM - Inverse difference 0.0019 0.0312
GLCM - Inverse difference normalised 0.0049 0.1062
GLCM - Inverse difference moment 0.0018 0.0308
GLCM - Inverse difference moment normalised (IDMN) 0.0121 0.2218
GLCM - Inverse variance 0.0122 0.0811
GLCM - Correlation 0.0007 0
GLCM - Autocorrelation 0.0052 0.1782
GLCM - Cluster tendency 0.0041 0.1991
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Table B.1 – continued from previous page

Feature name Det-C Det-T
GLCM - Cluster shade 0.0315 0.2052
GLCM - Cluster prominence 0.014 0.2434
GLCM - First measure of information correlation (FMIC) 0.0002 0
GLCM - Second measure of information correlation (SMIC) 0.0011 0
GLRLM - Short runs emphasis 0.0041 0.0516
GLRLM - Long runs emphasis 0.0005 0.0014
GLRLM - Low grey level run emphasis 0.0051 0.073
GLRLM - High grey level run emphasis 0.0109 0.2872
GLRLM - Short run low grey level emphasis (SRLGLE) 0.0207 0.0505
GLRLM - Short run high grey level emphasis (SRHGLE) 0.0118 0.3036
GLRLM - Long run low grey level emphasis (LRLGLE) 0.0001 0.0002
GLRLM - Long run high grey level emphasis (LRHGLE) 0.008 0.217
GLRLM - Grey level nonuniformity 0.0956 0.0909
GLRLM - Grey level non-uniformity normalised (GLNUN) 0.0079 0.0712
GLRLM - Run length non-uniformity 0.0222 0.0361
GLRLM - Run length non-uniformity normalised (RLNUN) 0.0043 0.0545
GLRLM - Run percentage 0.0013 0.0087
GLRLM - Grey level variance 0.0112 0.2927
GLRLM - Run length variance 0.0002 0.0004
GLRLM - Run entropy 0.0081 0.0935
GLSZM - Small zone emphasis 0.1161 0.1528
GLSZM - Large zone emphasis 0.0086 0.1072
GLSZM - Low grey level zone emphasis (LGLZE) 0.0368 0.0292
GLSZM - High grey level zone emphasis (HGLZE) 0.0199 0.2624
GLSZM - Small zone low grey level emphasis (SZLGLE) 0.0545 0.0733
GLSZM - Small zone high grey level emphasis (SZHGLE) 0.047 0.3655
GLSZM - Large zone low grey level emphasis (LZLGLE) 0.0007 0.0182
GLSZM - Large zone high grey level emphasis (LZHGLE) 0.0314 0.193
GLSZM - Grey level non-uniformity 0.0386 0.1603
GLSZM - Grey level non-uniformity normalised (GLNUN) 0.1053 0.3338
GLSZM - Zone size nonuniformity 0.0105 0.2085
GLSZM - Zone size non-uniformity normalised (ZSNUN) 0.127 0.1848
GLSZM - Zone percentage 0.0154 0.2573
GLSZM - Grey level variance 0.0754 0.3545
GLSZM - Zone size variance 0.0081 0.104
GLSZM - Zone size entropy 0.0548 0.1282
GLDZM - Small distance emphasis 0.0151 0.0012
GLDZM - Large distance emphasis 0.0037 0.0005
GLDZM - Low grey level zone emphasis (LGLZE) 0.0368 0.0292
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Feature name Det-C Det-T
GLDZM - High grey level zone emphasis (HGLZE) 0.0199 0.2624
GLDZM - Small distance low grey level emphasis (SDLGLE) 0.041 0.0337
GLDZM - Small distance high grey level emphasis (SDHGLE) 0.0742 0.0353
GLDZM - Large distance low grey level emphasis (LDLGLE) 0.059 0.1298
GLDZM - Large distance high grey level emphasis (LDHGLE) 0.0093 0.0334
GLDZM - Grey level non-uniformity 0.0386 0.1603
GLDZM - Grey level non-uniformity normalised (GLNUN) 0.1053 0.3338
GLDZM - Zone distance non-uniformity 0.058 0.3379
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 0.0083 0.0008
GLDZM - Zone percentage 0.0154 0.2573
GLDZM - Grey level variance 0.0754 0.3545
GLDZM - Zone distance variance 0.0015 0.0007
GLDZM - Zone distance entropy 0.0184 0.0882
NGTDM - Coarseness 0.0051 0
NGTDM - Contrast 0.0399 0.3358
NGTDM - Busyness 0.0443 0.0361
NGTDM - Complexity 0.0168 0.2601
NGTDM - Strength 0.0238 0.0134
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Appendix C

Homogeneous Phantom Study

C.1 TOF

Table C.1: Coefficient of variation (COV) value for each extracted feature against TOF. Features
were classified based on their COV values. 1= (COV ≤ 5% ), 2 = (5% > COV ≤ 10%), 3 = (10%
> COV ≤ 20%) and 4 = (COV > 20%).

Feature name COV value Category
GLCM - Joint maximum 1.209995 1
GLCM - Joint average 2.549334 1
GLCM - Joint variance 1.937466 1
GLCM - Joint entropy 0.059552 1
GLCM - Difference average 0.810374 1
GLCM - Difference variance 5.0369 2
GLCM - Difference entropy 0.669634 1
GLCM - Sum average 2.549265 1
GLCM - Sum variance 1.839564 1
GLCM - Sum entropy 0.176996 1
GLCM - Angular second moment 0.25188 1
GLCM - Contrast 2.342285 1
GLCM - Dissimilarity 0.810374 1
GLCM - Inverse difference 0.513008 1
GLCM - Inverse difference normalised 0.080553 1
GLCM - Inverse difference moment 1.154074 1
GLCM - Inverse difference moment normalised (IDMN) 0.090671 1
GLCM - Inverse variance 0.094908 1
GLCM - Correlation 0.079962 1
GLCM - Autocorrelation 4.622595 1
GLCM - Cluster tendency 1.839564 1
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Feature name COV value Category
GLCM - Cluster shade 186.0711 4
GLCM - Cluster prominence 2.550577 1
GLCM - First measure of information correlation (FMIC) 1.048508 1
GLCM - Second measure of information correlation (SMIC) 0.081048 1
GLRLM - Short runs emphasis 0.097796 1
GLRLM - Long runs emphasis 0.408435 1
GLRLM - Low grey level run emphasis 10.00919 3
GLRLM - High grey level run emphasis 4.085657 1
GLRLM - Short run low grey level emphasis (SRLGLE) 9.586119 2
GLRLM - Short run high grey level emphasis (SRHGLE) 3.767822 1
GLRLM - Long run low grey level emphasis (LRLGLE) 16.75659 3
GLRLM - Long run high grey level emphasis (LRHGLE) 5.663038 2
GLRLM - Grey level nonuniformity 0.958496 1
GLRLM - Grey level non-uniformity normalised (GLNUN) 0.593215 1
GLRLM - Run length non-uniformity 0.301515 1
GLRLM - Run length non-uniformity normalised (RLNUN) 0.241905 1
GLRLM - Run percentage 0.161003 1
GLRLM - Grey level variance 2.520876 1
GLRLM - Run length variance 1.671803 1
GLRLM - Run entropy 0.03358 1
GLSZM - Small zone emphasis 1.505738 1
GLSZM - Large zone emphasis 5.704243 2
GLSZM - Low grey level zone emphasis (LGLZE) 10.12777 3
GLSZM - High grey level zone emphasis (HGLZE) 1.343503 1
GLSZM - Small zone low grey level emphasis (SZLGLE) 25.454 4
GLSZM - Small zone high grey level emphasis (SZHGLE) 2.853483 1
GLSZM - Large zone low grey level emphasis (LZLGLE) 35.85699 4
GLSZM - Large zone high grey level emphasis (LZHGLE) 4.484486 1
GLSZM - Grey level non-uniformity 1.246538 1
GLSZM - Grey level non-uniformity normalised (GLNUN) 0.648294 1
GLSZM - Zone size nonuniformity 8.212992 2
GLSZM - Zone size non-uniformity normalised (ZSNUN) 2.370851 1
GLSZM - Zone percentage 0.73774 1
GLSZM - Grey level variance 4.350783 1
GLSZM - Zone size variance 5.766627 2
GLSZM - Zone size entropy 0.501403 1
GLDZM - Small distance emphasis 2.199625 1
GLDZM - Large distance emphasis 3.67663 1
GLDZM - Low grey level zone emphasis (LGLZE) 10.12777 3
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Feature name COV value Category
GLDZM - High grey level zone emphasis (HGLZE) 1.343503 1
GLDZM - Small distance low grey level emphasis (SDLGLE) 10.75978 3
GLDZM - Small distance high grey level emphasis (SDHGLE) 3.590024 1
GLDZM - Large distance low grey level emphasis (LDLGLE) 7.450709 2
GLDZM - Large distance high grey level emphasis (LDHGLE) 1.705133 1
GLDZM - Grey level non-uniformity 1.246538 1
GLDZM - Grey level non-uniformity normalised (GLNUN) 0.648294 1
GLDZM - Zone distance non-uniformity 3.887552 1
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 2.594868 1
GLDZM - Zone percentage 0.73774 1
GLDZM - Grey level variance 4.350783 1
GLDZM - Zone distance variance 4.428949 1
GLDZM - Zone distance entropy 0.476482 1
NGTDM - Coarseness 0.70101 1
NGTDM - Contrast 6.500995 2
NGTDM - Busyness 4.214 1
NGTDM - Complexity 0.441609 1
NGTDM - Strength 0.077947 1
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C.2 Number of subsets

Table C.2: Coefficient of variation (COV) value for each extracted feature against number of
subsets. Features were classified based on their COV values. 1= (COV ≤ 5% ), 2 = (5% > COV
≤ 10%), 3 = (10% > COV ≤ 20%) and 4 = (COV > 20%).

Feature name COV value Category
GLCM - Joint maximum 10.28506 3
GLCM - Joint average 1.418932 1
GLCM - Joint variance 0.760987 1
GLCM - Joint entropy 0.150287 1
GLCM - Difference average 0.353159 1
GLCM - Difference variance 2.148313 1
GLCM - Difference entropy 0.391405 1
GLCM - Sum average 1.418975 1
GLCM - Sum variance 0.808427 1
GLCM - Sum entropy 0.169173 1
GLCM - Angular second moment 5.515031 2
GLCM - Contrast 1.097915 1
GLCM - Dissimilarity 0.353159 1
GLCM - Inverse difference 0.389601 1
GLCM - Inverse difference normalised 0.034074 1
GLCM - Inverse difference moment 0.733684 1
GLCM - Inverse difference moment normalised (IDMN) 0.041418 1
GLCM - Inverse variance 1.387875 1
GLCM - Correlation 0.578648 1
GLCM - Autocorrelation 2.570029 1
GLCM - Cluster tendency 0.808427 1
GLCM - Cluster shade 98.67022 4
GLCM - Cluster prominence 1.095071 1
GLCM - First measure of information correlation (FMIC) 0.903235 1
GLCM - Second measure of information correlation (SMIC) 0.072187 1
GLRLM - Short runs emphasis 0.083084 1
GLRLM - Long runs emphasis 1.177121 1
GLRLM - Low grey level run emphasis 9.39097 2
GLRLM - High grey level run emphasis 2.654953 1
GLRLM - Short run low grey level emphasis (SRLGLE) 9.305967 2
GLRLM - Short run high grey level emphasis (SRHGLE) 2.578809 1
GLRLM - Long run low grey level emphasis (LRLGLE) 11.17115 3
GLRLM - Long run high grey level emphasis (LRHGLE) 1.735614 1
GLRLM - Grey level nonuniformity 0.534828 1
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Feature name COV value Category
GLRLM - Grey level non-uniformity normalised (GLNUN) 0.545988 1
GLRLM - Run length non-uniformity 0.582624 1
GLRLM - Run length non-uniformity normalised (RLNUN) 0.21677 1
GLRLM - Run percentage 0.164443 1
GLRLM - Grey level variance 1.442457 1
GLRLM - Run length variance 9.160833 2
GLRLM - Run entropy 0.172942 1
GLSZM - Small zone emphasis 1.593022 1
GLSZM - Large zone emphasis 6.054601 2
GLSZM - Low grey level zone emphasis (LGLZE) 9.133536 2
GLSZM - High grey level zone emphasis (HGLZE) 0.785225 1
GLSZM - Small zone low grey level emphasis (SZLGLE) 18.45193 3
GLSZM - Small zone high grey level emphasis (SZHGLE) 1.493776 1
GLSZM - Large zone low grey level emphasis (LZLGLE) 16.4033 3
GLSZM - Large zone high grey level emphasis (LZHGLE) 7.524081 2
GLSZM - Grey level non-uniformity 0.959544 1
GLSZM - Grey level non-uniformity normalised (GLNUN) 1.494663 1
GLSZM - Zone size nonuniformity 4.685019 1
GLSZM - Zone size non-uniformity normalised (ZSNUN) 2.684618 1
GLSZM - Zone percentage 1.444865 1
GLSZM - Grey level variance 1.734755 1
GLSZM - Zone size variance 6.69044 2
GLSZM - Zone size entropy 0.233947 1
GLDZM - Small distance emphasis 1.156987 1
GLDZM - Large distance emphasis 2.644105 1
GLDZM - Low grey level zone emphasis (LGLZE) 9.133536 2
GLDZM - High grey level zone emphasis (HGLZE) 0.785225 1
GLDZM - Small distance low grey level emphasis (SDLGLE) 9.49212 2
GLDZM - Small distance high grey level emphasis (SDHGLE) 2.944746 1
GLDZM - Large distance low grey level emphasis (LDLGLE) 7.645567 2
GLDZM - Large distance high grey level emphasis (LDHGLE) 2.433589 1
GLDZM - Grey level non-uniformity 0.959544 1
GLDZM - Grey level non-uniformity normalised (GLNUN) 1.494663 1
GLDZM - Zone distance non-uniformity 2.364321 1
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 1.404652 1
GLDZM - Zone percentage 1.444865 1
GLDZM - Grey level variance 1.734755 1
GLDZM - Zone distance variance 3.803505 1
GLDZM - Zone distance entropy 0.198593 1
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Feature name COV value Category
NGTDM - Coarseness 1.484466 1
NGTDM - Contrast 2.909557 1
NGTDM - Busyness 4.378581 1
NGTDM - Complexity 0.898151 1
NGTDM - Strength 1.732056 1

C.3 Number of iterations

Table C.3: Coefficient of variation (COV) value for each extracted feature against number of
iterations. Features were classified based on their COV values. 1= (COV ≤ 5% ), 2 = (5% > COV
≤ 10%), 3 = (10% > COV ≤ 20%) and 4 = (COV > 20%).

Feature name COV value Category
GLCM - Joint maximum 9.570726 2
GLCM - Joint average 0.537439 1
GLCM - Joint variance 1.879843 1
GLCM - Joint entropy 0.200842 1
GLCM - Difference average 0.493665 1
GLCM - Difference variance 1.072084 1
GLCM - Difference entropy 0.159247 1
GLCM - Sum average 0.537411 1
GLCM - Sum variance 2.011339 1
GLCM - Sum entropy 0.12298 1
GLCM - Angular second moment 2.937475 1
GLCM - Contrast 1.011021 1
GLCM - Dissimilarity 0.493665 1
GLCM - Inverse difference 0.336833 1
GLCM - Inverse difference normalised 0.047328 1
GLCM - Inverse difference moment 0.421731 1
GLCM - Inverse difference moment normalised (IDMN) 0.03031 1
GLCM - Inverse variance 2.352032 1
GLCM - Correlation 0.326792 1
GLCM - Autocorrelation 0.866789 1
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Feature name COV value Category
GLCM - Cluster tendency 2.011339 1
GLCM - Cluster shade 1.417484 1
GLCM - Cluster prominence 2.724493 1
GLCM - First measure of information correlation (FMIC) 0.518743 1
GLCM - Second measure of information correlation (SMIC) 0.08609 1
GLRLM - Short runs emphasis 0.147851 1
GLRLM - Long runs emphasis 1.702602 1
GLRLM - Low grey level run emphasis 9.403203 2
GLRLM - High grey level run emphasis 1.329067 1
GLRLM - Short run low grey level emphasis (SRLGLE) 9.301164 2
GLRLM - Short run high grey level emphasis (SRHGLE) 1.629324 1
GLRLM - Long run low grey level emphasis (LRLGLE) 9.507155 2
GLRLM - Long run high grey level emphasis (LRHGLE) 2.492977 1
GLRLM - Grey level nonuniformity 1.29667 1
GLRLM - Grey level non-uniformity normalised (GLNUN) 0.989271 1
GLRLM - Run length non-uniformity 0.735123 1
GLRLM - Run length non-uniformity normalised (RLNUN) 0.338657 1
GLRLM - Run percentage 0.414682 1
GLRLM - Grey level variance 1.053616 1
GLRLM - Run length variance 5.049672 2
GLRLM - Run entropy 0.208568 1
GLSZM - Small zone emphasis 1.012512 1
GLSZM - Large zone emphasis 2.206447 1
GLSZM - Low grey level zone emphasis (LGLZE) 7.703637 2
GLSZM - High grey level zone emphasis (HGLZE) 2.598212 1
GLSZM - Small zone low grey level emphasis (SZLGLE) 7.948516 2
GLSZM - Small zone high grey level emphasis (SZHGLE) 3.914726 1
GLSZM - Large zone low grey level emphasis (LZLGLE) 2.244203 1
GLSZM - Large zone high grey level emphasis (LZHGLE) 1.502802 1
GLSZM - Grey level non-uniformity 0.751124 1
GLSZM - Grey level non-uniformity normalised (GLNUN) 1.110607 1
GLSZM - Zone size nonuniformity 1.880062 1
GLSZM - Zone size non-uniformity normalised (ZSNUN) 1.726127 1
GLSZM - Zone percentage 0.792943 1
GLSZM - Grey level variance 2.760555 1
GLSZM - Zone size variance 2.240038 1
GLSZM - Zone size entropy 0.586374 1
GLDZM - Small distance emphasis 1.131895 1
GLDZM - Large distance emphasis 1.890414 1
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Feature name COV value Category
GLDZM - Low grey level zone emphasis (LGLZE) 7.703637 2
GLDZM - High grey level zone emphasis (HGLZE) 2.598212 1
GLDZM - Small distance low grey level emphasis (SDLGLE) 7.965627 2
GLDZM - Small distance high grey level emphasis (SDHGLE) 2.431918 1
GLDZM - Large distance low grey level emphasis (LDLGLE) 6.667451 2
GLDZM - Large distance high grey level emphasis (LDHGLE) 3.403854 1
GLDZM - Grey level non-uniformity 0.751124 1
GLDZM - Grey level non-uniformity normalised (GLNUN) 1.110607 1
GLDZM - Zone distance non-uniformity 1.007998 1
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 1.513898 1
GLDZM - Zone percentage 0.792943 1
GLDZM - Grey level variance 2.760555 1
GLDZM - Zone distance variance 2.056709 1
GLDZM - Zone distance entropy 0.612305 1
NGTDM - Coarseness 0.677897 1
NGTDM - Contrast 1.605633 1
NGTDM - Busyness 1.164169 1
NGTDM - Complexity 0.69771 1
NGTDM - Strength 0.639798 1

C.4 FWHM of the Gaussian filter

Table C.4: Coefficient of variation (COV) value for each extracted feature against FWHM of the
Gaussian filter. Features were classified based on their COV values. 1= (COV ≤ 5% ), 2 = (5% >
COV ≤ 10%), 3 = (10% > COV ≤ 20%) and 4 = (COV > 20%).

Feature name COV value Category
GLCM - Joint maximum 19.89709 3
GLCM - Joint average 2.221747 1
GLCM - Joint variance 3.5627 1
GLCM - Joint entropy 0.440991 1
GLCM - Difference average 0.471985 1
GLCM - Difference variance 3.534965 1
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Feature name COV value Category
GLCM - Difference entropy 1.049624 1
GLCM - Sum average 2.221764 1
GLCM - Sum variance 4.473685 1
GLCM - Sum entropy 0.915924 1
GLCM - Angular second moment 9.317469 2
GLCM - Contrast 1.125414 1
GLCM - Dissimilarity 0.471985 1
GLCM - Inverse difference 2.095014 1
GLCM - Inverse difference normalised 0.071058 1
GLCM - Inverse difference moment 3.851377 1
GLCM - Inverse difference moment normalised (IDMN) 0.043175 1
GLCM - Inverse variance 3.362281 1
GLCM - Correlation 2.403221 1
GLCM - Autocorrelation 4.668182 1
GLCM - Cluster tendency 4.473685 1
GLCM - Cluster shade 35.00537 4
GLCM - Cluster prominence 7.908612 2
GLCM - First measure of information correlation (FMIC) 5.526459 2
GLCM - Second measure of information correlation (SMIC) 1.50439 1
GLRLM - Short runs emphasis 0.352431 1
GLRLM - Long runs emphasis 3.647398 1
GLRLM - Low grey level run emphasis 11.66363 3
GLRLM - High grey level run emphasis 2.765474 1
GLRLM - Short run low grey level emphasis (SRLGLE) 11.44006 3
GLRLM - Short run high grey level emphasis (SRHGLE) 1.631157 1
GLRLM - Long run low grey level emphasis (LRLGLE) 12.01787 3
GLRLM - Long run high grey level emphasis (LRHGLE) 12.66813 3
GLRLM - Grey level nonuniformity 11.03509 3
GLRLM - Grey level non-uniformity normalised (GLNUN) 5.129388 2
GLRLM - Run length non-uniformity 2.983162 1
GLRLM - Run length non-uniformity normalised (RLNUN) 0.775223 1
GLRLM - Run percentage 0.716679 1
GLRLM - Grey level variance 3.165867 1
GLRLM - Run length variance 25.68795 4
GLRLM - Run entropy 0.961359 1
GLSZM - Small zone emphasis 3.527785 1
GLSZM - Large zone emphasis 17.58378 3
GLSZM - Low grey level zone emphasis (LGLZE) 9.713199 2
GLSZM - High grey level zone emphasis (HGLZE) 1.29254 1
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Feature name COV value Category
GLSZM - Small zone low grey level emphasis (SZLGLE) 14.55137 3
GLSZM - Small zone high grey level emphasis (SZHGLE) 4.864309 1
GLSZM - Large zone low grey level emphasis (LZLGLE) 28.28251 4
GLSZM - Large zone high grey level emphasis (LZHGLE) 18.11073 3
GLSZM - Grey level non-uniformity 1.101546 1
GLSZM - Grey level non-uniformity normalised (GLNUN) 1.709973 1
GLSZM - Zone size nonuniformity 4.49374 1
GLSZM - Zone size non-uniformity normalised (ZSNUN) 6.184505 2
GLSZM - Zone percentage 2.326517 1
GLSZM - Grey level variance 3.208435 1
GLSZM - Zone size variance 19.15134 3
GLSZM - Zone size entropy 0.410451 1
GLDZM - Small distance emphasis 1.107389 1
GLDZM - Large distance emphasis 4.167855 1
GLDZM - Low grey level zone emphasis (LGLZE) 9.713199 2
GLDZM - High grey level zone emphasis (HGLZE) 1.29254 1
GLDZM - Small distance low grey level emphasis (SDLGLE) 9.799667 2
GLDZM - Small distance high grey level emphasis (SDHGLE) 2.589484 1
GLDZM - Large distance low grey level emphasis (LDLGLE) 9.560525 2
GLDZM - Large distance high grey level emphasis (LDHGLE) 6.504616 2
GLDZM - Grey level non-uniformity 1.101546 1
GLDZM - Grey level non-uniformity normalised (GLNUN) 1.709973 1
GLDZM - Zone distance non-uniformity 2.674285 1
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 2.367365 1
GLDZM - Zone percentage 2.326517 1
GLDZM - Grey level variance 3.208435 1
GLDZM - Zone distance variance 10.96196 3
GLDZM - Zone distance entropy 0.88437 1
NGTDM - Coarseness 4.738623 1
NGTDM - Contrast 2.823972 1
NGTDM - Busyness 5.165375 2
NGTDM - Complexity 5.117232 2
NGTDM - Strength 4.300013 1
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C.5 Agreement

Table C.5: Percent agreement (PA) values of each features across all of reconstruction settings.

Feature name Percentages agreement
GLCM - Joint maximum 25 %
GLCM - Joint average 100 %
GLCM - Joint variance 100 %
GLCM - Joint entropy 100 %
GLCM - Difference average 100 %
GLCM - Difference variance 66 %
GLCM - Difference entropy 100 %
GLCM - Sum average 100 %
GLCM - Sum variance 83 %
GLCM - Sum entropy 100 %
GLCM - Angular second moment 25 %
GLCM - Contrast 100 %
GLCM - Dissimilarity 100 %
GLCM - Inverse difference 100 %
GLCM - Inverse difference normalised 100 %
GLCM - Inverse difference moment 100 %
GLCM - Inverse difference moment normalised (IDMN) 100
GLCM - Inverse variance 83 %
GLCM - Correlation 100 %
GLCM - Autocorrelation 83 %
GLCM - Cluster tendency 83 %
GLCM - Cluster shade 33 %
GLCM - Cluster prominence 100 %
GLCM - First measure of information correlation (FMIC) 83 %
GLCM - Second measure of information correlation (SMIC) 100 %
GLRLM - Short runs emphasis 100 %
GLRLM - Long runs emphasis 83 %
GLRLM - Low grey level run emphasis 25 %
GLRLM - High grey level run emphasis 83 %
GLRLM - Short run low grey level emphasis (SRLGLE) 25 %
GLRLM - Short run high grey level emphasis (SRHGLE) 100 %
GLRLM - Long run low grey level emphasis (LRLGLE) 50 %
GLRLM - Long run high grey level emphasis (LRHGLE) 66 %
GLRLM - Grey level nonuniformity 100 %
GLRLM - Grey level non-uniformity normalised (GLNUN) 83 %
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Feature name Percentages agreement
GLRLM - Run length non-uniformity 100 %
GLRLM - Run length non-uniformity normalised (RLNUN) 100 %
GLRLM - Run percentage 100 %
GLRLM - Grey level variance 100 %
GLRLM - Run length variance 66 %
GLRLM - Run entropy 100 %
GLSZM - Small zone emphasis 100 %
GLSZM - Large zone emphasis 66 %
GLSZM - Low grey level zone emphasis (LGLZE) 33 %
GLSZM - High grey level zone emphasis (HGLZE) 100 %
GLSZM - Small zone low grey level emphasis (SZLGLE) 58 %
GLSZM - Small zone high grey level emphasis (SZHGLE) 100 %
GLSZM - Large zone low grey level emphasis (LZLGLE) 50 %
GLSZM - Large zone high grey level emphasis (LZHGLE) 83 %
GLSZM - Grey level non-uniformity 100 %
GLSZM - Grey level non-uniformity normalised (GLNUN) 100 %
GLSZM - Zone size nonuniformity 66 %
GLSZM - Zone size non-uniformity normalised (ZSNUN) 83 %
GLSZM - Zone percentage 100 %
GLSZM - Grey level variance 100 %
GLSZM - Zone size variance 66 %
GLSZM - Zone size entropy 100 %
GLDZM - Small distance emphasis 83 %
GLDZM - Large distance emphasis 83 %
GLDZM - Low grey level zone emphasis (LGLZE) 33 %
GLDZM - High grey level zone emphasis (HGLZE) 100 %
GLDZM - Small distance low grey level emphasis (SDLGLE) 33 %
GLDZM - Small distance high grey level emphasis (SDHGLE) 83 %
GLDZM - Large distance low grey level emphasis (LDLGLE) 33 %
GLDZM - Large distance high grey level emphasis (LDHGLE) 66 %
GLDZM - Grey level non-uniformity 100 %
GLDZM - Grey level non-uniformity normalised (GLNUN) 100 %
GLDZM - Zone distance non-uniformity 100 %
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 100 %
GLDZM - Zone percentage 100 %
GLDZM - Grey level variance 100 %
GLDZM - Zone distance variance 83 %
GLDZM - Zone distance entropy 100 %
NGTDM - Coarseness 75 %
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Feature name Percentages agreement
NGTDM - Contrast 66 %
NGTDM - Busyness 58 %
NGTDM - Complexity 83 %
NGTDM - Strength 83 %

Continued on next page
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Appendix D

Inhomogeneous Phantom Study

D.1 TOF

Table D.1: Coefficient of variation (COV) value for each extracted feature against TOF. Features
were classified based on their COV values. 1= (COV ≤ 5% ), 2 = (5% > COV ≤ 10%), 3 = (10%
> COV ≤ 20%) and 4 = (COV > 20%).

Feature name COV value Category
GLCM - Joint variance 1.838211999 1
GLCM - Joint entropy 0.340332167 1
GLCM - Difference average 2.726727804 1
GLCM - Difference entropy 1.147372759 1
GLCM - Sum average 0.224922442 1
GLCM - Sum variance 1.568665995 1
GLCM - Sum entropy 0.080324529 1
GLCM - Contrast 5.176280897 2
GLCM - Dissimilarity 2.726727804 1
GLCM - Inverse difference 0.785846259 1
GLCM - Inverse difference normalised 0.209292705 1
GLCM - Inverse difference moment 1.142224261 1
GLCM - Inverse difference moment normalised (IDMN) 0.083513729 1
GLCM - Inverse variance 3.392467829 1
GLCM - Correlation 0.523308271 1
GLCM - Autocorrelation 0.713534727 1
GLCM - Cluster tendency 1.568665995 1
GLCM - Cluster prominence 2.173427915 1
GLCM - Second measure of information correlation (SMIC) 0.084835519 1
GLRLM - Short runs emphasis 0.030881862 1
GLRLM - Long runs emphasis 1.538080027 1

Continued on next page
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Table D.1 – continued from previous page

Feature name COV value Category
GLRLM - High grey level run emphasis 0.764578146 1
GLRLM - Short run high grey level emphasis (SRHGLE) 0.92791732 1
GLRLM - Grey level nonuniformity 0.24495383 1
GLRLM - Run length non-uniformity 0.195323554 1
GLRLM - Run length non-uniformity normalised (RLNUN) 0.077768755 1
GLRLM - Run percentage 0.129455373 1
GLRLM - Grey level variance 1.749499736 1
GLRLM - Run entropy 0.082892889 1
GLSZM - Small zone emphasis 1.281863546 1
GLSZM - High grey level zone emphasis (HGLZE) 0.501901469 1
GLSZM - Small zone high grey level emphasis (SZHGLE) 0.497084398 1
GLSZM - Grey level non-uniformity 3.110199198 1
GLSZM - Grey level non-uniformity normalised (GLNUN) 0.088695152 1
GLSZM - Zone size non-uniformity normalised (ZSNUN) 0.916917121 1
GLSZM - Zone percentage 1.545815622 1
GLSZM - Grey level variance 2.342490358 1
GLSZM - Zone size entropy 0.217138061 1
GLDZM - Small distance emphasis 0.872506605 1
GLDZM - Large distance emphasis 0.433151522 1
GLDZM - High grey level zone emphasis (HGLZE) 0.501901469 1
GLDZM - Small distance high grey level emphasis (SDHGLE) 0.718157938 1
GLDZM - Grey level non-uniformity 3.110199198 1
GLDZM - Grey level non-uniformity normalised (GLNUN) 0.088695152 1
GLDZM - Zone distance non-uniformity 2.370001636 1
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 0.183956101 1
GLDZM - Zone percentage 1.545815622 1
GLDZM - Grey level variance 2.342490358 1
GLDZM - Zone distance entropy 0.366710645 1
NGTDM - Complexity 1.859566837 1
NGTDM - Strength 2.122266324 1

D.2 Number of subsets
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Table D.2: Coefficient of variation (COV) value for each extracted feature against number of
subsets. Features were classified based on their COV values. 1= (COV ≤ 5% ), 2 = (5% > COV
≤ 10%), 3 = (10% > COV ≤ 20%) and 4 = (COV > 20%).

Feature name COV value Category
GLCM - Joint variance 1.099765407 1
GLCM - Joint entropy 2.358950685 1
GLCM - Difference average 0.708140226 1
GLCM - Difference entropy 1.491282939 1
GLCM - Sum average 0.727449169 1
GLCM - Sum variance 1.099745944 1
GLCM - Sum entropy 2.693300502 1
GLCM - Contrast 0.090500191 1
GLCM - Dissimilarity 1.983821287 1
GLCM - Inverse difference 1.491282939 1
GLCM - Inverse difference normalised 1.168798449 1
GLCM - Inverse difference moment 0.12763064 1
GLCM - Inverse difference moment normalised (IDMN) 1.637147237 1
GLCM - Inverse variance 0.034610497 1
GLCM - Correlation 0.841295017 1
GLCM - Autocorrelation 0.682850821 1
GLCM - Cluster tendency 2.123825618 1
GLCM - Cluster prominence 2.693300502 1
GLCM - Second measure of information correlation (SMIC) 4.942872891 1
GLRLM - Short runs emphasis 0.616499134 1
GLRLM - Long runs emphasis 0.129028329 1
GLRLM - High grey level run emphasis 6.327371522 2
GLRLM - Short run high grey level emphasis (SRHGLE) 1.681415375 1
GLRLM - Grey level nonuniformity 1.509847968 1
GLRLM - Run length non-uniformity 0.514912522 1
GLRLM - Run length non-uniformity normalised (RLNUN) 0.239544216 1
GLRLM - Run percentage 0.387218723 1
GLRLM - Grey level variance 0.506718974 1
GLRLM - Run entropy 2.041231481 1
GLSZM - Small zone emphasis 0.158906554 1
GLSZM - High grey level zone emphasis (HGLZE) 3.213701593 1
GLSZM - Small zone high grey level emphasis (SZHGLE) 1.24566545 1
GLSZM - Grey level non-uniformity 4.419056367 1
GLSZM - Grey level non-uniformity normalised (GLNUN) 8.033040516 2
GLSZM - Zone size non-uniformity normalised (ZSNUN) 1.085380474 1
GLSZM - Zone percentage 6.021638574 2

Continued on next page
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Table D.2 – continued from previous page

Feature name COV value Category
GLSZM - Grey level variance 8.267507466 2
GLSZM - Zone size entropy 1.047521756 1
GLDZM - Small distance emphasis 0.56910176 1
GLDZM - Large distance emphasis 2.23699304 1
GLDZM - High grey level zone emphasis (HGLZE) 2.440742252 1
GLDZM - Small distance high grey level emphasis (SDHGLE) 1.24566545 1
GLDZM - Grey level non-uniformity 1.986951123 1
GLDZM - Grey level non-uniformity normalised (GLNUN) 8.033040516 2
GLDZM - Zone distance non-uniformity 1.085380474 1
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 6.907546552 2
GLDZM - Zone percentage 1.434992428 1
GLDZM - Grey level variance 8.267507466 2
GLDZM - Zone distance entropy 1.047521756 1
NGTDM - Complexity 0.750278209 1
NGTDM - Strength 1.305635017 1

3.29036 1

D.3 Number of iterations

Table D.3: Coefficient of variation (COV) value for each extracted feature against number of
iterations. Features were classified based on their COV values. 1= (COV ≤ 5% ), 2 = (5% > COV
≤ 10%), 3 = (10% > COV ≤ 20%) and 4 = (COV > 20%).

Feature name COV value Category
GLCM - Joint variance 3.276727915 1
GLCM - Joint entropy 4.403010125 1
GLCM - Difference average 0.455175554 1
GLCM - Difference entropy 1.764523481 1
GLCM - Sum average 0.612892551 1
GLCM - Sum variance 3.276729999 1
GLCM - Sum entropy 4.608359092 1
GLCM - Contrast 0.341057215 1
GLCM - Dissimilarity 3.17037763 1

Continued on next page
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Table D.3 – continued from previous page

Feature name COV value Category
GLCM - Inverse difference 1.764523481 1
GLCM - Inverse difference normalised 0.960653016 1
GLCM - Inverse difference moment 0.139134179 1
GLCM - Inverse difference moment normalised (IDMN) 1.345084551 1
GLCM - Inverse variance 0.051078676 1
GLCM - Correlation 1.32228055 1
GLCM - Autocorrelation 0.57693656 1
GLCM - Cluster tendency 6.228228526 2
GLCM - Cluster prominence 4.608359092 1
GLCM - Second measure of information correlation (SMIC) 7.077853975 2
GLRLM - Short runs emphasis 0.427031764 1
GLRLM - Long runs emphasis 0.251850785 1
GLRLM - High grey level run emphasis 3.641990671 1
GLRLM - Short run high grey level emphasis (SRHGLE) 5.689856307 2
GLRLM - Grey level nonuniformity 5.671304315 2
GLRLM - Run length non-uniformity 1.733190256 1
GLRLM - Run length non-uniformity normalised (RLNUN) 0.783906909 1
GLRLM - Run percentage 0.637634952 1
GLRLM - Grey level variance 0.326622638 1
GLRLM - Run entropy 4.167834982 1
GLSZM - Small zone emphasis 0.154024321 1
GLSZM - High grey level zone emphasis (HGLZE) 2.321615055 1
GLSZM - Small zone high grey level emphasis (SZHGLE) 3.413042085 1
GLSZM - Grey level non-uniformity 3.668488619 1
GLSZM - Grey level non-uniformity normalised (GLNUN) 5.950887901 2
GLSZM - Zone size non-uniformity normalised (ZSNUN) 1.946779251 1
GLSZM - Zone percentage 4.59968791 1
GLSZM - Grey level variance 4.922107764 1
GLSZM - Zone size entropy 2.435816206 1
GLDZM - Small distance emphasis 0.561174462 1
GLDZM - Large distance emphasis 1.01887899 1
GLDZM - High grey level zone emphasis (HGLZE) 1.892840122 1
GLDZM - Small distance high grey level emphasis (SDHGLE) 3.413042085 1
GLDZM - Grey level non-uniformity 4.84417675 1
GLDZM - Grey level non-uniformity normalised (GLNUN) 5.950887901 2
GLDZM - Zone distance non-uniformity 1.946779251 1
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 3.967794118 1
GLDZM - Zone percentage 1.528127304 1
GLDZM - Grey level variance 4.922107764 1

Continued on next page

197



Table D.3 – continued from previous page

Feature name COV value Category
GLDZM - Zone distance entropy 2.435816206 1
NGTDM - Complexity 0.390488951 1
NGTDM - Strength 1.128096941 1

2.40642109 1
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D.4 FWHM of the Gaussian filter

Table D.4: Coefficient of variation (COV) value for each extracted feature against FWHM of the
Gaussian filter. Features were classified based on their COV values. 1= (COV ≤ 5% ), 2 = (5% >
COV ≤ 10%), 3 = (10% > COV ≤ 20%) and 4 = (COV > 20%).

Feature name COV value Category
GLCM - Joint variance 17.35323668 3
GLCM - Joint entropy 14.81420063 3
GLCM - Difference average 3.393139638 1
GLCM - Difference entropy 2.014348972 1
GLCM - Sum average 0.621729129 1
GLCM - Sum variance 17.35321324 3
GLCM - Sum entropy 16.7950323 3
GLCM - Contrast 3.550719762 1
GLCM - Dissimilarity 5.79200993 2
GLCM - Inverse difference 2.014348972 1
GLCM - Inverse difference normalised 3.642332723 1
GLCM - Inverse difference moment 0.207087748 1
GLCM - Inverse difference moment normalised (IDMN) 5.641649123 2
GLCM - Inverse variance 0.086708274 1
GLCM - Correlation 4.032787974 1
GLCM - Autocorrelation 4.318506169 1
GLCM - Cluster tendency 30.5448642 4
GLCM - Cluster prominence 16.7950323 3
GLCM - Second measure of information correlation (SMIC) 13.82350955 3
GLRLM - Short runs emphasis 1.91838385 1
GLRLM - Long runs emphasis 1.48470735 1
GLRLM - High grey level run emphasis 3.282406447 1
GLRLM - Short run high grey level emphasis (SRHGLE) 25.39841122 4
GLRLM - Grey level nonuniformity 24.26204085 4
GLRLM - Run length non-uniformity 16.38583137 3
GLRLM - Run length non-uniformity normalised (RLNUN) 5.046558563 2
GLRLM - Run percentage 3.474991403 1
GLRLM - Grey level variance 1.592779516 1
GLRLM - Run entropy 13.74265338 3
GLSZM - Small zone emphasis 2.32765943 1
GLSZM - High grey level zone emphasis (HGLZE) 7.334787572 2
GLSZM - Small zone high grey level emphasis (SZHGLE) 6.227976003 2
GLSZM - Grey level non-uniformity 5.480631424 2
GLSZM - Grey level non-uniformity normalised (GLNUN) 5.292866723 2

Continued on next page
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Table D.4 – continued from previous page

Feature name COV value Category
GLSZM - Zone size non-uniformity normalised (ZSNUN) 2.886425889 1
GLSZM - Zone percentage 12.82895995 3
GLSZM - Grey level variance 3.170003635 1
GLSZM - Zone size entropy 3.690062932 1
GLDZM - Small distance emphasis 2.026089995 1
GLDZM - Large distance emphasis 14.21516415 3
GLDZM - High grey level zone emphasis (HGLZE) 12.78176985 3
GLDZM - Small distance high grey level emphasis (SDHGLE) 6.227976003 2
GLDZM - Grey level non-uniformity 20.13799804 4
GLDZM - Grey level non-uniformity normalised (GLNUN) 5.292866723 2
GLDZM - Zone distance non-uniformity 2.886425889 1
GLDZM - Zone distance non-uniformity normalised (ZDNUN) 4.87532198 1
GLDZM - Zone percentage 6.23002069 2
GLDZM - Grey level variance 3.170003635 1
GLDZM - Zone distance entropy 3.690062932 1
NGTDM - Complexity 1.586002093 1
NGTDM - Strength 6.741349904 2

4.834648603 1
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