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Abstract

The traditional pipeline for non-rigid registration is to iteratively
update the correspondence and alignment such that the transformed
source surface aligns well with the target surface. Among the pipeline,
the correspondence construction and iterative manner are key to the
results, while existing strategies might result in local optima. In this
paper, we adopt the widely used deformation graph based represen-
tation, while replacing some key modules with neural learning based
strategies. Specifically, we design a neural network to predict the cor-
respondence and its reliability confidence rather than the strategies
like nearest neighbor search and pair rejection. Besides, we adopt the
GRU-based recurrent network for iterative refinement, which is more
robust than the traditional strategy. The model is trained in a self-
supervised manner, and thus can be used for arbitrary datasets without
ground-truth. Extensive experiments demonstrate that our proposed
method outperforms the state-of-the-art methods by a large margin.
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Fig. 1 We propose a deformation graph based neural learning method for non-rigid
registration. The pipeline is in a coarse-to-fine fashion, utilizing the deformation graph rep-
resentation for structure level registration and then vertex level deformation for geometry
details. For the structure level registration, compared with the traditional optimization based
approaches, we replace the correspondence construction, pair rejection and iterative strategy
with the neural learning modules. For the vertex level registration, we apply a point-wise
refinement module in the final to further improve the registration result.

1 Introduction

Registration, which is widely used to fuse different observations to reconstruct
a global and complete shape, is a quite fundamental problem in computer
vision, robotics and graphics. For example, it plays a key role in tracking [1, 2],
reconstruction [3, 4], and many other tasks. Although it has been studied for
many years, how to effectively and efficiently do registration still remains a
challenging problem as it is essentially a combinatorial optimization problem.
Compared with rigid registration, non-rigid registration [5–8] is even more
challenging due to its large degree of freedom, and it gets even worse for data
with partial overlap and missing areas.

A widely adopted pipeline [5, 7] for surface registration iterates between
a correspondence step and an alignment step. The correspondence step con-
structs the point-wise correspondence between source and target surfaces.
With the constructed correspondence, the alignment step estimates a spatial
transformation by solving an optimization problem, which deforms the source
surface to be closer to the target under some metrics. These two steps are
applied alternately until convergence. The final registration result heavily relies
on the quality of constructed correspondence, which is not trivial to obtain [9–
14]. In traditional optimization based methods, the heuristic correspondence
construction like nearest neighbor search and the simple iterative manner like
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refining results from the last round might result in local optima, causing the
lack of robustness.

Recently, learning based methods have made great progress and demon-
strated better robustness [6, 8, 15, 16]. However, these methods are mainly
developed for rigid registration. Compared with the rigid case, the learning
based non-rigid surface registration is less developed. One challenge of non-
rigid registration is how to represent the non-rigid deformation due to its high
degree of freedom. The point-wise displacement has been applied in the cases
where the non-rigid degree is small (e.g. the spline-based disturb [6], the scene
flow [8]). A recent method [17] proposes to represent the non-rigid deforma-
tion in a recurrent scheme of several rigid transformations, which adopts a
new learning based strategy. On the other hand, deformation graph [18] based
representation is commonly used for non-rigid registration, due to its advan-
tages of decreasing the representation complexity and resulting in reasonable
deformed shapes by utilizing the shape’s geometric shape structures. However,
as the node number, edge connection and topology might differ in different
shapes, it is not easy to directly utilize the deformation graph as input for
network training.

In this paper, we propose a differentiable deformation graph based neu-
ral learning method for non-rigid registration by replacing some components
with neural based strategies to fully take advantage of the shape priors and
domain knowledge embedded in trained neural networks. The first replace-
ment is the correspondence prediction module. We design a neural network
to predict the correspondence rather than using the hand-craft features (e.g.
the nearest neighbors). We also predict the point-wise reliability confidence for
robust learning by giving less weight to bad pairs. The second key module is
the iterative learning strategy. We employ a GRU [19] based recurrent struc-
ture, which keeps more historical memories of the iteration stages to replace
the traditional iterative manner. Accordingly, we apply a hierarchical regular-
ization strategy to control the freedom of each iteration, reducing the difficulty
of training this recurrent network. Finally, we add a refinement module to
refine the deformed shape in the point-wise level, which eliminates the errors
caused by the limited representation ability of deformation graph. The whole
framework is trained end-to-end in a self-supervised manner. Extensive exper-
iments demonstrate that our proposed method dramatically outperforms the
state-of-the-art methods on both synthetic and real-scanned data.

2 Related Works

Non-rigid deformation. Traditional non-rigid deformation estimation meth-
ods are based on optimization and can be categorized according to the
representation. N-ICP [20] solves point-wise rigid transformation, while some
other methods are based on thin plate spline functions [21–24]. The deforma-
tion graph can model the deformation as a series of local affine transformations,
inspiring the embedded deformation-based methods [18, 25, 26]. Some other
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methods [5, 27–30] are based on the Gaussian mixture model (GMM),
encoding the points probabilistically and estimating the deformation by the
Expectation-Maximization (EM) algorithm. Among them, Coherent point
drift (CPD) [5] is the most classic and Bayes Coherent point drift (BCPD) [30]
is a recently proposed Bayesian version of CPD that performs better in
convergence and effectiveness.

There are also learning based methods proposed in recent years. CPD-
Net [6] predicts the point-wise displacement by a PointNet backbone. Similarly,
the scene flow estimation works [8, 31, 32] also estimate the point-wise dis-
placement. DispVoxNets [33] regresses 3D displacement fields on regularly
sampled proxy 3D voxel grids. PR-Net [34] models the deformation as some
control points of thin plate spine and adopts a voxel based strategy to extract
shape correlation tensor and predict the control points, supervised by a GMM
loss. RMA-Net [17] proposes an iterative parameterized representation that
fits the recurrent network structure to reduce the training difficulty, improv-
ing the effect for large-scale deformations. Different from the above methods,
we employ the deformation graph representation in our network.

Furthermore, optical flow estimation [35, 36] can be treated as a 2D version
of non-rigid registration, which also includes optimization based [35, 36] and
learning based [37–39] algorithms. Recently, [40] utilizes the depth information
to assist optical flow estimation with the help of deformation graph based
representation. To deal with the large deformation on image plane, popular
optical flow methods are also based on iterative strategies. The RAFT [37]
employs a GRU based network to achieve the state-of-the-art performance.
Surface Correspondence. In traditional methods, shape correspondence is
solved from a minimization problem through the similarity measures, such as
point-wise [9–11, 41, 42] or pair-wise [43, 44] descriptors. Some works [45, 46]
aim to obtain a sparse set of point correspondences and extend them to
dense mappings. Then, some methods concentrated on measuring and opti-
mizing consistency of sets of maps [47–49]. The functional maps [49] have
the most impact among these works, converting the point-level correspon-
dence to the function-level correspondence and reducing dimensionality of
the problem drastically. Compared to the highly-complex, non-convex and
non-linear optimization methods, the functional maps based methods only
need to solve in a low-dimension space composed of the Laplace-Beltrami
basis. The point-to-point correspondence can be recovered by some kinds of
post-processing [49, 50].

There are also some deep learning methods [12, 13, 13] based on the func-
tional maps in recent years. FMNet [13] proposed a framework that takes
the point-wise descriptor SHOT [51] as input and returns the function-level
correspondence. A later unsupervised method [12] keeps a similar structure
with FMNet and uses geodesic distance matrices for supervision instead of the
ground truth correspondence. Then another work [13] employed the heat ker-
nels instead of geodesic distance as supervision, and achieved a similar effect
with less training time. Rather than the functional maps, we directly predict
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the dense correspondence and employ the point-wise confidence, the graph
based regularization as well as a refinement module to increase the tolerance
to the incorrect correspondence.
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Fig. 2 Our network structure. We employ a GRU based recurrent framework and operates
the matching and deforming modules in each iteration stage. In the matching module, the
network predicted a soft correspondence with point-wise confidence. In the deforming mod-
ule, the differentiable deformer optimizes the deformation such that the deformed shape gets
closer to the target. Specifically, in the k-th stage, the GRU takes in a combination of the
features xk as input and updates the hidden state from hk−1 to hk, based on an embedded
feature of the target fT . For the computation of xk and the initialization of hidden state
h0, we keep consistent with the previous work [17, 38].

3 Algorithm

Given the source and target surfaces represented as point sets S ∈ RM×3

and T ∈ RN×3, we aim to estimate a non-rigid deformed shape S̃ ∈ RM×3,
such that S̃ aligns well with the target surface T . In this section, we will first
introduce our pipeline, then give our loss function design.

3.1 Pipeline

To solve the registration problem, a popular pipeline is to alternately predict
the correspondence and solve the deformation in an iterative manner, which
is widely used in the optimization based registration methods [25, 26, 52, 53].
Let the subscript k denote the k-th iteration stage, and denoting S0 = S, then
the iterative process can be summarized as:

(Sk, T )
Match−−−−→ Ck,

(Sk, T ,Ck)
Deform−−−−−→ Sk+1,

(1)
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where the matching process constructs the correspondence C, and the deform-
ing process estimates the deformation, usually by solving an optimization
problem. For the deformation representation, the deformation graph [18] is a
popular choice, benefiting from the low freedom and the good structure level
shape prior.

In this paper, we refer to the above classic pipeline and improve some mod-
ules to form a more robust framework. We also utilize the deformation graph
representation to achieve a satisfactory structure level registration result. How-
ever, some geometry details may be lost because of the small freedom of the
deformation graph, which motivates us to employ a point level refinement
module in the final, and thus forms the overall coarse-to-fine framework. For
the structure level registration, the correspondence construction and iterative
manner are re-designed such that a better solution can be achieved com-
pared with currently used heuristic strategies like nearest neighbor search in
correspondence construction. An overview of our pipeline is shown in Fig. 1

The overall framework is organized by a GRU [19] based recurrent net-
work, where each stage includes a matching module and a deforming module,
illustrated in Fig. 2.
Matching Module. In each iteration, we predict the dense correspondence
between the source and target surfaces, represented as a soft matching matrix:
C ∈ RM×N with non-negative elements. Each row of C sums to 1, with the
elements representing the probability for a point in the source surface to corre-
spond to each point on the target surface. To obtain the prediction, we extract
the embedded feature of target (denoted as fT ) with DGCNN [54] and apply
it to each iteration. Compared with searching correspondences in 3D coordi-
nate space, searching in high-dimensional feature space can make the matching
module more robust to data noises. In the k-th iteration, the correspondence
map Ck is computed as:

Ck = Softmax(⟨hk · fT ⟩), (2)

where the hk denotes the hidden state in the recurrent network, who can
remember the history features of each stage. We first compute the inner prod-
uct of hk and fT , and then use the softmax normalization on each row. With
the soft correspondence, we can form a soft projection from the source surface
into the target surface: S → CkT , where each point in S is softly related to the
expectation to the target points. According to the S, CkT and hk, the network
then predicts the point-wise confidence Wk ∈ (0, 1)M to the correspondence,
representing how reliable the predicted correspondence is.
Deforming Module. Once we obtain the predicted matching matrix Ck

and the confidence Wk, we then use them to solve the deformation. Here
the deformation is defined on the deformation graph of S, denoted as G =
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(V, E ,M), where

V = {vi ∈ R3, i = 1, . . . ,m},
E = {(vi, vj), vi is adjacent to vj},

M = {(Ri, ti) ∈ SE(3), i = 1, . . . ,m},
(3)

denote the set of nodes, the set of edges, and the set of node-wise rigid motions,
respectively. With the motion M defined on G, the source surface S can be
deformed into the target surface M◦S, where we use the symbol ◦ to denote
the deforming operation. (Specific deforming formulation can be seen in [18] or
in our supplementary materials.) For the given S and V, the deformed result
M◦ S is totally decided by the motion M.

The motion used for deforming is obtained by solving an optimization prob-
lem. In the first stage, M1 is initialized as the identity transformation. When
k>1, Mk is initialized as Mk−1. For the optimization, we employ two energy
terms. Firstly, the deformed result should be consistent with the predicted
correspondence. Specifically, we encourage the deformed result to be close to
CkT , which has been computed in the matching module, and the relating
energy term can be formed as:

Edeform(Mk) = ∥Wk ⊙ (Mk ◦ S −CkT )∥2F . (4)

where the ⊙ means the point-wise multiplication. Moreover, we also use a
regularization energy term while solving Mk on G. Like in [18], for each pair of
neighbors, we sum the squared distances between the transformation applied
to the neighbors and the actually transformed neighbor positions, encouraging
the transformations on neighbor nodes are consistent:

Ereg(Mk) =
∑

(vi,vj)∈E

∥Ri(vj − vi) + (vi + ti)− (vj + tj)∥22, (5)

where the Ri, ti and tj denote the transformations defined on the neighbouring

nodes vi and vj of Mk. Thus, we can solve the optimal motion M̃ by:

M̃k = argmin
Mk

(Edeform(Mk) + λk · Ereg(Mk)) (6)

To solve the optimization problem, we refer to [40] and use the Gauss-Newton
method, keeping the deforming module differentiable. Overall, the formulation
of the deforming module can be written as:

Sk = M̃k ◦ S. (7)

Here, we notice that the λk in Eq. (6) is a natural regularization for the final
deformed surface Sk. When λk → ∞, the deformed Sk should be close to a
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rigid transformation of S. Based on this observation, we employ a hierarchical
regularization strategy:

λ1>λ2> · · ·>λK ≈ 0, (8)

which would make the network to learn the deformation step by step, reducing
the one-step difficulty and promoting the registration effect.
Iterative Mechanism. Instead of the simple iteration scheme (directly use
the current result as the input of the next iteration, as in Eq. (1)), we adopt the
GRU-based recurrent network for iteration. With a fixed updating format [17,
38, 55], in the k-th stage, the GRU takes in a combination of the features xk

in the current as input, and updates the hidden state from hk−1 to hk. For the
computation of xk and the initialization of hidden state h0, we keep consistent
with the previous work [17, 38]. The computation of the following process is
based on the updated hidden state hk and an embedded feature of the target
fT . During the alternate iterations, we pass the hk and fT into the matching
and deforming modules in the following stage.

After the last iteration, the network still needs to fix the gap between the
structure level deformation and the geometry details on the target. Specifically,
we employ a refinement module, which predicts the point-wise displacement
from hK and fT to achieve a vertex level registration, denoted as S ′

. This
module is also easy to train since the distance between the deformed surface
and the target surface has been significantly reduced in the earlier iterations.

3.2 Loss

We train our network in an unsupervised manner to suit the situation that the
well labeled data of real-scanned deforming objects is difficult to obtain. In this
section, we introduce the loss terms which are used for the network training.
For the convenience of description, we firstly consider a single iteration, where
the predicted matching matrix and deformed surface are denoted as C and S̃.
Chamfer Loss. To deform the source surface such that the deformed surface
S̃ is overall aligned to the target T , we adopt the chamfer distance to meausre
their distance:

Lcd(S̃, T ) =
1

2S
∑
s̃∈S̃

min
t∈T

∥s̃− t∥22 +
1

2T
∑
t∈T

min
s̃∈S̃

∥s̃− t∥22. (9)

ARAP Loss. To encourage the predicted correspondence to be smooth, we
use the as-rigid-as-possible (ARAP) loss here. Specially, we encourage the
neighbor distance to stay close between the original point set and the expec-
tation of the target point CT . Let the subscripts (i), (j) to denote the
row-selecting operation, the ARAP loss is defined as:

Larap(C) =
∑

(i,j)∈ES

(∥C(i)T −C(j)T ∥2 − ∥S(i) − S(j)∥2)2, (10)

where the ES and ET means the edge sets of S and T .
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Confidence Loss. In order to prevent the confidence W from degrading to 0,
we encourage the value of the W not to be too small via the following energy
term:

Lconf (W) = −∥W∥22. (11)

Suppose we use K iterations for training, the loss in the k-th iteration can
be formulated as:

Lk = Lcd(Sk, T ) + β1Larap(Ck) + β2Lconf (Wk). (12)

Refinement Loss. Although the deformation graph based representation per-
forms quite well especially on preserving the shape structure, it only has small
freedoms and thus can not deform the geometry details quite well. Therefore,
we add a refinement module in the final and encourage refined surface S ′

to be
close to the target. Moreover, we limit the displacement to be not too large.
Considering these aspects, the loss function for the refined surface S ′

is defined
as:

Lrefine(S
′
) = Lcd(S

′
, T ) + ϵ∥S

′
− SK∥22. (13)

The overall loss can be written as:

Lsum =

K∑
k=1

γK−kLk + Lrefine. (14)

4 Experiments

In this section, we conduct extensive experiments to analyze the algorithm
components and show the results and comparisons on real scanned non-rigid
shapes, demonstrating the superiority of our method.

4.1 Implementation Details

Dataset. We train and test our model on both synthetic and real-scanned
data, including 6 categories of deformable objects: human body, cat, dog,
wolf, centaur and horse. For the synthetic data, we apply our model in the
TOSCA [56] dataset who has several categories of synthetic animal models.
We also train and test our model in the real-scanned dataset, the Dynamic
FAUST[57], which contains 10 raw scanned human body surface sequences.
From the TOSCA dataset, we choose 16,551 training pairs and 513 testing
pairs. From the human sequences, we select a total of 7,802 training pairs and
391 testing pairs. The real-scanned data are lack of the ground truth corre-
spondence between the source and target in each pair, and the model contains
random noise as well as incompleteness due to the real scanning process, which
increases the difficulty of registration. Moreover, we also test our trained model
on some more deficiency data obtained by Kinect Azure DK to show our
robustness.
Network Training. For all the training and testing surfaces, we sample 4096
points to form the source and target point clouds. For all models, we construct
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the deformation graph with node number in range 150−200. During the Gauss-
Newton optimization, we use 5 iterations with the step of the iterations to be
1.0, 0.8, 0.7, 0.6, 0.5. The network contains 3 iterations, with {λk}3k=1 to be
103, 102, 10 respectively. The β1 and β2 in Eq. (12) are set as 5 and 10−4, the
ϵ in Eq. (13) is set as 0.03, and the γ in Eq. (14) is set as 0.9. We train the
network with the OneCycleLR [58] strategy, with the cycle length as 1000, the
maximum learning rate as 10−4 and the batch size as 4. The network is totally
trained for 500K forward-backward iterations with the Adam [59] optimizer.
All the experiments are conducted on a workstation with 40 Intel(R) Xeon(R)
Silver 4210R CPU @ 2.40GHz, 128GB of RAM, and four 24G GeForce RTX
3090Ti GPUs.
Metrics For the results of both the synthetic and real-scanned data, we
evaluate the registration performance with CD and EMD, as the same in [17].

4.2 Ablation Study

We analyze the choices of the key settings of our network by experi-
ments, including the iteration number, the refinement module, the point-wise
confidence and the deformation node number.

#Iter {λk} Refine Confidence CD ↓ EMD ↓
1 {103} × × 22.34 9.32

2 {103, 102} × × 13.36 8.02

3 {103, 102, 10} × × 6.33 5.20

4 {103, 102, 10, 1} × × 7.23 5.78

3 {103, 102, 10}
√

× 5.10 4.23

3 {103, 102, 10}
√ √

4.84 4.09

Table 1 Results of the component analysis for the network settings, evaluated by
CD(×10−5) and EMD(×10−3).

Network Settings. To explore the best network settings, we study on the iter-
ation times, the refinement module and the correspondence confidence. Using
the Dynamic FAUST[57] dataset as benchmark, we apply different strategies
to train and test on the same data and with the same training settings, which
is listed in Tab. 1.

At first, we use only 1 iteration without the refinement module or the corre-
spondence confidence (shown in the 1-st row). Then we add iteration numbers
step by step. From the 1 − 4 rows, the best choice about iteration number is
3, with the regularization weights to be 103, 102, and 10. The result of the
4-th row is not as good as the 3-rd row because the too small regularization
weight increases the freedom and causes the training difficulty. Therefore, we
use 3 iterations in all our experiments. In the 5-th module, we add the refine-
ment module after the last iteration, and find that the error is reduced again,
showing the effect of the refining process. At last, we add the correspondence
confidence in the 6-th row, which also promotes the registration effect. This is
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also in line with our expectations, because confidence provides a natural soft
pair-rejection strategy, which is also important in the optimization methods.
In our main experiments on both synthetic and real-scanned datasets, we keep
the network settings always the same as the 6-th row.
Number of Deformation Nodes. When constructing the deformation
graph, the number of nodes should be adjusted manually. We apply experi-
ments to search for the number of nodes that are most conducive to network
training. We collect 30 pairs of shapes from the TOSCA [56] dataset and cre-
ated 10 versions of the deformation graphs for them, in which the number of
nodes gradually increased.
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Fig. 3 The analysis on the node number of the graph. Red line represents the error of the
optimization with ground truth. Blue line represents the error of the unsupervised training.

Firstly, we directly use the ground truth correspondence to solve the Gauss-
Newton optimization (λ = 10). The MSE between the deformed shape and
the target shape is shown as the red line in Fig. 3, where the horizontal axis
represents the number of nodes, and the vertical axis (left side, color in red)
represents the MSE. Then we apply our network (1 iteration, unsupervised)
to train on this collection for enough forward-backward iterations (we set 1000
epochs to make sure the convergence), and shown the fitting error as the blue
line in Fig. 3, where the horizontal axis represents the number of nodes, and
the vertical axis (right side, color in blue) represents the error of the network
result.

Although a larger number of nodes can drive the smaller fitting error by
optimization with the ground truth, the best choice for our unsupervised train-
ing is a relatively moderate number of nodes. The graphs with too few nodes
are lack of expression ability, and the graphs with too many nodes would
have too large freedom, which is not conducive to our unsupervised network
training.
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4.3 Results and Comparisons

In this section, we show the qualitative and quantitative results and com-
parisons on the synthetic dataset TOSCA and real-scanned dataset Dynamic
FAUST with recent state-of-the-art methods, showing the superiority of our
method. While CPD [5] is the most classic and well-known optimization
method for non-rigid registration, BCPD [30] is a recent Bayesian version
of CPD, which performs better on the convergence and achieves the state-
of-the-art effect among the optimization methods. Another recent work,
RMA-Net [17], is a learning based framework that parameterizes the non-
rigid deformation as the combination of a series of rigid transformations,
which is also trained in the unsupervised manner and achieves the state-of-
the-art effect. Some previous works [60, 61] consider the registration between
deformable shapes and a template shape, but we do not compare with them
because we do not assume there is a template shape in our task. Moreover,
we also compare with a framework that focuses on estimating the surface cor-
respondence. Specifically, we compare with FMNet [62], a supervised network
based on the functional maps. The predicted dense correspondence can pull
each source point to its correspondence position, with can be viewed as the
natural deformation defined by the correspondence.

4.3.1 Registration for Synthetic Data

We firstly train and test our model on the synthetic dataset, and compare
it with the CPD, BCPD, RMA-Net and FMNet. From the TOSCA dataset,
we choose 5 categories of animals to compose the training and testing set,
including cat, dog, horse, centaur and wolf. The Tab. 2 shows the performance
comparison of each method on the TOSCA dataset. We can see that our
method obtains the best performance.

Metric Input CPD BCPD FMNet RMA-Net Ours

CD↓ 47.50 27.29 16.31 59.9 3.12 2.54
EMD↓ 27.76 4.43 3.05 16.25 0.45 0.40

Table 2 Results and comparison on the TOSCA dataset, with metrics CD(×10−5) and
EMD(×10−3).

The optimization based methods CPD and BCPD are sensitive to the spe-
cific testing sample and may not be able to converge to the right solution,
causing the result not good enough. The FMNet predicts the dense corre-
spondence, which is usually evaluated by the accuracy under a geodesic error
threshold. In our registration problem that means to estimate the deformation,
we try the simple way that directly considers the predicted correspondence of
FMNet as the deformation. The low quality also shows that there is still some
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Source                    CPD                     BCPD                   FMNet RMA-Net                  Ours            Target

𝜀 = 396.76 𝜀 = 18.37 𝜀 = 25.82 𝜀 = 58.30 𝜀 = 6.39 𝜀 = 3.94

𝜀 = 590.34 𝜀 = 128.43 𝜀 = 68.85 𝜀 = 268.70 𝜀 = 5.88 𝜀 = 3.92

Fig. 4 Comparisons with optimization based methods CPD [5], BCPD [30] and learning
based methods FMNet [62], RMA-Net [17] on the synthetic dataset TOSCA [56]. All values
are metrics CD(×10−5) of specific examples.

gap from the dense correspondence predicting task directly to a good regis-
tration quality, which is actually escaped in our pipeline by some specifically
designed modules and the end-to-end trainable framework.

RMA-Net can basically pull the limbs to the correct position (e.g. the legs
of the dog in Fig. 4), but there may exist local collapses in some details, which
does not appear in our method, thanks to the regularization of the deformation
graph. Moreover, RMA-Net may cause misidentification of the topology (e.g.
the horse in Fig. 4, where some points of the left thigh are pulled onto the
body), which does not occur in our results, either. The reason should be that
the deformation graph implies enough shape prior to significantly decrease the
probability of topology misidentification.

From both Fig. 4 and Tab. 2, we can conclude that our method works well
on the non-rigid surface registration task. Taking good use of the shape prior
and registration effect of the deformation graph, our method outperforms the
previous methods.

4.3.2 Registration for Real-scanned Data

To prove our feasibility and robustness on the real-scanned data, we train
and test our model on the Dynamic FAUST dataset, where the real-scanned
data suffers from noise, outliers and incompleteness. Our comparison with
CPD, BCPD and RMA-Net is shown in Fig. 5 and Tab. 3. The comparison
conclusion is consistent with the synthetic scenarios. Our method achieves the
best performance in both qualitative and quantitative experiments.

Metric Input CPD BCPD RMA-Net Ours

CD↓ 87.68 21.02 11.19 5.03 4.84
EMD↓ 13.09 8.23 6.78 4.17 4.09

Table 3 Results and cmparisons on the Dynamic FAUST dataset, with metrics
CD(×10−5) and EMD(×10−3).
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Source                          CPD                         BCPD                   RMA-Net                  Ours                 Target

𝜀 = 97.69                   𝜀 = 13.08                 𝜀 = 9.10                   𝜀 = 6.20                   𝜀 = 4.34

𝜀 = 201.01                 𝜀 = 11.28                𝜀 = 16.16                 𝜀 = 6.21                   𝜀 = 3.88

𝜀 = 104.41                𝜀 = 25.85              𝜀 = 10.02                   𝜀 = 5.62                    𝜀 = 4.90

𝜀 = 40.57                   𝜀 = 8.78                 𝜀 = 6.47                  𝜀 = 4.69                   𝜀 = 4.05

Fig. 5 Comparisons with CPD [5], BCPD [30] and RMA-Net [17] on the real-scanned
dataset Dynamic FAUST [57]. All values are metrics CD(×10−5) of specific examples.

In the first row of Fig. 5, our result is the only one that pulls the hands
apart to the correct target position, while none of others pulls them apart. In
the second row, CPD, RMA-Net and our results pull the leg down successfully,
but only our result keeps the original shape of the calf and foot. The third
and fourth examples raise the leg and stretch the arm respectively, where our
method estimates the correct body motion and keeps the overall surface in a
reasonable shape, escaping from elongating the calf (CPD, BCPD in the third
row) or bending the arm (CPD, RMA-Net in the fourth row). From these
examples, we can see that our method still works quite well for real-scanned
data that suffers from low quality.

4.3.3 Registration for More Deficiency Data

To further show the robustness of the framework, We further test on some
depth images acquired byKinect Azure DK. We use a dataset for 4D dynamic
reconstruction problem [63] which contains 14 depth sequences of different
people (we construct 4680 and 121 pairs for training and testing) and tried
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to register global human models to the depth images. We also apply RMA-
Net on this dataset for comparison. Results are shown in Fig. 6. We can see
that our result can keep the basic shape of the source model when changing
the pose, while the result of RMA-Net can not keep the basic shape of the
source. This shows the robustness of our framework. Although our method
improves the quality of non-rigid registration, there are still some failure cases.
Like embedded deformation-based methods [25, 26], our method cannot handle
topology change, which is still an open problem in non-rigid registration.

Source RMA-Net Ours Target

Fig. 6 Comparisons with RMA-Net [17] on the depth images collected by Kinect Azure
DK.

5 Conclusion

In this work, we propose a deformation graph based neural learning method
for non-rigid registration in a coarse-to-fine fashion, applying the structure
level and vertex level registration in turns. For the coarse structure level, we
follow the traditional deformation graph based pipeline and improve some
key modules by learning based strategies, including the correspondence con-
struction and the iterative mechanism. For the vertex level, we utilize a
point-wise refinement module to achieve better geometry details. The network
is trained end-to-end in the unsupervised manner, and outperforms the pre-
vious state-of-the-art methods on both synthetic and real-scanned data by a
large margin.
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