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Abstract—Research on image dehazing has made the need for a suitable dehazed image quality assessment (DIQA) method even more urgent. The performance of existing DIQA methods heavily relies on handcrafted haze-related features. Since hazy images with uneven haze density distributions will result in uneven quality distributions after dehazing, the manually extracted feature expression is neither accurate nor robust. In this paper, we design a deep CNN-based DIQA method without a handcrafted feature requirement. Specifically, we propose a blind dehazed image quality assessment model (BDQM), which consists of three components: image preprocessing, a haze-related feature extraction network (IFNet), and an improved regression network (IRNet). In IFNet, we design a perceptual information enhancement (PIE) module to learn powerful feature representations and enhance network capability according to channel attention, multiscale convolution and residual concatenation. IRNet aims to aggregate all patch information for the quality prediction of the whole image, where the effect of inhomogeneous distortion from the dehazing procedure is attenuated via a specifically designed patch attention (PA) mechanism. Experimental results on benchmark datasets demonstrate the effectiveness and superiority of the proposed network architecture over state-of-the-art methods.

Index Terms—Dehazed image quality assessment, channel attention, patch attention, multiscale convolution, residual concatenation.

I. INTRODUCTION

The visibility of natural images captured in hazy weather is degraded by the refraction reaction of air particles to light. This situation greatly impairs the performance of many image processing algorithms and visual-driven applications, such as image segmentation, detection and video surveillance. To eliminate the uncontrollable factors caused by haze in digital image processing, various image dehazing algorithms (DHAs) [1]–[10] have emerged. The performance evaluation of DHAs and the quality assessment of dehazed images (DHIs) not only help to select and optimize DHAs but also monitor the quality of DHIs in real time. Therefore, designing a method to measure the performance of DHAs and evaluate the visual quality of DHIs has become highly urgent and beneficial endeavor for practical image processing techniques and visually driven systems.

There is a fact that perceptual quality assessment [11]–[13] plays a vital role in the visual communication systems. The last few years have witnessed an explosion of research on dehazed image quality assessment algorithms (DIQAs) [14]–[19], which can be categorized into subjective evaluation methods and objective evaluation methods. Subjective evaluation is the most straightforward and persuasive method since humans are usually the ultimate observers and evaluators of DHIs. However, experimental factors such as a workload, a specific evaluation environment, and a certain number of trained observers hinder the popularization of subjective evaluation methods. Objective evaluation based on advanced computer algorithms overcomes the drawbacks of subjective evaluation, which shows high efficiency and allows a wide range of application scenarios.

As illustrated in Fig. 1, three strategies can be adopted for objective DIQA by employing different reference images: full-reference dehazed image quality assessment (FR-DIQA) [16], [18], [19], reduced-reference dehazed image quality assessment (RR-DIQA) [20], [21], and nonreference dehazed image quality assessment (NR-DIQA). In traditional IQA tasks [15],
FR and RR methods are categorized depending on the degree of ground truth information employed. However, DIQA distinguishes between FR and RR based on the reference image used. The former takes the haze-free image as a reference, while the latter uses the hazy image. FR-DIQQA and RR-DIQQA methods achieve satisfactory performance by comparing the references and the DHIs. However, they are ill-posed tasks, as haze-free and hazy images are usually unavailable in practical applications. Thereafter, researchers take synthetic-haze images to obtain the reference images required for experiments [16], [21], which are generated by haze synthesis technologies (HSTs) from the corresponding depth maps of haze-free images [26].

In contrast, NR-DIQQA takes only DHIs as input for quality evaluation without a reference image, which is more realistic and has received substantial attention in recent years [14], [27]. However, an ill-posed definition becomes the most essential issue for NR-DIQQA to ensure good image quality predictions. Numerous efforts have been made to address this problem by establishing robust feature representation models [28]–[31]. Traditional NR-DIQQA methods commonly employ hand-designed haze-related feature representations [14], [27], [32], [33], and they lack the diversity and flexibility to capture complex distortion patterns and various image content. Additionally, haze is often randomly distributed and unevenly dispersed in the image. However, existing NR-DIQQA methods evaluate visual quality based on the whole image without considering the variation in haze density in different image areas, which results in a performance bottleneck.

To track the abovementioned issues of NR-DIQQA, in this paper, we propose an end-to-end blind dehazed image quality assessment model (BDQM) by employing a convolutional neural network (CNN). Due to the powerful feature representation ability of CNN, the extracted deep perceptual features can be effectively combined and used for regression training. The proposed BDQM can automatically learn perceptual-related feature representations and predict visual quality levels without heavy manual work and reference images. Specifically, we propose a perceptual information enhancement (PIE) module based on channel attention, multiscale convolution and residual concatenation. PIE can capture the long-range dependencies between channels and distinguish different types of information for powerful feature representation. In addition, different image regions have different haze densities, which have different effects on image quality assessment. To minimize the effect of different haze densities on the dehazing results, we propose a patch attention (PA) mechanism to capture the dependence of perceptual features between different image patches. This scheme mitigates the performance bottleneck caused by heterogeneous patch information and improves the accuracy of the predicted image quality scores.

The proposed BDQM consists of three parts: image preprocessing, a haze-related feature extraction network (HFNet), and an improved regression network (IRNet). The image preprocessing module contains image sampling and image normalization procedures, which are necessary operations for deep learning models. HFNet takes the sampled patches of the DHI as input and perceptual features that are highly sensitive to the visual quality outputs. In HFNet, a PIE module with channel attention, multiscale convolution and residual concatenation is designed, which explores significant information and extracts multiscale perceptual features for quality prediction. IRNet integrates the features of all patches sampled from one DHI and predicts the final quality score of the entire image through a carefully designed PA scheme. Extensive experiments on five datasets demonstrate that our BDQM has considerable competitive advantages over existing state-of-the-art algorithms.

The main contributions of this paper are as follows:

- To our knowledge, this study is the first to use CNN to explore the NR-DIQQA problem. We propose the BDQM to automatically learn perceptual feature representations and predict quality scores of DHIs without manual work or reference images.

- We design a PIE module with channel attention and multiscale convolution to extract haze-related perceptual features for quality prediction. PIE uses feature splicing to capture valuable information and has a powerful network ability for diverse and flexible feature representation.

- We design a PA mechanism to adaptively aggregate perceptual features of all patches sampled from one DHI. The PA mechanism avoids a mismatch between the local quality and the overall image quality due to the uneven distribution of haze density and overcomes the difficulty of separately predicting the quality score of each patch during the training process.

- We conduct extensive experiments to validate the performance of our method on five datasets. Compared to state-of-the-art metrics, our model exhibits superior performance with acceptable computational cost.

The remainder of this paper is organized as follows. Section II reviews related work on haze-related image datasets, DIQA schemes and CNN-based IQAs. Section III details the construction of the proposed BDQM. Section IV presents the experimental results and their analysis. Finally, Section V concludes this paper.

II. RELATED WORK

Generally, DIQA is designed to evaluate the quality of DHIs, which are generated from hazy images by DHAs. In this section, we review the existing haze-related image datasets (including hazy and dehazed image datasets), related state-of-the-art DIQAs and CNN-based IQAs.

A. Haze-Related Image Datasets

1) Hazy Image Datasets: Hazy image datasets are critical to measuring the performance of DHAs. Three types of hazy image datasets are widely used in current research. The first is synthetic-haze image datasets, such as FRIDA [34], FRIDA2 [35], D-HAZY [26], Foggy Cityscapes [36], and RESIDE [37], which are generated from clear images and depth maps processed by computer synthesis techniques. However, their shortcomings, such as low resolution, unrealistic images, and poor simulation of synthetic-haze images, lead to an inaccurate and unsatisfactory measurement of DHAs. The second is
TABLE I
HAZY IMAGE DATASETS AND DEHAZED IMAGE DATASETS

<table>
<thead>
<tr>
<th>Hazy Type</th>
<th>Dataset</th>
<th>Haze-Free Images</th>
<th>Hazy Images</th>
<th>Dehazed Images</th>
<th>Dehazing Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic-Haze</td>
<td>FRIDA [34]</td>
<td>18</td>
<td>72</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>FRIDAZ [35]</td>
<td>66</td>
<td>264</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>D-HAZY [26]</td>
<td>144</td>
<td>1449</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Foggy Cityscapes [36]</td>
<td>550</td>
<td>550</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>RESIDE (ITS) [37]</td>
<td>1399</td>
<td>13900</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Artificial-Haze</td>
<td>O-HAZE [38]</td>
<td>45</td>
<td>45</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>I-HAZE [39]</td>
<td>35</td>
<td>35</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Natural-Haze</td>
<td>BedDE [18]</td>
<td>23</td>
<td>208</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Foggy Driving [36]</td>
<td>-</td>
<td>101</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Natural-Haze</td>
<td>DIQ [17]</td>
<td>-</td>
<td>250</td>
<td>1750</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>exBedDE [18]</td>
<td>12</td>
<td>167</td>
<td>1700</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>MRFID [19]</td>
<td>200</td>
<td>800</td>
<td>12000</td>
<td>16</td>
</tr>
<tr>
<td>Synthetic-Haze</td>
<td>SHRQ-Regular [16]</td>
<td>45</td>
<td>45</td>
<td>260</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>SHRQ-Aerial [16]</td>
<td>30</td>
<td>30</td>
<td>240</td>
<td>8</td>
</tr>
<tr>
<td>Hybrid</td>
<td>IVCDD [40]</td>
<td>-</td>
<td>25</td>
<td>200</td>
<td>8</td>
</tr>
</tbody>
</table>

artificial-haze image datasets, such as O-HAZE [38] and I-HAZE [39], which are captured from machine-made hazy scenes both indoors and outdoors. Although artificial-haze image datasets are better than synthetic-haze image datasets in haze simulation and the restoration of real scenes, they still have gaps with natural-haze images. The third is natural-haze image datasets, which are real but difficult to assemble. For example, the BeDDE [18] dataset contains 208 image pairs collected from 23 provincial capital cities, and the Foggy Driving [36] dataset contains 101 color images depicting real-world hazy driving scenarios. However, hazy images serve as the processing objects of DHAs, which lack the corresponding dehazed results and cannot be directly used in DIQA tasks.

2) Dehazed Image Datasets: The crucial task in DIQA research is to establish a public dehazed image dataset. Existing dehazed image datasets can be classified into three categories according to the type of hazy image. One type is the synthetic dehazed image dataset, such as SHRQ-Regular [16] and SHRQ-Aerial [16], which are derived from synthetic-haze images based on reliable HSTs. Another is the dehazed image dataset for natural haze, such as DIQ [17], exBedDE [18], and MRFID [19], which are generated from natural haze scenes. The last type is the hybrid hazy image dataset, which contains dehazed images created from synthetic-haze and natural-haze images, such as IVCDD [40]. Table I provides specific information on the aforementioned datasets.

B. Dehazed Image Quality Assessment Schemes

Three strategies for objective DIQAs have been extensively studied, namely, FR-DIQAs, RR-DIQAs, and NR-DIQAs.

1) FR-DIQAs: FR-DIQAs exhibit superior performance by measuring the difference between DHIs and haze-free images. Liu et al. [19] developed a similarity index (FRFSIM) based on haze-related features. Specifically, dark channel [3] and MSCN features [41] were employed to measure the haze density similarity. Gradient and chrominance features were used to evaluate the variation in artificial distortion. Zhao et al. [18] proposed the visibility index (VI) and realism index (RI) by evaluating the visibility and realism restoration of DHIs independently. VI was designed based on dark channel [3] and gradient features, while RI utilized phase congruence [42] and chrominance features [43]. Min et al. [16] proposed a quality measure by integrating three components: image structure recovery, color rendition, and overenhancement. Obviously, it is reliable to explore haze-related features for visual quality score prediction based on the difference between the reference images and the DHIs. However, FR-DIQA is impractical for real-time applications due to the difficulty of acquiring real haze-free and hazy image pairs.

2) RR-DIQAs: RR-DIQAs take hazy images as references to evaluate the visual quality of DHIs. Song et al. [44] proposed a contrast enhancement index based on the newly proposed haze-line theory. The underlying principle of haze-line theory is that haze lines in a hazy image respect the color clusters in the corresponding haze-free image, and pixels belonging to the same color cluster have similar colors. In addition to the color contrast, Fang et al. [45] considered structural similarity features for RR-DIQA. Specifically, the ascension of contrast degree and structural similarity were measured by comparing the spatial frequency contrast and the edge consistency between the hazy images and the DHIs, respectively. However, it was not sufficient and convincing to focus on only these two types of features for the visual quality evaluation of DHIs. Hsieh et al. [20] proposed an objective assessment of haze removal based on two objective optimizations, the dehazing effect and image distortion. Wang et al. [21] made full use of dark channel features and proposed a pixel-level dehazed image quality assessment method (PDIQA). The advantages of pixel-level quality measures allowed the metric to focus on specific areas. Min et al. [17] proposed an objective dehazing quality index (DHQI) by fusing three groups of features: haze-removing features, structure-preserving features, and overenhancement. However, RR-DIQA emphatically focuses on the degree of haze removal in DHIs compared to hazy images, which is still a gap in haze-free images. It performs slightly worse than FR-DIQA in terms of the quality assessment of DHIs.

3) NR-DIQAs: NR-DIQAs without reference images have received widespread attention in recent years owing to their practicality and convenience. Choi et al. [14] proposed a blind fog aware density evaluator (FADE) based on manually-extracted haze characteristics: low contrast, faint color, and shifted brightness. Shen et al. [27] extracted information,
contrast, and luminance to train a SVR model, which can be further used for quality prediction. Zhang et al. [32] learned a multivariate Gaussian (MVG) model of image patches from a collection of pristine natural images, then measured the quality of each image patch using the Bhattacharyya distance [46], and finally obtained the overall quality score by average pooling. Liu et al. [33] learned the pristine MVG model by extracting structure and naturalness from natural images, and visual quality was defined as the distance between the MVG model of DHIs and the learned pristine model.

The performance of the abovementioned NR-DIQAs depends highly on the operations of manually extracted or MVG-generated features. Thus, further efforts should be made to improve diverse feature representations for the quality assessment of DHIs. Haze density variation in different image regions causes uneven distortion after applying the DHAs. However, existing NR-DIQAs do not consider the impact of local distortion on overall image quality, leading to inaccurate quality evaluation results.

C. CNN-Based IQAs

Due to the powerful learning ability of CNNs, numerous CNN-based IQAs [30], [47]–[50] have been gradually developed and have achieved remarkable success by directly mapping the input image to a quality score. Kang et al. [47] were pioneers in applying CNNs for IQAs by designing a shallow network structure consisting of one convolutional layer with max and min pooling, two fully connected layers, and one output node. This network took image patches as input and estimated the overall image quality by pooling the scores of the sampled patches. Bianco et al. [48] estimated image quality by averaging the sum of scores predicted from multiple subregions of the original image. Yan et al. [30] proposed a dual-stream CNN using the image and gradient image to capture different-level information of inputs. Po et al. [50] enhanced CNN-based IQAs by discarding homogenous patches and biasing the final image quality score toward patches with complex structures via weighted average variance. Zhang et al. [51] proposed a CNN-based method named HazDesNet to predict haze density. HazDesNet took hazy images as input and predicted a pixel-level haze density map. The density map was then refined and smoothed, and the average of the refined map was calculated as the global haze density.

Although the application of CNNs to IQA tasks has produced pleasing results, this approach has not been applied to the DIQA task due to the following challenges. First, the difficulty of acquiring haze-free and hazy image pairs makes it difficult to advance CNN-based FR-DIQA and RR-DIQA methods. Second, most models do not effectively use information from the images when finding correlations between images and scores and neglect the correlations between patches. Finally, these methods estimate the subjective scores of the patches as the subjective score of the entire image, ignoring the effect of local quality inhomogeneities.

III. THE PROPOSED BDQM METRIC

In this section, we elaborate on our proposed BDQM. First, we describe the core components of our network: image preprocessing, HFNNet, and IRNet. Then, we present the details of the training procedure.

A. Framework

The overall framework of the proposed BDQM is shown in Fig. 2, which contains three parts: image preprocessing, HFNNet, and IRNet. Image preprocessing contains patch sampling and patch normalization. HFNNet aims to capture efficient perceptual haze-related features for quality regression. In HFNNet, we design the PIE module to maximize the haze-related feature enrichment. IRNet aggregates and optimizes all patch features via the PA scheme. The final quality score of the image is derived from all input patches through carefully designed convolution operations.

B. Image Preprocessing

Before training, some preprocessing operations need to be performed on the input images.

1) Patch Sampling: First, we divide the input DHI into nonoverlapping patches of size \( m \times m \) [28], [29], [52], [53], which is beneficial for capturing the inhomogeneous quality of the image and ensuring a large number of training samples. Then, we select \( N_p \) patches of the input image as training data. Given an input image of size \( h \times w \), at most \( N_m \) patches of size \( m \times m \) can be obtained:

\[
N_m = \left\lfloor \frac{h}{m} \right\rfloor \times \left\lfloor \frac{w}{m} \right\rfloor
\]

(1)

2) Patch Normalization: Image normalization has a pivotal role in the training procedure of neural networks, which is effective for stability training and network convergence. We perform patch normalization to convert all image patches to the range \([0, 1]\) and use the converted patches as the input of
the HFNet. Given an image patch \( P \) in RGB color space, we perform the normalization operation as follows:
\[
\bar{P}_i = \frac{P_i}{255}
\]
(2)

C. Haze-Related Feature Extraction Network (HFNet)

HFNet is a single-stream network for the efficient extraction of haze-related features. First, the simple combination of the convolutional layer and the pooling layer cannot meet the complex feature representation requirements. Inspired by previous work [49], [54], [55], we propose a PIE module with multiscale convolution to effectively increase the feature extraction capability by simulating the complex visual recognition progress of the human visual system (HSV). Second, the local quality of the DHI is unevenly distributed, which has a significant impact on the overall image quality assessment. Therefore, we propose to apply channel attention to enhance useful information and suppress useless information. Finally, to reduce information loss during the convolution procedure, we employ feature splicing to retain more useful perceptual information for the quality prediction of the DHI.

The detailed architecture of HFNet is shown in Fig. 2. First, two \( 3 \times 3 \) convolutional layers and one maxpooling layer are applied to extract low-level generic features. Then, the task-specific semantic features are derived by a tandem group of PIE modules. Finally, a feature pooling step is used to aggregate the learned haze-related perceptual features, including one \( 3 \times 3 \) convolutional layer and one \( 2 \times 2 \) maxpooling layer. We will discuss the impact of different HFNet structures on network performance in Section IV-C1.

PIE Module: We propose a PIE module to replace the simple combination of a single convolutional layer and a pooling layer [30], [47] to enhance the network capability for feature representation.

Fig. 3 shows the detailed structural information of the PIE-X, \( X, X \in \{64, 128, 256\} \). For each PIE-X module, given an input feature \( I \) of size \( X/2 \times H \times W \), it is first subjected to a simple channel attention mechanism to obtain \( I_C \). Specifically, the one-dimensional channelwise statistics \( I_{GAP} \) of length \( X/2 \) are obtained from \( I \) after the global average pooling operation (GAP). \( I_{GAP} \) is defined as:
\[
I_{GAP} = F_{GAP}(I) = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} I(i,j)
\]
(3)

where \( F_{GAP} \) denotes the GAP operation. The fully connected (FC) layer and the sigmoid activation function are applied on \( I_{GAP} \) to generate the attention vector \( S_1 \). Then, the channel attention feature map \( I_C \) of size \( X/2 \times H \times W \) is generated with channel attention weights \( S_1 \) as follows:
\[
I_C = S_1 \otimes I
\]
(4)

where \( \otimes \) denotes the elementwise multiplication operation.

Furthermore, \( I_{M2} \) is generated from \( I_C \) by two tandem multiscale convolution layers [56]. In the first multiscale convolution layer, \( I_C \) generates \( I_{m1} \), \( I_{m2} \) and \( I_{m3} \) through three convolutional layers with kernel sizes of \( 1 \times 3 \), \( 3 \times 3 \) and \( 3 \times 1 \), respectively. Then, \( I_{M1} \) of size \( X \times H \times W \) is generated by aggregating \( I_{m1} \), \( I_{m2} \) and \( I_{m3} \) as follows:
\[
I_{M1} = I_{m1} \oplus I_{m2} \oplus I_{m3}
\]
(5)

where \( \oplus \) denotes the elementwise summation operation. Up to this point, the result of the first multiscale convolution layer is output as \( I_{M1} \). Then \( I_{M1} \) proceeds to the next multiscale convolution layer and generates \( I_{M2} \) of size \( X \times H \times W \).

Next, a residual connection is applied to \( I_C \) and \( I_{M2} \) by the splicing operation. The splicing operation of \( I_C \) and \( I_{M2} \) is performed in the channel dimension, so the size of the splicing result \( I_{concat} \) is \( (X + X/2) \times H \times W \). Finally, a \( 1 \times 1 \) convolutional layer and a maxpooling layer are responsible for dimension reduction and downsampling. Then, the output of the PIE-X module is \( I \) of size \( X \times H \times W \). Notably, the leaky rectified linear unit (LReLU) activation function [57] is used after all convolutional layers. We will discuss how the residuals are connected and verify the best choice between splicing and summation in Section IV-C2.

D. Improved Regression Network (IRNet)

1) Structure of Previous Regression Network: Specifically, in the previous CNN-based IQAs [30], [47], each patch inherits the same annotation score. Distortions in an image are usually unevenly distributed, which means that the level
of the visual quality of each patch is not flush with the whole image. Fig. 4 shows two examples. The topmost images in Fig. 4 (a) and (b) are the DHIs from the SHRQ-Regular [16] dataset, and the three rows of patches below are taken from the corresponding DHI, haze-free images and noisy images, respectively. These two examples show that the color, texture, and structure of the demated images are close to those of haze-free patches. However, there are still some areas that are visually different between DHIs and haze-free images. The uneven distribution of visual quality makes it difficult to estimate the visual quality of the entire DHI.

As shown in Fig. 5, there are two mainstream regression networks in existing CNN-based IQAs based on FC networks (FCNets). One is the single pooling approach [30], [31], [58] in Fig. 5 (A). The input and output of FCNet are the perceptual features and the learned patch score $o_k$. FCNet consists of several cascaded FC layers, the number of FC layers can be adaptively adjusted. We set it to 4 here. The final quality score $O$ of the DHI is generated by pooling the scores of all sampled patches, which is defined as:

$$O = \sum_{i=1}^{N_p} o_i$$

(6)

where $N_p$ is the number of sampled image patches. The other one is the weighted pooling method [59] in Fig. 5 (B), where two parallel FCNets are responses to learning the quality score $o_k$ and the weight score $w_i$ for each image patch, respectively. The weight score represents the proportion of the image patch in the overall quality of the entire image. The final quality score $O$ of the DHI is defined by:

$$O = \frac{\sum_{i=1}^{N_p} o_i w_i}{\sum_{i=1}^{N_p} w_i}$$

(7)

where $N_p$ is the number of sampled image patches.

There are ill-posed requirements in the abovementioned two types of regression networks, that is, each sampled image patch needs to be labeled with subjective scores for training. The literature [30] usually adopts the way that an image patch inherits the subjective score (ground truth) of its parent image. However, this approach is not appropriate for DIQA. Due to the uneven distribution of haze density in DHIs, different image patches with different haze densities should have different quality scores. Therefore, assigning the same labeled subjective score to all patches sampled from an image may lead to inaccurate and unreliable prediction results.

2) **IRNet**: Motivated by the above observations, we propose IRNet to avoid the mismatch between local and overall image quality due to uneven distribution of haze density and to overcome the difficulty of obtaining the ground truth of the patches for training. The proposed IRNet aims to map all patch features of the DHI to the final perceptual quality score. Fig. 2 illustrates the main structure of IRNet, while Fig. 6 refines each part to make it easier to understand. The input of IRNet is the perceptual features of size $N_p \times H \times W$ from the output of HFNet. To combine the features of each patch to estimate the final score of the image, a reshaping operation is required to convert the size to $1 \times N_p \times h \times w$, where $X = h \times w$. The GAP operation of IRNet in Fig.2 ensures that the values of $H$ and $W$ are 1.

**PA Module**: We design a PA mechanism to adaptively aggregate perceptual features of all patches sampled from one DHI. For a given perceptual input feature $\tilde{I}$ of size $N_p \times h \times w$, the feature map $I_p$ is obtained by the PA mechanism. In detail, $\tilde{I}$ generates an attention vector $S_2$ by 1$\times$1 group convolution (groups=$N_p$) and sigmoid activation function. Then, the first attention feature map $I_G$ of size $N_p \times h \times w$ is generated with the attention weights $S_2$ as follows:

$$I_G = S_2 \otimes \tilde{I}$$

(8)

where $\otimes$ denotes the elementwise multiplication operation. Next, multiscale convolutions are conducted by using 3$\times$1 and 1$\times$3 kernel sizes for $I_{p1}$ and $I_{p2}$, respectively. The multiscale feature maps are aggregated into $I_p$:

$$I_p = I_{p1} \oplus I_{p2}$$

(9)

where $\oplus$ denotes the elementwise summation operation. Then, a sigmoid activation function is applied to $I_p$ to generate the attention vector $S_3$. Similarly, the PA feature map $I_p$ can be obtained by:

$$I_p = S_3 \otimes I_G$$

(10)

where $\otimes$ denotes the elementwise multiplication operation. Last, a 3$\times$3 convolutional layer is applied on $I_p$ to obtain $\hat{I}$ of size $2N_p \times h \times w$. The GAP and two FC layers (FC-$N_p$, FC-1) are used to learn the final quality score $O$ from the features $\hat{I}$. In the proposed IRNet, instead of predicting the visual score of each patch individually, we fuse the perceptual features of all sampled patches to obtain the visual quality score of the whole image. In other words, the object of our IRNet is the whole image rather than a single patch.
E. Network Training

For the proposed BDQM, our target is to minimize the loss function. Given an input image \( I_i \), \( O_i \) and \( S_i \) are its predicted quality score and subjective quality score, respectively. We adopt the \( l_1 \)-norm loss to measure the difference between \( O_i \) and \( S_i \), which is formulated as

\[
\text{loss}(i) = ||O_i - S_i||_1
\]

By minimizing the loss function, we can obtain the optimal network parameters as follows:

\[
\theta^* = \theta_{\text{min}} - \frac{1}{N} \sum_{i=1}^{N} \text{loss}(i)
\]

where \( N \) denotes the number of training images.

The backpropagation algorithm [60] is employed to iteratively train the proposed model over multiple epochs. We split the training set into minibatches for batch optimization, and each sample in the training set is used only once in an epoch. In our experiments, image patches sampled from the same image must be distributed in the same minibatch, because IRNet integrates the features of the input patches for overall score prediction. The Adam Optimizer (ADAM) [61] is utilized to change the conventional stochastic gradient descent method for better convergence of batch optimization.

IV. EXPERIMENTS AND ANALYSIS

In this section, we conduct extensive experiments to demonstrate the performance of our proposed BDQM on five test datasets and compare it with that of state-of-the-art IQAs.

A. Experimental Protocols

1) Test Datasets: Five benchmark dehazed image datasets are used to evaluate the performance of our proposed method. They are two synthetic dehazed image datasets SHRQ-Regular [16] and SHRQ-Aerial [16], two natural dehazed image datasets DIQ [17] and exBeDDE [18], and one hybrid dehazed image dataset IVCD [40]. The details of the five datasets are presented in Table 1.

SHRQ-Regular: The SHRQ-Regular consists of 360 DHIs created from 45 synthetic-haze images using 8 DHAs. The synthetic-haze images are derived mainly from high-quality haze-free images and the corresponding depth maps from [62] and Middlebury Stereo datasets [63]. The standard double-stimulus method with a five-grade continuous quality scale is used to conduct the subjective experiment test [64]. First, 38 observers are invited to rate a quality score for each dehazed image based on their own visual experience. Then the outlier detection operations are employed to process the obtained raw subjective scores, and invalid observers are rejected. Finally, the MOS value of each image is generated by averaging all the rating scores from the valid observers. The MOS values lie in the range [10, 80], where a higher value indicates better visual quality.

SHRQ-Aerial: The SHRQ-Aerial dataset consists of 240 DHIs created from 30 synthetic-haze images using the same 8 DHAs in the SHRQ-Regular dataset. The synthetic-haze images are generated from high-quality aerial images in the AID [65] dataset. The subjective test is the same as the SHRQ-Regular. The MOS values in SHRQ-Aerial are in the range of [10, 80], with higher values indicating better visual quality.

exBeDDE: The exBeDDE dataset is an extension of BeDDE [18]. It contains 1670 hazy images from 12 cities in BeDDE. Of these, 1670 DHIs are generated from 10 representative DHAs. In the subjective experiment, the images were divided into 12 hazy groups and 167 dehazing groups. 10 subjects rank each dehazing group based on realness and visibility by the double-stimulus method. The final MOS of an image is converted from its rank in a group by a specially designed mapping function [18]. The MOS values in exBeDDE lie in the range [0, 1], where a higher value indicates better visual quality.

DIQ: The DIQ dataset contains 1750 DHIs generated from 250 hazy images of various haze densities using 7 representative DHAs. The 250 hazy images selected from the total 500 hazy images [66] are obtained from the real world. Subjective experiments are performed by 54 observers by using the double-stimulus method with a five-grade categorical rating scale. After the outlier detection, three subjects are rejected. The MOS values are in the range [20, 80], where a higher value indicates better visual quality.

IVCDD: The IVCDD dataset includes 25 hazy images and 200 DHIs created by 8 DHAs. Most images in this dataset are captured in the real world, but the haze of indoor static objects is simulated artificially. This single-stimulus method is used in the subjective experiment test. 24 observers are participated to rate their quality of each image based on an integer scale from 1 to 10, where higher values indicate better visual quality.

2) Evaluation Criteria: Based on the recommendations of the video quality expert group (VQEG) [67] for the first phase of FR-TV testing, four common performance evaluation criteria are used to evaluate the performance of different DIQA metrics. Pearson linear correlation coefficients (PLCCs) and Spearman rank order correlation coefficients (SRCCs) are employed to evaluate the prediction monotonicity, while the Kendall rank order correlation coefficients (KRCCs) and root mean squared error (RMSE) are used to evaluate the prediction accuracy. To obtain accurate PLCC and RMSE, the predicted score is processed by a five-parameter nonlinear logistic mapping function [68]:

\[
O' = \beta_1 \left( \frac{1}{2} - \frac{1}{1 + e^{\beta_2 (O - \beta_3)}} \right) + \beta_4 O + \beta_5
\]

where \( O \) denotes the predicted score, and \( O' \) denotes the fitted predicted score. \( \beta_i (i = 1, 2, \ldots, 5) \) are the parameters to be fitted. A better DIQA method should have a higher SRCC, KRCC, and PLCC but a lower RMSE.

3) Protocol Configuration: We select five dehazed image datasets in Table 1 for our experiments. The performance results on each dataset are obtained by training the proposed model on 80% images of the dataset while testing on the remaining 20%. According to patch sampling method in Section III-B1, we divide the input DHI into nonoverlapping patches of size \( m \times m \) (\( m = 32 \)) and select \( N_p = N_m \) patches for training. The MAE loss function with a learning rate of \( \eta = 10^{-4} \) is adopted by the ADAM optimizer with
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
<th>SHQR-Aerial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SRCC</td>
</tr>
<tr>
<td>Patch Size</td>
<td>48</td>
<td>0.9674</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>0.9645</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>0.9633</td>
</tr>
<tr>
<td></td>
<td>96</td>
<td>0.9436</td>
</tr>
<tr>
<td></td>
<td>112</td>
<td>0.9249</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>0.9307</td>
</tr>
<tr>
<td>Patch Number</td>
<td>3/4</td>
<td>0.9395</td>
</tr>
<tr>
<td></td>
<td>1/2</td>
<td>0.9345</td>
</tr>
<tr>
<td></td>
<td>1/4</td>
<td>0.9302</td>
</tr>
<tr>
<td>Color Space</td>
<td>HSV</td>
<td>0.9585</td>
</tr>
<tr>
<td></td>
<td>LAB</td>
<td>0.8999</td>
</tr>
<tr>
<td>Kernel Size</td>
<td>5x5</td>
<td>0.9525</td>
</tr>
<tr>
<td></td>
<td>7x7</td>
<td>0.9629</td>
</tr>
<tr>
<td>Residual Connection</td>
<td>Non</td>
<td>0.9718</td>
</tr>
<tr>
<td></td>
<td>True</td>
<td>0.9664</td>
</tr>
<tr>
<td>BDQM</td>
<td>0.9767</td>
<td>0.8848</td>
</tr>
</tbody>
</table>

Table II shows the performance results of selecting 1/4, 1/2, and 3/4 of the patches, and all the patches. The best result is achieved by using all image patches for training.

3) Color Space: To explore the impact of the image color space, we compare the network performance in the RGB, HSV, and LAB color spaces. RGB is defined by the chromaticity of the three primary colors: red, green, and blue. HSV represents the hue, saturation, and lightness. In LAB color space, L denotes the luminance, and A and B denote the opposing color dimensions. We normalized the color space components to [0, 1] for training, and the experimental results are shown in Table II. Obviously, the proposed model trained in the RGB color space has better results.

4) Kernel Size: To verify the impact of the kernel size, we use different kernel sizes to train our model and test the corresponding performance. Here, we change only the kernel size while keeping the other structures unchanged. The experimental results of different kernel sizes in Table II show that the network performance is sensitive to kernel size. Therefore, we use the kernel size 3 × 3 in our method since it achieves the best performance on the SHQR-Aerial dataset.

C. Ablation Study

We conduct an ablation study to demonstrate the effectiveness of our proposed PIE module and IRNet. The experiments are conducted by comparing the proposed model with several baseline models on SHQR-Aerial [16] and SHQR-Regular [16]. The same experimental conditions are set as in Section III-E to ensure the validity and usability of the results.

1) Effectiveness of PIE Module: To verify the effectiveness of the proposed PIE module, we replace it in the HFNNet with a convolutional module. The convolutional module contains two 3 × 3 convolutional layers and one maxpooling layer. Similarly, an LReLU activation function is added after the convolutional layer. In total, five different combination schemes are generated, as shown in Table III, where P_i (i = 1, 2, 3, 4) denotes the PIE module, C_i (i = 1, 2, 3, 4) denotes the convolutional module, and + denotes that the module is tandem. Table III gives the results of these five schemes based on patch correlation pooling, where the best scores are marked in bold.

From Table III, we infer the following conclusions. First, based on the results of HFNNet schemes A to C, we find that network performance gradually improves with an increase in stacked PIE modules and is best when stacking 3 PIE modules. Second, observing the results of HFNNet schemes C and D, we speculate that the complex PIE modules are not suitable for extracting low-level features of the images, which leads to degradation of the network performance. Finally, stacking PIE modules are more effective than spacing PIE modules based on the results of scheme C and scheme E. Combining the above information, we adopt HFNNet scheme C as the final structure of our proposed HFNNet.

2) Residual Concatenation: In the proposed PIE module, we introduce a residual concatenation to enhance the feature extraction capability and stabilize network training. To evaluate the effect of the residual concatenation, we compare the BDQM performance under three cases: without an operation,
TABLE III
DIFFERENT DESIGN SCHEMES FOR HFNET

<table>
<thead>
<tr>
<th>Model</th>
<th>Combination</th>
<th>SHRQ-Regular</th>
<th>SHRQ-Aerial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SRCC</td>
<td>KRCC</td>
<td>PLCC</td>
</tr>
<tr>
<td>HFNet Scheme A</td>
<td>$C_1 + C_2 + C_3 + P_4$</td>
<td>0.8478</td>
<td>0.8549</td>
</tr>
<tr>
<td>HFNet Scheme B</td>
<td>$C_1 + C_2 + P_3 + P_4$</td>
<td>0.8573</td>
<td>0.6706</td>
</tr>
<tr>
<td>HFNet Scheme C</td>
<td>$P_1 + P_2 + P_3 + P_4$</td>
<td>0.8676</td>
<td>0.6917</td>
</tr>
<tr>
<td>HFNet Scheme D</td>
<td>$P_1 + P_2 + P_3 + P_4$</td>
<td>0.8670</td>
<td>0.6737</td>
</tr>
<tr>
<td>HFNet Scheme E</td>
<td>$C_1 + P_2 + C_3 + P_4$</td>
<td>0.8637</td>
<td>0.6808</td>
</tr>
</tbody>
</table>

Fig. 7. Examples of the proposed BDQM for learning patch features in three scenarios. (a) is the DHI from the SHRQ-Aerial [16] dataset, (b), (c), and (d) are the learned feature maps of the yellow rectangle in (a) of the models without an operation, with residual connection, and with residual concatenation, respectively.

with residual connection, and with residual concatenation. In our experiments, residual connection denotes the elementwise summation operation, while residual concatenation denotes the channelwise splicing operation. For a fair comparison, all the other experimental settings are the same for the three cases.

To intuitively compare model performance under the three cases, we train models on the SHRQ-Aerial [16] dataset, and the learned feature maps in the first PIE module are given in Fig. 7. In this figure, (a) is a DHI of the SHRQ-Aerial [16] dataset, (b), (c), and (d) are the corresponding learned feature maps of the yellow rectangle in (a) of the models without an operation, with residual connection, and with residual concatenation, respectively. The visualization results indicate that using residual concatenation can preserve more structural information. The feature maps learned by the model with residual concatenation are sharper than those learned by the model with residual connection.

3) Effectiveness of IRNet: To verify the effectiveness of our proposed IRNet, we compare two main regression network structures for the CNN-based IQA task, whose architectures are described in Section III-D1. We abbreviate the single pooling-based regression network as SPNet and the weighted pooling-based regression network as WPNet. We compare these two regression network structures with HFNet based on scheme C in IV-C1 and keep other settings unchanged. From the experimental results shown in Table IV, we obtain the following three observations.

First, the single pooling operation exhibits relatively poor performance on these two datasets when we adopt HFNet scheme C. The final score obtained by summing or averaging the patch quality scores ignores the contribution of superior local quality to the overall image. It also weakens the existence of inferior local quality. Second, using weights in single pooling can effectively alleviate the neglect of local quality. The weighted pooling operation emphasizes local properties and effectively stretches the quality distance between patches. According to Table IV, the results of four different criteria of weighted pooling are significantly better than those of single pooling. Finally, compared to the above two methods, the results show significant improvements in patch-related pooling operations. The higher SRCC values on the SHRQ-Regular and SHRQ-Aerial datasets show conspicuous progress. The single pooling and weighted pooling methods compute individual patch scores only without considering the underlying relationship between patches in the entire image. The patch-related pooling operation strengthens the feature connections between each patch. As discussed in Section III-D1, the inexact MOS value of each patch can also cause performance degradation. The proposed scheme can avoid this awkward situation to produce better results.

4) Patch Attention (PA): In the proposed IRNet, we introduce a PA mechanism to determine the different contributions of local quality to the overall quality prediction of the DHI. To verify the effectiveness of the proposed PA mechanism, we compare the feature maps from HFNet before and after passing PA. Fig. 8 shows the results, where (a) is a DHI and (b) and (c) are the corresponding feature maps before PA and after PA, respectively. The difference between the river and the land is more significant in (c) than in (b), which is more
Table V

<table>
<thead>
<tr>
<th>Metric</th>
<th>SHIRQ-Regular</th>
<th>SHIRQ-Aerial</th>
<th>exBedDeE</th>
<th>exBDQM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SRCC</td>
<td>KRCR</td>
<td>PLCC</td>
<td>RMSE</td>
</tr>
<tr>
<td>PSNR [22]</td>
<td>0.6308</td>
<td>0.4316</td>
<td>0.6942</td>
<td>0.1486</td>
</tr>
<tr>
<td>SSIM [22]</td>
<td>0.5627</td>
<td>0.3991</td>
<td>0.6201</td>
<td>0.1619</td>
</tr>
<tr>
<td>DISS [69]</td>
<td>0.7246</td>
<td>0.5375</td>
<td>0.8047</td>
<td>0.1225</td>
</tr>
<tr>
<td>VSI [70]</td>
<td>0.6849</td>
<td>0.5065</td>
<td>0.7706</td>
<td>0.1315</td>
</tr>
<tr>
<td>LPIPS [15]</td>
<td>0.7221</td>
<td>0.5421</td>
<td>0.8130</td>
<td>0.1202</td>
</tr>
<tr>
<td>PSIQ [23]</td>
<td>0.6238</td>
<td>0.4580</td>
<td>0.7580</td>
<td>0.1346</td>
</tr>
<tr>
<td>1L-NIQE [32]</td>
<td>0.3372</td>
<td>0.2347</td>
<td>0.5955</td>
<td>0.1661</td>
</tr>
<tr>
<td>SNN-NIQE [33]</td>
<td>0.4300</td>
<td>0.3036</td>
<td>0.5167</td>
<td>0.1673</td>
</tr>
<tr>
<td>BPRP [24]</td>
<td>0.0159</td>
<td>0.0053</td>
<td>0.1638</td>
<td>0.2036</td>
</tr>
<tr>
<td>BMPRI [25]</td>
<td>0.6148</td>
<td>0.3666</td>
<td>0.6740</td>
<td>0.1650</td>
</tr>
</tbody>
</table>

Table VI

<table>
<thead>
<tr>
<th>Metric</th>
<th>DHQ</th>
<th>IVCDD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SRCC</td>
<td>KRCR</td>
</tr>
<tr>
<td>IL-NIQE [32]</td>
<td>0.5970</td>
<td>0.4276</td>
</tr>
<tr>
<td>SNN-NIQE [33]</td>
<td>0.4740</td>
<td>0.3346</td>
</tr>
<tr>
<td>BPRP [24]</td>
<td>0.2529</td>
<td>0.1767</td>
</tr>
<tr>
<td>BMPRI [25]</td>
<td>0.7265</td>
<td>0.5417</td>
</tr>
<tr>
<td>DDIQ [17]</td>
<td>0.2710</td>
<td>0.1859</td>
</tr>
<tr>
<td>BQMD [27]</td>
<td>0.8468</td>
<td>0.7587</td>
</tr>
<tr>
<td>FADE [14]</td>
<td>0.6537</td>
<td>0.4844</td>
</tr>
<tr>
<td>HazDesNet [51]</td>
<td>0.2526</td>
<td>0.1757</td>
</tr>
<tr>
<td>BDQM</td>
<td>0.8936</td>
<td>0.7267</td>
</tr>
</tbody>
</table>

Fig. 8. Examples of the proposed BDQM for learning patch features in two cases. (a) is the DHI from the SHIRQ-Aerial [16] dataset. (b) shows the patch feature maps without the PA mechanism. (c) shows the patch feature maps after processing with the PA mechanism.

in line with the visual perception of the HVS in (a). Thus, applying the PA mechanism in IRNet has a significant impact on the accurate evaluation of the overall image.

D. Performance Evaluation

In this section, experiments are conducted to illustrate the advantages of the proposed BDQM for DIQA. Two types of IQAs are used for comparison, including 10 general-purpose IQA methods (GIQAs) and 11 DIQAs. The 10 GIQAs contain 6 FR-IQAs: PSNR, SSIM [22], DISS [69], VSI [70], LPIPS [15] and PSIQ [23], and 4 NR-IQAs: IL-NIQE [32], SNN-NIQE [33], BPRP [24] and BMPRI [25]. The 11 DIQAs contain 5 FR-DIQAs: FRDQA [16], FRDQA [16], VI [18], RI [18] and FRFSIM [19], 3 RR-DIQAs: DPI [20], PDQA [21] and DIQI [17], and 3 NR-DIQAs: BQMD [27], FADE [14] and HazDesNet [51].

1) Evaluation of Individual Dataset: We compare the proposed BDQM with 10 GIQAs and 11 DIQAs on the SHIRQ-Regular, SHIRQ-Aerial, exBedDeE, DHQ, and IVCDD datasets. Tables V and VI show the experimental results; the best results in each dataset are marked in bold. From the results, we can obtain the following observations. First, for these two types of IQAs, the FR and RR methods show better performance than the NR methods with the help of the reference information. Second, compared to the state-of-the-art IQAs (including GIQAs and DIQAs), our proposed BDQM achieves the best performance on SHIRQ-Aerial, exBedDeE and DHQ and comparable performance on SHIRQ-Regular and IVCDD. The results show that the proposed method can effectively evaluate the quality of DHLs without references.

In addition, we also employ scatter plots to graphically show the disparity between the proposed BDQM and 21 competitors. Fig. 9 shows the scatter plots of all examined methods on the SHIRQ-Aerial dataset, where each symbol represents the
subjective and objective scores for a single DHI. The solid red lines are the fitted curves of the scatter plots. The gap between the symbol and the fitted curves visually indicates the performance of the IQA model. The smaller the gap is, the better the performance is. Comparing the distribution characteristics of the scatter plots in Fig. 9, it is easy to see that the proposed BDQM has a great performance advantage.

2) Evaluation of different DHAs on DHIs: To further check the performance of the proposed BDQM, we conducted comparative experiments on two datasets with images applying specific DHAs. Eight DHAs are applied to SHRQ-Regular and SHRQ-Aerial datasets, including Fattal [1], Tarel [2], He [3], Xiao [4], Meng [5], Lai [6], Berman [7] and Cai [8]. For the sake of brevity, we present the results of SRCC and PLCC, and similar conclusions are drawn for KRCC and RMSE. The SRCC and PLCC results for the 10 GIQAs and 11 DIQAs based on different DHAs are presented in Tables VII and VIII.

From the results presented in Tables VII and VIII, we can observe that the proposed BDQM has the highest SRCC and PLCC hit counts. In particular, the proposed BDQM shows promising performance for Fattal [1] and Cai [8] DHAs, while other available metrics show poor results for both DHAs. The reason for this result is that the images after applying DHAs Fattal [1] and Cai [8] have uneven haze residue.
our proposed BDQM can learn visual features without any constraints to produce satisfactory results. However, for He [3], the performance of BDQM is slightly worse. Because He [3] generates additional artifacts during the dehazing process, our model learns these artifacts as perceptual features, which leads to inaccurate results. In general, BDQM exhibits stable and superior performance on most types of DHAs compared to the state-of-the-art IQA metrics.

3) Studies on Different Size Training Sets: In this task, we investigate the impact of different-size training sets. Inspired by active learning [71], the training sets are selected by the following two strategies: (a) randomly selecting samples; (b) selecting samples based on expected error reduction.

Existing metrics fail to obtain accurate results because they do not capture the inhomogeneous haze features. In contrast,
the remaining subset of each random division. Theoretically, if more data are used for training, the model is fitted better and results in better performance.

Fig. 10 shows the performance results on the SHRQ-Aerial dataset under two data selection strategies. We repeat each random division of different sizes 10 times; the average result is plotted in Fig. 10. Obviously, the proposed model can still obtain satisfactory SRCC values even if only 10% of the data are used for training. A similar result can be found for the PLCC curve. The experimental results show that the proposed model can achieve satisfactory results even with a small amount of training data.

4) Statistical Significance Test: We perform a statistical significance test on the SHRQ-Aerial dataset to verify that the performance of all models is significantly different. The F-test method [16] is used by comparing residual variances between the subjective and the objective score. Table IX shows the result, where the symbols 1, -1, and - at (i, j) indicate that the model in row i performs statistically superior, inferior, and incomparable to the model in column j, respectively. From Table IX, we can make two observations. First, most competitors are statistically incomparable with each other. Second, the proposed BDQM has significant advantages over all considered state-of-the-art IQAs.

5) Computational Complexity: The computational complexity of IQAs is worth analyzing since running time is a critical influencing factor in many real-time applications. In our experiments, the computational complexity of a model is measured by computing the running time of predicting the quality of a single image. To eliminate the bias caused by specific image selections, we choose 240 images from the SHRQ-Aerial dataset for testing and utilize the average running time of each model as the computational time cost. Table X lists the computational complexity of the proposed model and the compared IQA methods.

From this table, we can draw the following conclusions. On the one hand, PSNR and SSIM [22] have the lowest computational complexity because they contain only simple functions among the seven GIQA metrics. DISTS [69] takes the longest time because its features are obtained through deep learning models. In addition, using the MVG models imposes a cost on the computation time of IL-NIQE [32] and SNPNIQE [33]. On the other hand, for the remaining nine DQAs that predict image quality by manually extracting features, PDIAQ [21] has the highest computational complexity because it extracts features at the pixel level. In contrast, the proposed model shows moderate operating speed among the compared IQAs. This result suggests that our model does not incur an unacceptably heavy computational overhead to improve prediction accuracy.

V. CONCLUSION

In this paper, we propose BDQM, a deep CNN-based model for blind dehazed image quality assessment. To overcome the difficulty of acquiring haze-free and hazy image pairs, our proposed BDQM is an end-to-end model that does not require a reference image. BDQM contains three core components: image preprocessing, HFNet and IRNet. The HFNet consists of low-level feature extraction, PIF modules and a feature pooling step, which is beneficial for learning powerful feature representations and enhancing the feature extraction capability.
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