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Compact Real-time Simulator with Spatial-temporal
Parallel Design for Large-scale Wind Farms
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Abstract—Real-time simulation of large-scale wind farms with
detailed modeling can provide accurate insights into system tran-
sient behaviors, but entails challenges in computing resources.
This paper develops a compact real-time simulator based on
the field programmable gate array (FPGA) for large-scale wind
farms, in which the spatial-temporal parallel design method is
proposed to address the huge computation resource demand
associated with detailed modeling. The wind farm is decoupled
into several subsystems based on model consistency, and the
electrical system and control system of each subsystem are
solved in parallel. Both the module-level pipeline technique and
superscalar pipeline technique are introduced to the wind farms’
simulation to effectively improve the utilization of hardware
resources. In case studies, real-time simulations of two modified
wind farms are separately carried out on a single FPGA, includ-
ing one with 13 permanent magnet synchronous generators under
a time-step of 11 µs, and the other with 30 squirrel-cage induction
generators under a time-step of 8 µs. Simulation tests, under
different scenarios, are implemented to validate the numerical
performance of the real-time simulator, and a comparison with
the commercial tool PSCAD/EMTDC demonstrates the accuracy
and effectiveness of the proposed design.

Index Terms—Real-time simulation, FPGA, wind farm,
spatial-temporal parallelism, hardware design.

NOMENCLATURE

A. Variables

idc Control signal for the controlled current source
in DC side.

iqs, ids Current of the stator in the q axis and d axis.
iqr, idr Current of the rotor in the q axis and d axis.
ia,m, ic,m Phase-A and phase-C current of the MSC.
ia,g, ic,g Phase-A and phase-C current of the GSC.
Ihist History current source vector of branches.
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I ′
b dev Branch current vector of the dev element

type.
Ib, In Branch current vector and nodal injection

current vector of the electrical subsystem.
Ih dev , I ′

n dev History current source vector and nodal
injection current vector of the dev element
type.

Ka, Kb, Kc Three-phase PWM signals for the upper
arms in the MSC.

Lm Mutual inductance between the stator and
rotor windings.

Lls, Llr Self-inductance of the stator and rotor wind-
ings.

Ld, Lq Inductance of the stator windings in dq
axes.

Rs, Rr Resistance of the stator and rotor windings.
Sa, Sb, Sc Three-phase PWM signals for the upper

arms in the GSC.
Te, Tm Electromagnetic torque and mechanical

torque of the generator.
udc DC-side voltage of the BTB converter.
uds, uqs Terminal voltage in dq axes.
uab,m, ubc,m Control signals for the controlled AC volt-

age sources of the MSC.
uab,g, ubc,g Control signals for the controlled AC volt-

age sources of the GSC.
U ′

b dev Branch voltage vector of the dev element
type.

Ub, Un Branch voltage and nodal voltage vector of
the electrical subsystem.

ω, ωr Electrical angular velocity and the generator
rotational speed.

λ Permanent magnet flux linkage.
λds, λqs Flux linkage of the stator in dq axes.
λdr, λqr Flux linkage of the rotor in dq axes.

B. Parameters

d Matrix dimension of G−1.
f Driven clock frequency of the FPGA.
F Damping coefficient of the rotor.
G Conductance matrix of the electrical subsystem.
G′

eq dev Equivalent branch conductance matrix of the dev
element type.

J Moment of inertia.
K Number of the subsystems decomposed from the

wind farm.
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m Capacity of the storage space allocated for
each subsystem.

M , M ′
dev Coefficient matrix of the electrical subsystem

and a particular electrical element type.
N Number of the WECSs decomposed from the

wind farm.
P Pole pair number.
t3 Inherent time of a multiplication and addition.
Tsum, T ∗

sum Simulation time of the entire wind farm in the
conventional design and proposed design.

T1, T2,
T3 and T ∗

3

Solution time of Step 1, Step 2, Step 3, and
Step 3∗.

I. INTRODUCTION

IN recent years, wind power generation, especially offshore
wind farms, has attracted more and more attention around

the world [1]. At the same time, many concerns, e.g., the sub-
/super-synchronous oscillations [2] and the strong uncertainties
of wind power generation [3], have also emerged, threatening
the secure and stable operation of a power system with wind
farm integration [4], [5]. To enhance our understanding of
these phenomena, wind farms must be studied via transient
simulations for grid integration assessment [6]. Meanwhile,
novel control schemes and protection strategies have to be
verified to ensure their effectiveness before their application
for wind farms [7], [8]. Real-time simulation, equipped with
the hardware-in-the-loop (HIL) test, provides a valuable tool
to evaluate the performance of various external devices under
extreme conditions [9].

However, it is challenging to implement the real-time sim-
ulation of large-scale wind farms. The switching frequency of
power converters in wind farms is becoming much higher [10],
which requires smaller time-steps to accurately reproduce
the action moments of power electronic switches [11]. Wind
farms are equipped with large numbers of basic electrical
components, hundreds of wind turbine generators (WTGs)
equipped with controllers of nonlinear structures. Such a large
simulation scale creates significant computational difficulties
when emulated under microsecond-level time-steps [12]. This
conflict between the real-time requirements and the com-
putational burden poses a significant challenge to real-time
simulators based on limited hardware resources.

Efforts have been made on equivalent modeling of wind
farms to reduce the computational burden [13]. It’s worth not-
ing that the equivalence is a good idea for studying the overall
performance of wind farms on external systems, but fails
to simulate various internal transient processes. The stability
issues due to parallel voltage source converters [14], as well as
the oscillatory modes related to the collector network [15] and
the dynamic responses of different fault locations within the
wind farm, emphasize the need for more detailed modeling of
wind farms. Detailed modeling inevitably entails the difficulty
of solving high-dimensional models, but this difficulty has
been alleviated with the help of acceleration algorithms. Ref-
erence [16] achieves large-scale wind farm simulation with a
multiscale algorithm based on the matrix exponential function.
In [17], accelerated with Krylov subspace approximation, an

exponential integration algorithm can cover the whole range of
wind farm simulation demands. However, these two algorithms
are both implemented in an iterative manner, and the uncertain
number of iterations imposes limitations in the context of
real-time simulation. Shifted frequency analysis (SFA), which
eliminates the time-step constraint, is another effective way in
solving high dimensional models [18]. But the computational
cost of operating with complex numbers and transferring
between shifted-frequency and time domains is relatively high,
which may ultimately demand more hardware resources for
real-time simulations.

With excellent simulation performance, parallel design
methods have won the favor of various commercial real-time
simulators. To improve the modeling capabilities of large-scale
systems, RT-LAB has developed complete I/O capabilities to
share large Simulink models over multiple CPUs and even
several simulators [19]. In another real-time simulator RTDS, a
similar multicores-multichassis modular hardware architecture
is designed to enhance a large-scale real-time simulation [20].
In [21], a PC-cluster-based real-time simulator is introduced to
simulate a grid-connected wind farm with ten DFIGs. To im-
prove the performance, the above real-time simulators utilize
the spatial parallel design method, in which different parts of
the simulated systems are modeled with dedicated hardware
resources. Due to its wide scalability and fast calculation,
it brings high computational costs as the simulation scale
increases, and may sometimes be infeasible for the real-time
simulation of large-scale wind farms. In contrast, the temporal
parallel design method, represented by the pipeline technique,
requires fewer computation resources [22]. This is because it
allows simulations of multiple systems with consistent mod-
els but different parameters to run concurrently on different
slice cuts from the same procedure, thereby improving the
utilization of hardware resources. However, this approach has
strict constraints on model consistency, requiring necessary
decoupling of the simulated system and detailed slicing of the
simulation procedure.

Although wind farms are equipped with dozens or even
hundreds of wind energy conversion systems (WECSs), these
WECSs generally employ the same type of WTGs and as-
sociated devices. With this observation in mind, this paper
presents a novel spatial-temporal parallel simulation design
method, in which pipeline techniques are introduced, for the
first time, into wind farm real-time simulation. To accelerate
the real-time simulation of wind farms, dedicated hardware
resources are allocated to the control system and electrical
system for their spatial parallel calculation. Meanwhile, the
entire wind farm is decomposed into multiple WECSs and a
network subsystem, using the Bergeron line model. Instead
of spending dedicated computational resources on repeatedly
modeling each WECS, model consistency allows WECSs to
be simulated in turn with the same solving pipelines inside
the control system and electrical system. Moreover, FPGA
is employed as the underlying hardware to speed up the
instruction execution. Unlike sequential processors, the intrin-
sic massive parallel architecture of FPGA can be partitioned
and configured into a large number of parallel processing
units, which support the real-time simulator to achieve circuit
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simulation at the nanosecond level [23].
The major contributions of this paper can be summarized

as follows:
1) A real-time simulation architecture is developed for fixed

speed WECSs and variable speed WECSs, in which the model
features are fully exploited to achieve parallel processing.
The modeling methods for electrical elements and controller
units are both described. The designed simulator has been
validated to reproduce various dynamic behaviors with the
same numerical accuracy as an offline commercial tool.

2) A novel spatial-temporal parallel design method is
presented for the real-time simulation of large-scale wind
farms. The control system and electrical system of the wind
farm are solved in parallel to accelerate the simulation. In
addition, the module-level pipeline architecture of the nodal-
analysis framework is established, and the superscalar pipeline
technique is embedded in the control system simulation to
improve the utilization of hardware resources. Based on the
proposed method, real-time simulations of two modified wind
farms have been separately achieved on a single FPGA. One
wind farm is with 13 PMSGs under a time-step of 11 µs, and
the other is with 30 squirrel-cage induction generators (SCIGs)
under 8 µs.

The remainder of this paper is organized as follows. Sec-
tion II implements the detailed real-time modeling and simu-
lation of the fixed speed WECSs and variable speed WECSs.
Section III introduces the proposed simulation design method
based on the pipeline technique and parallel calculation. Two
modified wind farms are employed in Section IV to validate
the performance of the designed real-time simulator, followed
by conclusions in Section V.

II. MODELING AND REAL-TIME SIMULATION
ARCHITECTURE OF WECS

Modeling of typical WECSs is the basis for real-time
simulations of wind farms. Primarily, there are two types of
WECSs, based on the controllability of a WTG’s rotational
speed, i.e., fixed speed WECS and variable speed WECS [24].
Fixed speed WECSs—due to their merits of low cost and high
reliability—have been the mainstream application in the early
stages of wind power generation [25]. However, this system
structure consumes large amounts of reactive power, which
deteriorates the voltage stability of the connected grid. Thus,
variable speed WECSs have been developed and gradually
applied in wind farms. Owing to advances in power electronics
technology and PMSGs, PMSG-based WECSs have become
one of the most popular variable speed WECSs in recent
years [26]. In light of this fact, modeling of PMSGs is
employed in this section to introduce the real-time simulation
design of WECSs, and the detailed model and hardware
implementation of fixed speed WECSs are elaborated in the
Appendix to avoid redundancy.

A. Modeling of PMSG-based WECSs

The electromagnetic transient (EMT) model of PMSG-
based WECSs consists of an aerodynamic system, a PMSG,

a back-to-back (BTB) converter, and related controllers. Con-
sidering the decoupling structure between electrical compo-
nents and controllers, the entire system is partitioned into an
electrical subsystem and a control subsystem, as shown in
Appendix B. It’s worth mentioning that, under the time-delay
current sources model, the solution of PMSGs is implemented
in the control subsystem, and controlled current sources are
employed to interface with the electrical subsystem. For more
details on the aerodynamic model, refer to [27], which is not
included here due to the space limitation.
1) PMSG Model

The PMSG model is derived in synchronous rotating coor-
dinates, in which the terminal voltages are expressed by (1)
and (2), and mechanical equations are depicted by (3) and (4).

uds = Ld
dids

dt
+Rsids − PωrLqiqs (1)

uqs = Lq
diqs

dt
+Rsiqs + Pωr(Ldids + λ) (2)

Te = 1.5P [λiqs + (Ld − Lq)idsiqs] (3)

J
dωr

dt
= P (Tm − Te)− Fωr (4)

2) Modeling of BTB Converter and Controller
The converter model is a non-negligible consideration in the

real-time simulation of WECSs. In some real-time simulators
(e.g., RTDS), power electronic components are represented by
the associated discrete circuit (ADC) model to maintain an
unchanged conductance matrix [28]. However, this model is
usually applied in simulations with a time-step of smaller than
2 µs; otherwise, it may lead to the significant loss of numerical
accuracy [29]. This paper adopts the switching-function model
to represent the BTB converter, as shown in Appendix C.
Control signals are given by the following equations.

uab,m

ubc,m

uab,g

ubc,g

 =


Ka −Kb

Kb −Kc

Sa − Sb

Sb − Sc

udc (5)

idc =
1

udc
(uab,gia,g − ubc,gic,g + uab,mia,m − ubc,mic,m)

(6)

The switching-function model may not be able to reflect
the detailed action moments of power electronic switches, but
it can truly reproduce the various dynamic behaviors at the
system level. More importantly, the switching-function model
still has high simulation accuracy and numerical stability even
with larger time-steps, making it more suitable for the real-
time simulation of large-scale wind farms.

Additionally, two independent units, the MSC controller
and GSC controller, are integrated into the BTB converter.
As shown in Appendix B, both the MSC controller and the
GSC controller possess a dual control loop, which is suitable
for solving in parallel.

B. Simulation Framework of the Electrical System

The EMT simulation of electrical subsystems is a numerical
solution to the differential algebraic equations (DAE) describ-
ing various electrical elements and their network topologies.



FU et al.: COMPACT REAL-TIME SIMULATOR WITH SPATIAL-TEMPORAL PARALLEL DESIGN FOR LARGE-SCALE WIND FARMS 53

In this paper, the nodal-analysis method is adopted as the
simulation framework [30] using the following steps.

Step 1: Calculating the history current sources of various
electrical elements in the form of (7), and forming the nodal
injection current vector of the electrical subsystem.

Ih dev(t) = αdevUb(t−∆t) + βdevIb(t−∆t) (7)

I ′
n dev(t) = M ′

devIh dev(t) (8)

In(t) = I ′
n RLC(t) + · · ·+ I ′

n Line(t) (9)

where Ih dev and I ′
n dev are the historic current source vector

and the nodal injection current vector of a particular electrical
element type, denoted as dev, where dev iterates over all
element types appearing in the studied system; αdev and
βdev are solution coefficient matrices which are determined
by the integration methods and element type; M ′

dev is a
n × k coefficient matrix, where n is the node number in the
subsystem and k is the element number in the dev element
type.

Step 2: Calculating the node voltages with the equation
Un(t) = G−1In(t). It’s worth mentioning that all inverse
conductance matrices are pre-stored in the FPGA, and the one
that’s used is selected to participate in the calculation based
on the breaker state [31].

Step 3: Updating the branch voltage vector and the branch
current vector of all electrical elements with Un(t), and
forming those of the whole electrical subsystem by (12) and
(13), respectively.

U ′
b dev(t) = M

′

dev

T
Un(t) (10)

I ′
b dev(t) = G′

eq devU
′
b dev(t) + Ih dev(t) (11)

Ub(t) = [U ′
b RLC(t) · · · U ′

b Line(t)]
T (12)

Ib(t) = [I ′
b RLC(t) · · · I ′

b Line(t)]
T (13)

For the hardwire implementation of this simulation loop,
an architecture based on functional modules is established for
the electrical system solution shown in Fig. 1, in which an
equation solving module for Step 2 and multiple element units
for Step 1 and Step 3 are designed on a FPGA. It’s worth
noting that different element units in Step 1 and Step 3 are
implemented in parallel.

C. Implementation of the Control System Simulation

In the designed real-time simulator, both the WTIG sub-
system in the fixed speed WECS and the control subsystem
in the PMSG-based WECS (described in Section II-B) are
simulated by the control system solver. As shown in Fig. 1,
the control subsystem of the PMSG-based WECS is taken
as an example to present its hardware design, in which the
entire subsystem is described by functioning blocks in terms
of sequential solving relationships, e.g., the wind turbine block
and the PMSG block, etc.

To illustrate the implementation of different controller
blocks, Appendix D depicts the detailed hardware design
of a dual-loop control structure. The pseudo-nonlinearization
method is adopted in the control system, in which nonlinear
equations, resulting from the relationships between the blocks,
are transformed into linear equations by adding a time-step de-
lay [23]. This method is appropriate in the real-time simulation
of the control subsystem because the time-step is usually at
the microsecond level. Meanwhile, this method can promote a
fully parallel solution instead of iterative operations, making
it suitable for implementing with a superscalar pipeline. More
details about real-time simulation based on a superscalar
pipeline will be discussed in the next section.

III. SPATIAL-TEMPORAL PARALLEL SIMULATION DESIGN
FOR LARGE-SCALE WIND FARMS

A. Basic Idea

The proposal of a spatial-temporal parallel design method
for the real-time simulation of large-scale wind farms is
primarily inspired by two aspects. One aspect is the excessive
resource consumption of wind farms under the spatial parallel
design method; the other aspect is the model consistency of
WECSs within wind farms.

For the spatial parallel design method, the electrical part
of the wind farm is solved as a whole by the nodal-analysis
framework, and the control part is simulated by construct-
ing the c orresponding functional modules with dedicated
hardware resources [32]. Fig. 2(a) illustrates the conventional
FPGA design using the spatial parallel method, in which N
control system solving units are built for the controllers of
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Fig. 2. FPGA implementation of large-scale wind farms. (a) Conventional design. (b) Spatial-temporal parallel design.

different WTGs, and a three-step simulation loop is designed
to simulate all electrical elements. Although compatible with
various WECS controllers, this design faces huge hardware
resource challenges from two factors, i.e., large numbers of
control subsystem solving units, and high-dimensional equa-
tions solving in the electrical system. Specifically, for the
PMSG-based WECS depicted in Fig. 1, it is impossible to
achieve detailed modeling of two WECSs on the Intel Stratix®

V 5SGSMD5K2F40C2N FPGA.
Considering that WTGs of the same type are commonly

employed in a wind farm, this paper proposes a spatial-
temporal parallel design, as shown in Fig. 2(b). To accelerate
the real-time simulation of each WECS, dedicated hardware
resources are allocated to its electrical and control subsystem
for the spatial parallel calculation. The nodal analysis loop
is re-divided and pipelined in the electrical system simulation,
and the solution instructions are parallelized in the control sys-
tem solving unit. Instead of spending dedicated computational
resources on repeatedly modeling each WECS, the proposed
design allows WECSs to be simulated in turn with the same
solving pipelines composed of modules or instructions, thus
greatly improving the resource utilization.

It can be seen from Fig. 2 that the spatial parallel design
method has wider scalability, especially for the real-time
simulation of power systems with different types of distributed
generators (DGs). For large-scale systems with many identical
complex components, such as photovoltaic power plants and
wind farms, the proposed method can effectively conserve
hardware resources, compared to conventional design methods.

B. Module Pipeline Design

1) Module-level Pipeline Architecture
As mentioned in Section II-C, the electrical system is

simulated with the nodal-analysis framework, and each step
is implemented by a basic solving module. Since the types
of electrical elements in WECSs have been covered by the
network subsystem, all subsystems can be simulated by the
same solving modules, thus paving a way for electrical system

simulation based on the module-level pipeline technique. How-
ever, the electrical system in the conventional design cannot
be simulated directly based on the pipeline technique. This is
because the calculation tasks of the nodal-analysis method are
not evenly divided, and differences in the respective solution
time of different steps may lead to pipeline hazards [33] or
low efficiency in the pipeline calculation. In addition, the same
memory accessing-storing instructions will not only fail to
achieve the parameter configuration of different WECSs, but
also lead to serious data overwriting in the pipeline process.

In the module-level pipeline architecture, the first step of the
nodal-analysis method is further divided into two steps, i.e.,
Step 1∗ and Step 2∗, then the original second and third step
become Step 3∗ and Step 4∗ in the modified simulation loop,
respectively. This is primarily based on the following con-
siderations: 1) The more sections the same pipeline is divided
into, the shorter the simulation time for all subsystems; 2) The
entire pipeline should be divided as evenly as possible to avoid
p ipeline hazards. In addition to the uniform partitioning of the
simulation loop, the mechanism of the module-level pipeline
is also related to pipeline hazards and simulation efficiency. In
this paper, an identical execution time (called the simulation
period) is assigned to each step in the modified simulation
loop. Assuming that the electrical subsystem i needs s(i, j)
to complete the solving of Step j∗, ∀i = 1, 2, · · · , N + 1,
j = 1, 2, 3, 4, the simulator takes the maximum value of s(i, j)
as the simulation period to ensure the completion of each step.
And the number of simulation periods within one time-step is
not less than that of subsystems plus three, otherwise real-time
performance cannot be achieved.

Step 1∗: Calculating the history current sources of various
electrical elements by (7), and forming the history current
source vector of branches by (14).

Ihist(t) = [Ih RLC(t) · · · Ih Line(t)]
T (14)

Step 2∗: Forming the nodal injection current vector of the
electrical subsystem in the form of (15).

In(t) = MIhist(t) (15)
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Here, M is a n × u coefficient matrix with the form of
(16), and u denotes the number of all elements in the electrical
subsystem.

M = [M ′
RLC · · · M ′

Line] (16)

Taking each step in the simulation loop as a section of the
pipeline, the electrical system simulation of wind farms can
be realized using themodule-level pipeline, as shown in Fig. 3.
In simulation period n, the real-time simulator simultaneously
solves Step 1∗ of electrical subsystem i, Step 2∗ of electrical
subsystem (i−1), Step 3∗ of electrical subsystem (i−2), and
Step 4∗ of electrical subsystem (i− 3). In this way, different
steps of multiple electrical subsystems are simultaneously
solved in each simulation period, until the last electrical
subsystem completes the calculation of all four steps.

t

Step 4*Step 3*Step 2*Step 1*

Step 4*Step 3*Step 2*Step 1*

Step 4*Step 3*Step 2*Step 1*

Step 4*Step 3*Step 2*Step 1*

Step 4*Step 3*Step 2*Step 1*

Period 1
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Period 4

Period i

Electrical
Subsystem 1

Electrical
Subsystem 2

Electrical
Subsystem 3

Electrical
Subsystem 4

Electrical
Subsystem i

Fig. 3. Space-time diagram of the module-level pipelined simulation.

The execution time of the module-level pipeline is another
consideration for real-time simulation. Here, a comparison
with conventional design is conducted under the premise of
equal resource consumption. For a studied case decoupled
into K subsystems, if the matrix G−1 of each subsystem
has the same dimension d, the dimension of the entire wind
farm will be Kd. In the module-level pipeline simulation, each
subsystem employs d multipliers and accumulators to solve d
rows of linear equations in parallel, and the calculation within
each row is performed in the form of a pipeline. In this case,
the solution time of Step 3∗, denoted as T ∗

3 , can be expressed
by (17), where t3 is the inherent time of a multiplication and
addition. Considering that Step 3∗ is the most time-consuming
step in the simulation loop, each period of the pipeline should
be assigned with T ∗

3 , hence the simulation time of the entire
wind farm in the proposed design is expressed by (18).

T ∗
3 = t3 + d− 1 (17)

T ∗
sum = T ∗

3 (K + 3) = (t3 + d− 1)(K + 3) (18)

To ensure equal resource consumption, the Kd-dimensional
equations of the wind farm should also be solved using d
multipliers and accumulators in the conventional design. The
time required to solve Step 2 in the multiplexed form is

expressed by (19), and the execution time of the simulation
loop in the conventional design can be expressed by (20).

T2 = t3 +K2d− 1 (19)

Tsum = T1 + (t3 +K2d− 1) + T3 (20)

From (18) and (20), it can be seen that the simulation
time of the wind farm based on the proposed design has
a linear relationship with the number of subsystems, while
the conventional solution design has a square relationship
with K. This comparison shows that the proposed design can
effectively accelerate the solution of large numbers of WTGs,
so it is more suitable for the real-time simulation of large-scale
wind farms.
2) Implementation of Module-level Pipeline

Appropriate scheduling of simulation data is critical for
implementing the module-level pipeline, and its essence lies in
managing memory units. In the electrical system solving unit,
ROM units are primarily used to store constant electrical pa-
rameters and inverse conductance matrix G−1, and RAM units
are used for electrical variables that are updated during the
simulation. To avoid accessing conflicts between subsystems,
three different dynamic accessing-storing strategies based on
varying addresses are proposed for constant parameters, G−1

and electrical variables.
Figure 4(a) demonstrates the dynamic access of constant

parameters, in which Addr n means the initial accessing
address generated in period n. In pre-storing parameters into
ROM units, the initial storing address of the first subsystem is
set to 0, and adjacent subsystems are separated by m, where
m is the capacity of dedicated storage spaces allocated for
each subsystem. Assuming that the first subsystem starts to
access pre-storing parameters in Step n∗, its initial accessing
address should be set to 0 in period n. As the simulation
period increases, this initial address is incremented by m to
achieve accurate positioning of the accessed data. Meanwhile,
the number of accessing addresses is also dynamically updated
following the simulation period.

The dynamic access of G−1 is shown in Fig. 4(b), in
which var v and acc v represent the address offset and
accumulation of the vth electrical subsystem respectively, and
gi,u,v means the ith row vector of G−1 corresponding to the
uth topology of the vth electrical subsystem. It is worth noting
that each ROM unit only stores the same row of matrices
corresponding to all possible topologies of all subsystems. In
other words, the storage of G−1 requires the same number
of ROM units as the dimension of the matrix G−1. When
accessing the row vector gi,u,v , the initial accessing address
can be determined by acc v and var v, and the number
of accessing addresses is dynamically updated following the
simulation period. Here, the address offset acc v is read from
the pre-stored ROM units as Fig. 4(a), and var v is determined
using a lookup table based on the state of all breakers in the
subsystem. The number of accessing addresses is dynamically
updated following the simulation period. Since the wind farm
is partitioned into multiple subsystems, the dimension of the
pre-stored matrices is reduced. Meanwhile, the number of pre-
stored matrices of the subsystem is only related to the number
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Fig. 4. (a) Dynamic access of parameters. (b) Dynamic access of G−1. (c) Cross-period access of Ih dev .

of its included breakers, more breakers can be allowed in the
proposed design compared to the conventional design. Using
Intel Stratix® V 5SGSMD5K2F40C2N FPGA as an example,
up to 9 breakers can be included in a wind farm with thirteen
PMSG-based WECSs.

Using the cross-period access of Ih dev as an example, the
dynamic accessing and storing of RAM units are shown in
Fig. 4(c), where address pointers with blue and red borders
denote the initial storing and accessing addresses, respectively.
During the calculation of the electrical system, updating of the
branch current vector I ′

b dev in Step 4∗ will use the history
current source vector Ih dev calculated in Step 1∗, resulting
in the cross-period access of simulation data. In response to
this demand, the initial storing address of Ih dev is set to 0 in
simulation period 1, and the initial accessing address is set to
0 in the fourth period. After that, both initial accessing and
storing addresses are incremented by m with the simulation
period advancing. At the same time, the number of addresses
for accessing and storing Ih dev is also updated following the
simulation period, so as to achieve the accurate access to the
simulation data of different subsystems.

C. Superscalar Pipeline Design

Although the performance of real-time simulators has
been significantly improved by employing the module-level
pipeline, the control system simulation of large-scale wind
farms also requires suitable hardware design based on the
pipeline. There is an important constraint: sections in a
pipeline should be guaranteed to have the same execution time.
Considering the obvious time differences existing between the
functional modules and basic arithmetic units in the controllers
of WECSs, it is not appropriate to take each functional module
or each arithmetic unit as a section. However, the underlying
instruction operations of various arithmetic units in an FPGA,
e.g., logic gate operation, all require the same execution time
of one clock cycle, which can be considered as a pipeline
section at the instruction level.

To further accelerate the real-time simulation of the con-
trol subsystem, as uperscalar pipeline architecture combining

parallel calculation and instruction-level pipelined execution
is presented. Fig. 5 illustrates the superscalar pipeline design
of the control system of PMSG-based wind farms, in which
the control system models seen in Fig. 1 are employed. It
can be seen that three parallel instruction-level pipelines are
designed to carry out the control system simulation. And
in each pipeline, multiple WECSs simultaneously execute
different sections (i.e., instruction operations) in each clock
cycle until the last WECS completes all instruction operations.
At the end of instruction-level pipelines, different WECSs
will sequentially output the simulation results of their control
systems at a pace of one clock cycle. That is to say, for a wind
farm with N WECSs, the proposed design only consumes
(N − 1) clock cycles more than the conventional design.
Thus, the superscalar pipeline architecture not only conserves
hardware resources, but has very little impact on simulation
time.

For the superscalar pipeline design, several improvements
require attention in the process of pipelining and parallelizing.
To avoid being overwritten by the next WECS, the inter-
mediate variables in the instruction-level pipeline should be
sequentially stored in the system memory if they are still
required in later instruction operations. In addition, the length
of multiple parallel pipelines should be kept as equal as
possible to shorten the simulation time of the control system.
For this purpose, it may be necessary to introduce a time-step
delay for artificial decoupling. The flexible configuration of
control parameters is another problem that cannot be ignored.
In the control system solving unit, each important control
variable is configured with a dedicated ROM or RAM unit.
The initialization parameters and simulation data of different
controllers can be stored in this memory unit, and the solving
unit will continuously read from the memory when the control
variable is applied.

D. Spatial Parallel Design and Data Communication

Compared with serial algorithms [30], parallel algo-
rithms [34] can effectively shorten the solution time of an
EMT iteration and are adopted in the proposed design. To
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accelerate the real-time simulation of large-scale wind farms,
dedicated hardware resources are allocated to the control
system and electrical system for their spatial parallel calcu-
lation. In parallel simulation, data communication should be
properly implemented. Due to the different pipeline levels,
i.e., module-level pipeline for the electrical system versus
instruction-level pipeline for the control system, the control
system outputs the controlled currents and voltages of differ-
ent WECSs continuously and densely with the clock cycle,
whereas the electrical subsystem output results at a pace of
simulation periods. To access simulation results with different
output paces, an interaction mechanism suitable for pipelined
simulation is presented, as shown in Fig. 6. In this diagram,
‘#1, 2, . . .’ denotes the different WECSs, ‘R’ is short for
reading data from RAM units, and ‘W’ is for writing into
RAM units. In the process of transferring control variables
to the electrical system, the controlled currents and voltages
of different WECSs are stored into the source module at an
initial-address interval of m.Since the control system reads
the currents or voltages of adjacent subsystems continuously
with the clock cycle, continuous storing addresses across the

periods are required to ensure that the measured variables are
continuously stored into the control system.

The format of the simulation data is an important factor
affecting the accuracy of the real-time simulator. From expe-
rience, different electrical variables may vary greatly in order
of magnitude [35], and the transfer function components in
the control system are sensitive to numerical precision. The
double-precision floating-point (FP) format is applied in the
electrical system solving unit and the sub-modules containing
transfer function components in the control system solving
unit for improving the precision. Other control sub-modules
without transfer function components still use the single-
precision FP format to decrease the consumption of hardware
resources.

E. Global Controller Design

The global controller in the designed simulator has the
following functions: 1) To start and reset each time-step; 2)
To advance simulation periods in the time-step; 3) To generate
and update the initial storing-accessing addresses.

To start and reset each time-step simulation in (1), a counter



58 CSEE JOURNAL OF POWER AND ENERGY SYSTEMS, VOL. 9, NO. 1, JANUARY 2023

with the counting period of t · f is employed in the global
controller to generate two pulse-signals one after another.
When the counter accumulates to t · f , the simulation end
signal of each time-step is also generated to verify the real-
time performance. An alarm will be issued if the EMT solution
or data communication cannot be completed within a time-
step.

As for (2) and (3), a finite state machine depicted in Fig. 7 is
employed in the global controller, in which ‘Addr n’ means
the initial storing-accessing address generated in simulation
period n. Since the modified simulation loop of the electrical
system consists of four steps, four initial addresses are gen-
erated to meet the demand of the cross-period access of data.
At the beginning of each state, the finite state machine not
only automatically advances the simulation periods using an
accumulator, but updates the initial storing-accessing addresses
in two situations. In detail, the superposition of generated
addresses at interval m is implemented in S5, while new initial
addresses are also generated from S1 to S4.

IV. CASE STUDIES

In this section, a PMSG-based wind farm and a SCIG-
based wind farm, modified from a real system [36], are
both simulated on the designed real-time simulator, in which
only one Stratix® V Edition DSP development board is em-
ployed. The advantage of the spatial-temporal parallel design
is demonstrated with regard to resource utilization, and the
simulation results are compared with the commercial tool
PSCAD/EMTDC to validate the numerical performance of the
proposed design.

A. Test System 1: PMSG-based Wind Farm

1) Test Case
In this section, a wind farm with thirteen 1.5 MW PMSG-

based WECSs is tested, as shown in Appendix E. The entire
wind farm is decomposed into 13 PMSG-based WECSs and
a network subsystem with the Bergeron line model, whose
detailed parameters are shown in Appendix F and Appendix
H, respectively. According to the parameter-setting principles
described in Section III-B, each simulation period for solving

electrical subsystems is set to 80 clock cycles, and at least
17 simulation periods are required per time-step. To ensure the
completion of data communication, an interaction time should
be added to the larger solution time of the control system and
electrical system for determining the time-step. In this case,
a time-step of 11 µs driven by a 125 MHz clock is set to
implement the real-time simulation.

Parameters of different PMSGs can be set individually in
the designed real-time simulator; for simplicity, each simulated
WECS is subjected to the same condition. A crowbar circuit
has been installed in each WECS to improve the low-voltage
ride through (LVRT) capability [37]. To validate the effective-
ness of the crowbar protection, a symmetrical grid voltage sag
as low as 0.2 p.u. in 2.4–2.6 s is considered for fast dynamic
simulation.
2) Resource Utilization

The comparison of the main resources utilized by the tested
case under the proposed design and the conventional design
is shown in Table I. It’s noted that the resource requirement
of the conventional solution design far exceeds the resources
configured on the development board. Therefore, the resources
theoretically utilized by this system with the conventional
solution design are estimated based on the consumed resources
of a WECS.

TABLE I
COMPARISON OF THE RESOURCES USED WITH DIFFERENT HARDWARE

DESIGNS FOR TEST SYSTEM 1

Hardware Design Logic Resources
(172,600)

DSP Blocks
(1590)

Memory Bits
(41,246,720)

Proposed Design 94% 43% 63%
Conventional Design > 1066% > 482% > 61%

As can be seen from Table I, the logic resources and DSP
blocks utilized by the test case under the conventional solution
design are over 11 times greater than those based on the
proposed design. The reason why the resource consumption
ratio between these two designs is not 13 is because the
network subsystem is also simulated in the proposed design.
Since the simulation parameters of each subsystem all need
to be pre-stored in ROM units, these two designs have similar
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Fig. 7. Finite state machine of the global controller.
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consumption of storage resources. In summary, the proposed
design has higher resource utilization and can greatly conserve
hardware resources.

It’s worth pointing out that the test system consumes almost
all the logic resources of the designed wind farm real-time
simulator, in which condition timing is at higher risk of fail-
ure. Generally speaking, reducing the operating frequency of
FPGA is effective when timing closure becomes problematic,
and a 125 MHz operating frequency applied in this case is
selected by this means. In addition, several design measures
were taken to tackle timing problems throughout the design
process. The electrical properties of all I/O pins and the critical
logic in the proposed design have both been clearly defined,
and the proper and correct timing constraints have also been
created for the design. In addition, complex combined circuits
have been decomposed into several simple combined circuits
connected with flip–flops for improving circuit timing. What’s
more, source registers were duplicated into multiple sub-
source registers closer to the destinations when being found
to have a high fan-out and large interconnect delay, so as to
reduce the total interconnect and make the path faster.
3) Accuracy Validation

The simulation results of the voltage of Phase-A at PCC,
as well as the DC-link voltage, electrical power and rotational
speed of PMSG in WECS 1, are depicted in Fig. 8, respec-
tively. As the GSC cannot deliver all the generated power into
the grid under the low-voltage condition, the surplus power

continuously charges the DC-link capacitor, thereby increasing
its voltage and enabling the crowbar circuit, as shown in
Fig. 8(b). From Fig. 8(c) and (d), it can be seen that the
electrical power and rotational speed of the PMSG almost
remain constant during the voltage sag. This is because the
PMSG continues its power generation in the same manner,
and the crow-bar resistance eliminates the excess of active
power production.

To make clear the accuracy performance of the designed
simulator, the 2-norm relative error is used for indicating the
error level, which is defined as [38]:

ε(f) = ∥f̃ − f∥2/∥f∥2 (21)

Here, f̃ and f represent the given numerical solution and its
reference solution. The 2-norm relative error of the voltage of
Phase-A at PCC is 8.8e-4, meeting the recognized requirement
in real-time simulation research that the index is less than 1e-
3 [39], [40]. In contrast to PSCAD/EMTDC, the errors of the
FPGA-based simulator incorporate the following aspects: (i)
Part modules inside the control system use the single-precision
floating-point data format to decrease the consumption of hard-
ware resources. (ii) The power electronic circuits in the FPGA
are represented with the switching-function model, which
is different from the Ron/Roff model in PSCAD/EMTDC.
(iii) One-step delay, introduced in the hardware design for
improving simulation parallelism, also reduces the accuracy.
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B. Test System 2: SCIG-based Wind Farm

1) Test Case
A large-scale wind farm with 30 fixed speed WECSs is

studied in this section, and its schematic diagram is depicted
in Appendix E. In order to implement real-time simulation
with the proposed design, the entire system is decomposed
into 30 WECSs and a network subsystem, whose detailed
parameters are shown in Appendix G and Appendix H, respec-
tively. Based on the aforementioned principles, the simulation
period is set to 35 clock cycles, i.e., 0.234 µs for a 150 MHz
simulation clock, and at least 34 simulation periods are re-
quired per time-step. Taking into account data communication,
a time-step of 8 µs is determined to implement the real-
time simulation of the wind farm. To further demonstrate the
effectiveness of the design, a grid voltage sag as low as 0.8 p.u.
in 3.1–3.3 s while considering different wind velocities for
different SCIGs is considered in this case.
2) Resource Utilization

Table II shows the comparison of the computational re-
sources utilized by this tested case under these two designs.
It’s noted that, under the conventional solution design, at
most four SCIGs can be simulated on a single FPGA, and
the resource consumption listed in Table II is a theoretical
estimate based on the resources utilized by four SCIGs. From
this table, we can see that the real-time simulation based on
the proposed design almost consumes all the logic resources
of the FPGA. In other words, this system is the largest scale

TABLE II
RESOURCE UTILIZATION FOR TEST SYSTEM 2 WITH DIFFERENT

HARDWARE DESIGNS

Hardware Design Logic Resources
(172,600)

DSP Blocks
(1590)

Memory Bits
(41,246,720)

Proposed Design 96% 34% 47%
Conventional Design > 660% > 240% > 51%

of wind farms simulated on a single FPGA under the current
time-step. In addition, it can be seen from the table that, under
the conventional solution design, the consumed logic resources
and DSP blocks are about 7 times greater than those consumed
under the proposed design, which strongly illustrates the high
resource utilization of the proposed design.
3) Accuracy Validation

The same case is simulated on the PSCAD/EMTDC under
8 µs, and its simulation results serve as the reference to
validate the numerical performance. Fig. 9(a) and (b) show
the voltage and current of Phase-A at PCC, respectively. To
illustrate the simulation accuracy, the current of Phase-A at
PCC is selected to evaluate the error performance, and its 2-
norm relative error reaches 7.9e-4. This error level is within
the acceptable range of real-time simulation, which verifies the
accuracy and correctness of the proposed hardware design.

The generator rotational speed and active power of the
WECSs are depicted in Fig. 9(c) and Fig. 9(d), respectively.
It can be seen that several wind turbines with high wind
velocities will be instable during the grid voltage sag. This
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is because the active power transferred to the grid is very
limited under the low voltage, and the captured wind energy
is accumulated, thus speeding up the generator rotational
speed. This phenomenon may not be fully reproduced in the
simulation based on equivalent modeling, which demonstrates
the merits of the spatial-temporal parallel design. Since the de-
tailed models of WECSs and collector networks are available,
simulations of various internal transient processes, including
different fault types and different fault locations within the
wind farm, can be implemented.

V. CONCLUSION

This paper presents a spatial-temporal parallel design of
real-time simulators based on field programmable gate array,
which is suitable for the accurate simulation of large-scale
wind farms. The overall wind farm is represented by several
typical subsystems considering model consistency, and for
the first time, both module-level pipelines and superscalar
pipelines are proposed for the real-time simulation of subsys-
tems. Taking into full consideration the solution characteristics
of the control system and the electrical system, these methods
enable small time-step simulations and yield high resource
utilization. Corresponding global controller design and data
communication strategies are also proposed to enhance the
pipeline implementation. The real-time simulation of wind
farms with wind turbines numbering up to 30 SCIGs or 13
PMSGs has been achieved on a single FPGA, and different
scenarios are employed to validate the accuracy and stability.
Comparison results verify that the proposed design is capable
of realizing the high-accuracy real-time simulation of wind
farms with less computational resources.

In the future, further research needs to be carried out to
improve the performance of the designed real-time simulator,
primarily focusing on the following aspects.

1) In the designed real-time simulator, the layout of wind
farms in different terrain environments has not been con-
sidered, which may not reflect the impact of wake effects
on the transient processes of wind farms. Some advanced
wake models, e.g., the three-dimensional (3D) Jensen-
Gaussian wake model, have been developed to forecast
the actual wind speed of different WECSs. By combining
wake models with the EMTmodel of the wind farm, a
more powerful real-time simulator can be implemented
in future investigations.

2) Hardware-in-the-loop (HIL) testing has been considered
the most important application of real-time simulators,
in which control equipment and protection devices can
be evaluated under real-time conditions. With the inte-
gration of reliable high-speed communicationinterfaces, a
dedicated HIL platform for wind farms will be developed
based on the designed real-time simulator in the future.

APPENDIX

A. Modeling of Fixed Speed WECS.

A classic topology of fixed speed WECSs is depicted in
Fig. A1(a), where the SCIG is connected to the grid via a
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Fig. A1. (a) Configuration of the fixed speed WECS. (b) Block diagram of
SCIG model.

transformer and transmission lines, and a gearbox is needed to
transfer the wind energy from wind turbines (WTs) to SCIGs.
The entire system is partitioned into (1) a wind turbine and
induction generator (WTIG) subsystem and (2) an electrical
subsystem, for parallel solution in the real-time simulation.
The SCIG is equivalent to a Norton current source, which
bridges the gap between the electrical subsystem and the
WTIG subsystem. The aerodynamic system has been modeled
in fixed speed WECSs, and you can refer to [27] for more
details.

Various induction generator models, such as the quadrature-
direct (q-d) model [41], the phase-domain (PD) model [42],
and the voltage-behind-reactance (VBR) model [43], have
been proposed in literature. Considering the advantages of
linear operations and the potential of parallel simulations, the
q-d model is employed in this paper to represent SCIGs,
in which the induction generator can be expressed by the
following equations, derived in the synchronous rotating dq0
frame.
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Te =
3P

4
(λdsiqs − idsλqs) (A3)

J
dωr

dt
=P (Tm − Te)− Fωr (A4)

where p is the differential operator, and La = LlrLls+Lm(Lls+
Llr), Lb = Lm + Llr, and Lc = Lm + Lls are all intermediate
variables for simplified representations.

The above equations reveal a tightly-coupled structure of
the induction generator, which requires an iterative solution to
achieve an accurate calculation. However, the uncertain num-
ber of iterations limits its application in real-time simulation.
In order to avoid the iterative solution of WTIG subsystems,

a time-step delay of ωr is introduced in (A1) to decompose
the solving loop, thereby allowing the sequential solution of
the model. The hardware design of the SCIG is shown in
Fig. A1(b), in which three function modules are designed.
The magnetic module is established for the calculation of
flux linkages, and can be expressed with (A1). The electrical
module is responsible for the currents solving with (A2), and
the mechanical module is defined directly in terms of flux
linkages, currents, and torques, by (A3) and (A4). To achieve
the switching between the abc and the dq0 coordinate systems,
two coordinatet ransformation modules are also established in
our design.
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Fig. A5. Schematic Diagram of the Large-scale Wind Farm Test Systems.

TABLE AI
DETAILED PARAMETERS OF THE PMSG-BASED WECS

Device Parameter Value

Transformer

Ratio 0.575 kV / 34.5 kV
Nominal Power 2 MVA
Leakage impedance 0.002+j0.050 Ω
Magnetizing impedance 500+j500 Ω

Filter Impedance 0.020 +j0.236 Ω
Capacitive reactance 36.172 Ω

PMSG

Moment of inertia 105 kgm 2

Number of pole pairs 120
Diameter of turbine blades 34 m
Stator resistant 0.008 Ω
Permanent flux 2.458 Wb
Nominal power 1.500 MVA

BTB converter
Carrier frequency 5000 Hz
Rated DC bus voltage 1500 V
Capacitance of the DC bus capacitor 55 mF

TABLE AII
DETAILED PARAMETERS OF THE SCIG-BASED WECS

Device Parameter Value

Transformer

Ratio 0.575 kV / 34.5 kV
Nominal Power 2 MVA
Leakage impedance 0.002+j0.050 Ω
Magnetizing impedance 500+j500 Ω

Shunt Capacitor Capacitive Power 400 kVar

SCIG

Nominal power 1.667 MVA
Stator impedance 0.006+j0.134 Ω
Rotor impedance 0.005+j0.182 Ω
Magnetizing impedance 6.320 Ω
Combined Inertial 5.040 s

TABLE AIII
DETAILED PARAMETERS OF THE NETWORK SUBSYSTEM

Device Parameter Value
Grid Impedance 0.145+j2.897 Ω

115 kV overhead line
T1, T2 Series impedance 0.081+j0.462 Ω/km

Capacitive shunt reactance 0.148 MΩ*km

T3 Series impedance 0.162+j0.923 Ω/km
Capacitive shunt reactance 0.295 MΩ*km

34.5 kV overhead line Series impedance 0.128+j0.391 Ω/km
Capacitive shunt reactance 0.239 MΩ*km
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