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ABSTRACT

Recent cosmological analyses with large-scale structure and weak lensing measurements, usually referred to as 3 x 2pt, had
to discard a lot of signal to noise from small scales due to our inability to accurately model non-linearities and baryonic
effects. Galaxy—galaxy lensing, or the position—shear correlation between lens and source galaxies, is one of the three two-point
correlation functions that are included in such analyses, usually estimated with the mean tangential shear. However, tangential
shear measurements at a given angular scale 6 or physical scale R carry information from all scales below that, forcing the scale
cuts applied in real data to be significantly larger than the scale at which theoretical uncertainties become problematic. Recently,
there have been a few independent efforts that aim to mitigate the non-locality of the galaxy—galaxy lensing signal. Here, we
perform a comparison of the different methods, including the Y-transformation, the point-mass marginalization methodology,
and the annular differential surface density statistic. We do the comparison at the cosmological constraints level in a combined
galaxy clustering and galaxy—galaxy lensing analysis. We find that all the estimators yield equivalent cosmological results
assuming a simulated Rubin Observatory Legacy Survey of Space and Time (LSST) Year 1 like set-up and also when applied to
DES Y3 data. With the LSST Y1 set-up, we find that the mitigation schemes yield ~1.3 times more constraining Sg results than
applying larger scale cuts without using any mitigation scheme.
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1 INTRODUCTION

When the light of background (source) galaxies passes close to
foreground (lens or tracer) galaxies it gets perturbed, distorting the
image of the source galaxies we observe. Galaxy—galaxy lensing
refers to the cross-correlation between source galaxy shapes and
lens galaxy positions. The amount of distortion is correlated with the
properties of the lens sample and the underlying large-scale structure
it traces. In the case of a spherical distribution of matter, the shear
at any point will be oriented tangentially to the direction towards the
centre of symmetry. Then, the tangential component of the shear will
capture all the gravitational lensing signal produced by a spherically
symmetric distribution of mass. Because of this, the tangential shear
averaged over many source-lens galaxy pairs is one of the typical
measurements that is done to detect this correlation.

Galaxy—galaxy lensing has had a wide range of applications since
it was first detected in Brainerd, Blandford & Smail (1996). It has
been extensively used to probe the galaxy—matter connection at small
scales, e.g. Choi et al. (2012), Yoo & Seljak (2012), Kuijken et al.
(2015), Clampitt et al. (2017), Park et al. (2016), Zacharegkas et al.
(2022), or Luo et al. (2022); to extract cosmological information
using the well-understood large scales in combination with other
probes such as galaxy clustering and/or CMB lensing as in Mandel-
baum et al. (2013), Baxter et al. (2016), Joudaki et al. (2018), van
Uitert et al. (2018), Prat et al. (2018, 2022), Singh et al. (2020), Lee
etal. (2022); to obtain lensing shear geometric constraints e.g. Jain &
Taylor (2003), Prat et al. (2019), Hildebrandt et al. (2020), Giblin
et al. (2021), Sanchez et al. (2022); and also recently in Leauthaud
etal. (2022) to assess the consistency of lensing across different data
sets and to carry out end-to-end tests of systematic errors.

Moreover, galaxy—galaxy lensing is a standard part of the so-called
3 x 2pt analyses that combine large-scale structure and weak lensing
measurements to extract cosmological information. The 3 x 2pt
stands for the combination of three two-point correlation functions:
the autocorrelation of the positions of galaxies (galaxy clustering),
the cross-correlation of galaxy shapes and galaxy positions (galaxy—
galaxy lensing), and the autocorrelation of galaxy shapes (cosmic
shear). This combination was originally proposed in Hu & Jain
(2004), followed by Bernstein (2009) and Joachimi & Bridle (2010)
and has since then been applied to different galaxy survey data sets,
such as to KiDS data, as in Heymans et al. (2021), and to DES data,
e.g. in Abbott et al. (2022).

These kind of analyses commonly use the well-understood large
scales, placing stringent scale cuts to remove the parts of the data
vector that currently add too much uncertainty in the model due
to non-linearities in the matter power spectrum, galaxy bias, and
baryonic effects, amongst others (e.g. Krause et al. 2021). However,
the galaxy—galaxy lensing signal is non-local in nature, that is, the
predicted signal at a given separation between a source and a lens
galaxy (at the redshift of the lens galaxy) depends on the modelling
of all scales within that separation, including the non-linear small
scales. This can be appreciated expressing the tangential shear of a
single lens-source galaxy pair separated by an angular distance 6 as
a function of the excess surface mass density AX:

AX (9)
Ecrit(zla Zs) ’
where AX can be expanded as the difference between the mean

surface mass density below a certain angular scale (<0) and the
surface mass density at this given scale 6:

v 0,21, 2) = (1

AT () =2 (<6)—=(@®), ()

where the non-locality of the tangential shear quantity becomes
apparent, since the tangential shear defined at some 6 value will
always carry information of all the scales below this value. X
is just a geometrical factor that depends on the angular diameter
distances to the lens galaxy D, the one between the lens and the
source Dy, and the one to the source galaxy Dy, and is defined as

4G D]S Dl
¢z Dy

oz, z) = ifzy > z, A3)

and zero otherwise. In the equation above G is the gravitational
constant and c is the speed of light.

Therefore, our inability to model the small scales accurately
enough given the measurement uncertainties impacts the lensing
signal at all scales. Expanding on this, in order to predict the lensing
signal, an accurate prediction for the galaxy—matter correlation
function & 4,(r) is required for some range of physical (3D) scales
r, see e.g. MacCrann et al. (2020). At large scales, we expect linear
theory to hold and thus we can relate the galaxy—matter correlation
function with the matter correlation through a linear galaxy bias
factor: & g, (1) = b& 1, see Desjacques, Jeong & Schmidt (2018) for a
galaxy bias review. At smaller (non-linear) scales, we do not currently
have a precise theory to model & 1, (r). Therefore, itis crucial to ensure
that the tangential shear measurement is only sensitive to scales in
&om(r) where we know that the modelling is sufficiently accurate.
Since the galaxy—galaxy signal receives a non-local contribution that
depends on scales in &, (r) that are much smaller than the separation
at which the measurement is made (i.e. the impact parameter in the
lens redshift), this non-locality can then force the scale cuts applied in
real data to be significantly larger than the scale at which theoretical
uncertainties become problematic. For example, due to this reason,
the scale cuts in the DES Y1 3 x 2pt cosmological analysis (Abbott
et al. 2018) were higher for the galaxy—galaxy lensing part (12
Mpc A=) than for the galaxy clustering part (8 Mpc A~ ).

To help with this issue, there have been a few independent efforts
to mitigate the non-locality of the galaxy—galaxy lensing signal. The
first that was proposed was the annular differential surface density
estimator by Baldauf et al. (2010), which consists of modifying
the data vector on all scales in a way that removes information
about the lens mass distribution below a chosen scale Rj, based
on the measured data vector around R(. Later on, MacCrann et al.
(2020) proposed a methodology to take into account the non-locality
by analytically marginalizing over an enclosed point mass (PM)
directly when performing the cosmological parameters inference.
Finally another estimator-based methodology was proposed by Park,
Rozo & Krause (2021), which achieves the localization of the galaxy—
galaxy lensing signal by performing a linear transformation of the
tangential shear quantity. In the recent DES Y3 3 x 2pt work (Abbott
et al. 2022), the PM marginalization methodology was applied to
remove the information from small scales above a certain scale,
which resulted in being able to model the galaxy—galaxy lensing
until 6 Mpc 47!, a much smaller scale cut than the one used in DES
Y1 of 12 Mpc h~', even with smaller measurement uncertainties,
while the galaxy clustering scale remained the same as in the Y1
analysis (8 Mpc A™1).

In this paper, we perform a thorough comparison of these different
proposals with the main goal of understanding which of them is
advantageous to use in future cosmological analyses. First, we use
simulated data vectors with uncertainties mimicking the LSST Y1
settings to perform such a comparison and then apply it to DES Y3
data.
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2 THEORY

Equation(2) can be rewritten as a function of physical scale R = 6D,
in the small angle approximation as

AZ(R)=X(0,R) — = (R). 4)

Then, expanding each of the terms, the surface density at a given
transverse R scale between the lens galaxy and the source light can
be expressed as the integral of the three-dimensional galaxy—matter
correlation function &, (r) over the line-of-sight distance IT, with

r = /TI2 + R2:
S(R)=7, /_Oo dr [1 + Egn (\/n2 + RZ)] , )

o0
where p,, is the mean matter density. The other term in equation (4)

is the mean surface density between two transverse positions, which
can be generally expressed as

_ 2 R
Y(Ry, Ry = 7/ S(RHR'AR'. (6)
R% - R% Ry
For Ry = 0 and R, = R, it simplifies to
_ 2 [k
(0, R) = ﬁ/ S(R)HR'AR'. @)
0

This term is the one containing the information from all scales down
to R = 0, including the one halo regime for which we do not have
an accurate model for &,4,. Assuming we can model &, accurately
only down to some minimum scale 7y, we do not want AX(R) to
depend on &, below rpyi,. From the equation above it becomes clear
that (0, R), and thus AX(R), are only sensitive to the fotal mass
enclosed inside R (i.e. to some integral of &g,), but not to how the
mass is distributed (i.e. to the shape of &,,). For instance, AX at
scales larger than R will be the same for a PM distribution as for an
NFW profile. Also, as shown by equation (7), the contribution from
the total enclosed mass will scale as 1/R?. This is the key fact that
all the estimators described below rely on to remove the dependence
of the enclosed mass (or non-locality) of the galaxy—galaxy lensing
measurements. Below we summarize each of these currently existing
methodologies. We also visualize the modified data vectors for each
of the methodologies in Fig. 1.

2.1 Annular differential surface density Y
The annular differential surface density statistic, Y (R), is defined in
the following way (Baldauf et al. 2010):
RZ
Y(R; Ry) = AX(R) — R—gAE(RO) (8)

2 R
= — dR'R'S(R) — —
R? [y, R) = gz |

R*%(R) — RjZ(Ro)] (9)

From the integration limits it is clear this estimator does not include
information from scales below Rj, because AX(Rj) contains the
same small-scale contribution as AX(R), just rescaled by R?/R2.
The second line follows from the first one by substituting AX(R) =
> (0,R) — = (R) and using the definition

_ 2 Ry
Y(Ri, Ry) = 7/ dR'R'2(R). (10)
: ? R% - R% Ry

In this estimator and in the ones below that also involve a transforma-
tion of the data vector, the model is transformed in the same way as
the measurements. Moreover, the annular differential surface density
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1 <
] E DES Y3
=
10-3 E ©
. E
8 ]
2 ]
£ ]
E |
—4 | 2
— 10 E
@) ]
@} ] Y
1075 4
-' L | T T L T
] <
] E LSST Y1
=
1073 4 0
5 ]
= ]
E ]
2 |
E 1074 3
&} =4+
O ] Y-transform
1 T
105 3 —t+— Proj-out
—' LA | T T LI | T
10 100

6 [arcmin]

Figure 1. Visualization of the data vectors for each of the galaxy—galaxy
lensing (GGL) estimators that we compare in this paper to localize the original
tangential shear measurements (), corresponding to the second lens redshift
bin and the highest source bin. We do not add the PM marginalization case
since it does not involve a modification of the data vector, only of the (inverse)
covariance. The triangle point for the proj-out case represents a negative point.

statistic can be equivalently defined for the tangential shear quantity
using angular scales:

92
Y,,(0;60) = 1:(0) — H—f;meo), (11

using the small-angle approximation to go from R to 6. In realistic
scenarios, where each lens tomographic bin has a non-negligible
width, a given value 6 will mix a range of physical scales Ry. In this
work, we use the annular differential surface density statistic based
on the tangential shear quantity throughout the paper (instead of the
AY one), and use 6 cuts computed with the mean z; for each redshift
bin, given a specified Ry cut. In this paper, we use values for Ry of
6 and of 8 Mpc h~!, depending on the data set and its constraining
power.

The covariance of Y will also generally need to be modified. Given
that we can write the transformation as Y = y, — X, with X being a
constant, then Var[Y'] = Var[y,] 4+ Var[X] — cov[y,, X]. In the case
that X is noiseless, the covariance of Y will be identical to the y,
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one. In our implementation, we always modify the covariance of the
Y statistic to include the noise of y,(6y).

2.2 Y-transform

The Y-transformation derived in Park et al. (2021) is a localizing
linear transformation that utilizes the local quantity X(R) underlying
the galaxy—galaxy lensing observable AX(R). By inverting the
AX(R)-X(R) relationship, the Y quantity defined as

Y(R) = 2(R) — T(Rpa)
_ /Rm din R’ {mz(m 4 JAERY (12)
R dIn R’
recovers the local (R) up to an overall additive constant X (Rpy).
To treat the discretized observables most frequently used in real
analyses, this relation is also discretized to a linear transform given
by

Y = (2S+SD)AS = TAS, (13)

where the trapezoidal summation matrix S representing the log
integral and the finite differences matrix D representing the log
differentiation are used to define the final transformation matrix
T. The linear format of this transformation allows a further direct
application to a y, vector, as y, is proportional to AX. Thus, by
transforming an observed galaxy—galaxy lensing vector y, and its
covariance C, as

Y, =Ty, (14)

Cy, =TC,T", (15)

we achieve a likelihood analysis with a localized galaxy—galaxy lens-
ing observable. It is notable that the T matrix nulls out components
in A X (y,) proportional to 1/R> (1/6%), which can also be seen
from equation (12) when a term proportional to 1/R? is added to
AX(R). Another way to see this is that if AX(R) has a 1/R? shape,
the integral from equation (12) vanishes. Note that this is also true
for the Y statistic of Section 2.1, i.e. adding a term proportional to
1/6? makes no difference to the estimator (see equation 11).

2.3 Point-mass marginalization

MacCrann et al. (2020) proposed to analytically marginalize over the
contribution from within the small-scale cut by treating it as a PM
contribution scaling as 1/R*. This PM term can be expressed as an
addition to the tangential shear model for a given lens redshift bin i
and source redshift bin j:
ij ij AY

v (0) = ¥imosa () + 7 (16)
where we use the small-angle approximation to go from R to 6.
Here, the y,7 4 is a prediction based on a model for the 3D
galaxy—matter correlation function &,,,(r) that is correct for scales
7 > Fmin, but can be arbitrarily wrong for r < rpi,, and AV is
some unknown constant that we can marginalize over. The simple
form of this contamination model makes it suitable for an analytic
marginalization approach given that the scale dependence is not
dependent on cosmology or the lens galaxy properties. We want to
marginalize P (s obs (0)|Vr.model (8), A) over the unknown constant A
in order to obtain the likelihood we are interested in, namely:

P(Vt,obs (9)|yr,model (9)) = /dA P(A)P(yt,obs (9)|Vt‘model (0)7 A)
a7

In the case that the Y, moae is Gaussian distributed with co-
variance matrix C,, and we have a Gaussian prior on A with
mean zero and width o4, one can show that (Bridle et al. 2002)
P (¥t obs ()] ¥t .model (0)) is also Gaussian distributed with a covariance
matrix

N=C, +oixx", (18)

where X has elements x,, = (Omin/0,)%, and 0 yin represents the scale
cut. This means that in order to marginalize over the free parameter
A, we only need to add this term to the original covariance rather
than explicitly sampling over possible values of A in e.g. an MCMC
chain. In this work, we use an infinite prior for o4. In this case,
the extra term is added to the inverse covariance directly, following
the procedure described in MacCrann et al. (2020) and in Prat et al.
(2022).

2.3.1 Point-mass marginalization using geometric information

The amplitudes A¥ can be written as

AV = / dz / dzsn)()n!(2)B' (2) (21, 20D (2,

where B’ represents the total mass enclosed within 6, for the i-th
lens bin, nf(z) is the redshift distribution of each lens bin, n/(z) for
each source bin, and D(z;) is the angular diameter distance to the lens
redshift z;. If we assume that B’ evolves slowly across the width of the
lens bins we can drop the z; dependence and define the parameters
Bij in the following way:

AV ~ Bi/dzl/dzxnf(Z)ni(Z)Z;i'[(zhzs)D’z(Zz)E B'B;;.

The parameters f; are purely geometrical (sometimes also called
shear-ratio information), and thus can be exactly computed analyti-
cally given the input redshift distributions.! Then, the predicted B;
factors can be used to reduce freedom in the model by fixing the
relative scales between the source bins sharing the same lens bin and
only marginalizing over B’ instead of over a free-form A%,

We label this variant of the model as ‘PM (free per zf)’, since in
this case there is only one free parameter per lens bin. When this
approximation is not used (i.e. only using equation 16) we label the
model as ‘PM (free per z; —z/)’. In the DES Y3 analysis, where
the point-marginalization was used, the variant of the model using
geometrical information was employed. In this paper, we also explore
the differences, advantages, and caveats of these two variants of the
PM marginalization method.

2.4 Mode projection: ‘project-out’ estimator

To further illustrate the similarities and/or differences among the
above estimators, we also construct a new estimator that we refer to as
the ‘project-out’ estimator. This estimator is designed such that it fol-
lows the philosophy of the MacCrann et al. (2020) approach, namely
by focusing on the PM 1/R? mode within the observed galaxy—galaxy
lensing data vector, while it follows the implementation used in Park
et al. (2021), namely by finding a suitable linear transformation and

"Note that since the second term of the RHS of equation (16) only accounts
for the unmodelled enclosed mass caused by the mismodelling of the halo—
matter correlation function, other effects such as IA or magnification would
be a part of the first term of the RHS of equation (16), and thus do not need
to be included in the computation of the g;; factors.
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using it to transform the data vectors and covariances. In Appendix A,
we show that the ‘proj-out’ method is actually equivalent to the PM
marginalization method when the prior of the PM is infinitely wide.
Also, this basic equivalence between marginalizing over a parameter
and projecting out a given mode had already been pointed out in
Appendix A from Seljak (1998) for a general scenario.

The core idea behind this estimator, thus, is to identify the
projection of the observed galaxy—galaxy lensing data vector on
to the 1/R?> mode, and then to remove it from the original vector. The
projection operator P is given by (Aitken 1936; Tegmark et al. 1998)

— -1 —
P=A(ATC,'A)" A"C,", (19)

where A has columns spanning the subspace on to which we wish to
project. In our case, A has only one column given by {1/ R,.Z}, or in
practice {1/6?}, with 6; being the representative angular separation
of the i-th bin in our data vector. Note that instead of the ‘vanilla’
projection operator A(ATA) 'AT, we use the generalized least-
squares definition of the projection operator to properly account for
the covariances in the data vector.
The ‘cleaned’ data vector is then defined as

Yt,proj-out = Vi — P)/l
[I —~A(ATC'A) ATC;‘] Vi
= My, (20)

and its covariance is given by
Cprojour = MC,M", @1

where C, is the original covariance matrix. The inversion of Cpyoj-out
becomes problematic, as M is not a full-rank matrix. We thus
follow Tegmark (1997) to define a pseudo-inverse of the transformed
covariance matrix as

Colow = M (Cprojoou + nAAT) ™' MT, (22)

proj-out =

where 7 is a constant whose value does not affect the performance
of the pseudo-inverse.? This can be understood intuitively as adding
back in the lost mode to Cpoj.out> inverting, and removing the added
mode at the end. With y; proj-oue and Cpmj_om in hand, a full likelihood
analysis can be defined using this new estimator.

3 METHODOLOGY

The question we are aiming to answer is whether the different
methodologies to localize the galaxy—galaxy lensing measurements
are consistent under the precision of current and future surveys. In
order to do so, we perform a combined 2 x 2pt analysis using each
of the methods to localize the tangential shear measurements and
compare their performances at the cosmological posterior level. We
choose to do the comparison in a 2 x 2pt analysis instead of a
whole 3 x 2pt analysis to maximize the impact that the galaxy—
galaxy lensing part of the data vector has on the cosmological
parameter posteriors, thus maximizing potential differences between
the localizing estimators. We perform the comparison using two
different set-ups: (1) First, we assume the characteristics of a future
survey to test the differences under the smallest covariance. In
particular, we choose the specifications of a LSST Y1-like survey,
since that will become relevant in the near-future, and it will already
be significantly more constraining than current generation surveys.

2We have used n = 10~ for the runs with DES Y3 data. We have checked
that using a different value, e.g. n = 103, does not change the results.
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(2) Secondly, we apply the comparison of the methods to DES Y3
data, a noisy realistic scenario.

For the LSST Y1 simulated case, we generate the input data
vectors using a contaminated model that includes baryonic effects
and non-linear galaxy bias contributions that mostly affect small
scales (see Section 3.2), and analyse it using the simpler fiducial
model that does not take into account these contributions with a
linear galaxy bias model and a dark matter only power spectrum (see
Section 3.1). We find the appropriate set of scale cuts that allow us to
recover unbiased cosmology in each case following the prescription
described in Section 3.3.

3.1 Fiducial model

Here, we summarize the baseline or ‘fiducial’ theory that we will
use to model the observed tangential shear and galaxy clustering
quantities. This is the same one used in the DES Y3 3 x 2pt analysis.
In particular, for the LSST Y1 simulated analysis described below
we assume the model presented in more detail in Krause et al. (2021)
and for the DES Y3 data analysis the one defined in Abbott et al.
(2022).3

The tangential shear y, and angular clustering w(6) observables
can be expressed as various real space projections of angular
power spectra. In particular, we model y, as the following curved
sky projection of the galaxy—matter angular power spectra and of
other terms that encapsulate observational effects such as intrinsic
alignments, lens magnification and their cross-talk, which add up to
the total observed Cy/,

ij 20+1 ij
INOEDY ml’f(cos O)Cs, &> (23)

14

and we model w(#) as

wi@) =" %PK(COS OCY 5. (24)
[

We refer the reader to Krause et al. (2021) for a detailed definition of
Cyl pandof Cj ; . P,and P} are the Legendre polynomials and
the associated Legendre polynomials, respectively. For the matter
power spectrum, we use the dark matter only Halofit prescription
from Takahashi et al. (2012) and assume a linear galaxy bias to
relate the galaxy and matter density fluctuations.

We obtain the LSST Y1 covariances with the publicly available
COSMOCOV code (Krause & Eifler 2017; Fang, Eifler & Krause 2020),
using the number densities and noise specified in Table 1. We include
Gaussian and non-Gaussian terms computed using a halo model. We
assume an area of 12300 deg? for LSST Y1, consistently with the
specifications from The LSST Dark Energy Science Collaboration
(2018).

We use a ACDM model with 5 (6) free cosmological parameters
for the simulated (data) case: 2, Ay, ng, 25, h, (22,). We also free
additional nuisance parameters to marginalize over uncertainties
related to photometric redshifts — both for the lens and source
samples, intrinsic alignments, and shear calibration. The full list of
free parameters and their respective priors can be found in table II*

3The two models are in essence identical, but differ in some of the input
parameters such as the lens magnification parameters and the redshift
distributions (which were measured later in the data analysis), and in the
priors of the nuisance parameters.

4The only difference between the values that we use and the ones from table
1T from Krause et al. (2021) is that we fix the neutrino density parameter 2, 4>
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Table 1. LSST Y1 lens and source sample specifications in the set-up of
this work. The listed shape noise is the total one including both ellipticity
components. These values are taken from The LSST Dark Energy Science
Collaboration (2018), which specifies a lens number density of 18 arcmin™2,
which we split in five redshift bins, and a source number density of 10

arcmin~2 which we split in four redshift bins.

LSST Y1

Lens sample
Number density (arcmin—?2)
Galaxy bias

(2.29,3.97, 6.06, 3.07, 2.62)
(1.7,1.7,1.7, 2.0, 2.0)

Source sample
Number density (arcmin~2)
Total shape noise

(2.50,2.50, 2.52, 2.48)
0.3677

from Krause et al. (2021) for the simulated analysis and in table I from
Abbott et al. (2022) for the DES Y3 data analysis. For the simulated
LSST Y1 analysis, we assume the same redshift distributions that
were used in the methodology paper of the DES Y3 analysis (Krause
et al. 2021), which are an early estimate of the DES Y3 redshift
distributions.® For the DES Y3 data chains, we use the same settings
and priors as in Abbott et al. (2022), except that we do not include
the shear-ratio likelihood and only combine the tangential shear and
galaxy clustering measurements, since for the 2 x 2pt case it does
not significantly change the results (Sdnchez et al. 2022).

We use the COSMOSIS (Zuntz et al. 2015) framework to gener-
ate the data vectors and perform the 2 x 2pt analysis. We use
MULTINEST (Feroz & Hobson 2008; Feroz, Hobson & Bridges
2009; Feroz et al. 2019) to sample the parameter space and
obtain the parameter posteriors, with the following accuracy set-
tings: l1ive_points = 500, efficiency = 0.3, toler-
ance = 0.01, constant efficiency = F. For the DES
Y3 data, we use POLYCHORD with the same high-accuracy settings
used in Abbott et al. (2022).

3.2 Contaminated input model

The baryonic contamination is obtained by rescaling the non-linear
matter power spectrum with the baryonic effects from OWLS
(OverWhelmingly Large Simulations project; Schaye et al. 2010;
van Daalen et al. 2011) as a function of redshift and scale, comparing
the power spectrum from the dark matter-only simulation with the
power spectrum from the OWLS AGN simulation, following Krause
etal. (2021). For the non-linear galaxy bias contamination, we utilize
a model that has been calibrated using N-body simulations and is
described in Pandey et al. (2020, 2022). Overall we use the same
procedure which is used in Krause et al. (2021) to contaminate the
fiducial data vector with these effects. Note that while the scale cuts
and constraining power for each set-up will depend on these choices

to a null value. This is because COSMOCOV is not able to generate a model for
the covariance that takes into account neutrinos. However, as shown in fig. 2
from Krause et al. (2021), the impact of marginalizing over neutrino density
is small for the DES Y3 3 x 2pt analysis, so we do not expect this choice to
affect any of the conclusions of this work.

SLSST is expected to use a different redshift binning with respect to the
one we choose in this work. However, since we are matching the rest of the
settings to Krause et al. (2021) we decided to also match the input redshift
distributions for simplicity, also given the fact that the redshift distributions
that we assume in this work have a comparable binning and redshift range than
the one predicted in The LSST Dark Energy Science Collaboration (2018)
for the LSST Y1 sample.

—4
1.0 7220
—— Cont: Baryons + Non-linear bias
= 051
=
=
o 0.0_+..+. L Y Y ST ST ST S Y A S
g
Q
S
& 057 - P
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Figure 2. Difference between the contaminated data vector and the fiducial
ones for the tangential shear (top) and angular clustering (bottom), for the
redshift bin combination corresponding to the second lens bin and the highest
source bin. This redshift bin combination corresponds to one of the higher
S/N ones. Green error bars represent the uncertainties for DES Y3 and LSST
Y1. The grey regions mark the scale cuts that are needed to obtain unbiased
cosmological results from this contamination, which have been determined
tobe w > 8Mpch~! and y, > 6 Mpc h~! for DES Y3 and w > 12 Mpc h~!
and y, > 8 Mpc h~! for LSST Y1 when using one of the methods to localize
the tangential shear measurements (otherwise the scale cuts would need to be
larger for the tangential shear quantity, as shown in Appendix C).

(both on the contaminated and fiducial model), the comparison of
the estimators will be independent of it since we use the same input
contamination for all the different localization methodologies.

We generate both the fiducial and contaminated data vectors at
the same cosmological and nuisance parameters that were used to
define the scale cuts in the DES Y3 3 x 2pt cosmological analysis.
In Fig. 2, we display the differences between the contaminated and
fiducial data vectors for the tangential shear in the top and angular
galaxy clustering in the bottom.

3.3 Procedure to obtain the scale cuts

Here, we describe how we obtain the scale cuts that we can use
for LSST Y1 that yield unbiased cosmological results given our
input contamination data vectors. We compute the differences of the
posteriors in the 2D Sg—2,,, plane between results using either the
fiducial or the contaminated input data vectors. Specifically, we use
the maximum a posteriori point (MAP) to compute the 2D offsets.
We choose to use the ‘PM (free per zi)’ model to perform this
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Figure 3. Cosmological parameter posteriors obtained from an input galaxy clustering and galaxy—galaxy lensing data vector (2 x 2pt) with non-linear bias and
baryonic contamination, LSST Y1 covariance, 8 Mpc i~ scale cuts for galaxy—galaxy lensing and 12 Mpc h~! for galaxy clustering. This figure demonstrates
that all the methodologies to localize the galaxy—galaxy lensing measurements perform similarly at the cosmological posterior level with LSST Y1 uncertainties.
The 2D contours represent 1o and 20 confidence regions. The shaded area under the 1D posteriors represents the 1o confidence level in 1D.

exercise, although we do not expect this choice to impact the results
for the scale cuts. If the difference is above 0.30, it does not pass our
criteria, following the same procedure as in Krause et al. (2021). We
have tested the following set of scale cuts: w > 8 Mpch™!, y, > 8
Mpch~'; w > 12Mpch™!, ¥, > 6 Mpch™!; w > 12 Mpch™!; and
¥: > 8 Mpch~!. Only this last set of scale cuts meets the criteria.
See Appendix B for the plots showing these differences.

4 RESULTS

Using the LSST Y1 set-up described in the previous section, we find
that all the estimators perform in a similar way. In Fig. 3, we show
the results for the simulated 2 x 2pt analysis, combining galaxy—
galaxy lensing and galaxy clustering for all the methodologies that
we want to compare that localize the tangential shear measurements.
We also add the result without applying any mitigation method,
to illustrate the importance of using one of these methodologies
to obtain unbiased cosmological constraints. All these results are
applying the fiducial scale cuts that passed the criteria defined in
Section 3.3: w > 12 Mpch~! and y, > 8 Mpch~'. In Appendix C,
we also show that y, > 40 Mpc h~! cuts would be needed in order
to recover unbiased cosmological constraints if we do not apply any
mitigation scheme.

We find that all the methodologies are able to properly mitigate
the impact of the input contamination and recover very similar

MNRAS 522, 412-425 (2023)

uncertainties on the most constrained cosmological parameters of
a 2 x 2pt analysis, that is, 2, and og. In the comparison we also
include the new estimator that we have developed that only projects
out the 1/R* mode, without doing any extra transformation as in
some of the other methodologies, labelled as ‘proj-out’ in the plot.
The fact that all the estimators agree with each other, and also with
this new estimator, indicates that projecting out this mode is the only
thing that has any effect in all the mitigation methodologies at the
cosmological posterior level.

Instead we have found that differences between the methods
arise from input assumptions. In particular, we observe the biggest
difference is between the two different variants of the PM marginal-
ization. The method labelled as ‘PM (free per z; — z/)’ does not
use any extra information with respect to the other estimators and
can be compared directly to them. On the other hand, the one
labelled as ‘PM (free per z})’ uses the approximation that the mass
enclosed below the minimum scale used does not evolve within
the redshift range of the lens bin, and moreover uses geometrical
‘shear-ratio’ information to constrain the scaling between different
sources sharing the same lens bin. We find that the posteriors for
this case are slightly more constraining as expected since they use
more information, but also slightly more biased with respect to the
input true cosmology. Thus, we recommend that when applying the
PM marginalization case using geometrical information to LSST Y1
or a more constraining data set, the assumption that the PM evolves
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Figure 4. Application to DES Y3 data in a 2 x 2pt analysis for the MAGLIM sample of each of the different methodologies to localize the tangential shear
measurements. This figure demonstrates that all the methodologies to localize the galaxy—galaxy lensing measurements perform similarly at the cosmological
posterior level with DES Y3 uncertainties and the presence of noise. The 2D contours represent 1o and 20 confidence regions. The shaded area under the 1D

posteriors represent the 1o confidence level in 1D.

slowly within a lens redshift bin should be tested for a given lens
sample.

In Appendix D, we also compare the intrinsic alignment parameter
posteriors. We find that all the estimators perform similarly, except
for the PM using geometric information to constrain the scaling
between the lens redshift bins that gives a much tighter (and
still unbiased) posterior on the galaxy bias of the source sample
bys parameter and a slightly tighter constraint for the A, and o>
parameters, which are the parameters related to the tidal torque
contribution to the model.

4.1 Application to DES Y3 data

After testing on noiseless simulated data vector with an LSST Y1
set-up, we apply all the methodologies to localize the galaxy—galaxy
lensing measurements to the DES Y3 data, in particular to the 2 x 2pt
set-up with the MAGLIM lens sample presented in Porredon et al.
(2022) but without the shear-ratio likelihood. The scale cuts we
use are the same as in Porredon et al. (2022), that is, 6 Mpc h!
for galaxy—galaxy lensing and 8 Mpch~! for the angular galaxy
clustering. In Fig. 4, we show the results of this comparison. Note
that the ‘PM (free per z})’ case corresponds to the fiducial DES Y3
2 x 2ptresult presented in Porredon et al. (2022). We find that all the

methodologies give consistent results, even in this noisy and more
realistic scenario, which presents non-linearities at the small scales
and includes all the effects from the real Universe. In Appendix E,
we compare the constraining power of DES Y3 and LSST Y1 to give
a sense of scale.

Moreover, we compare the posteriors on the TATT intrinsic
alignment parameters for DES Y3 data and find similar conclusions
as in the simulated case, as shown in Appendix D.

4.2 Performance differences

Regarding performance differences between the methods, we find
the ‘proj-out’ estimator to be less numerically stable than the other
approaches in its current COSMOSIS implementation. This is because
the ‘proj-out’ method requires an input arbitrary n value to obtain
the pseudo-inverse of the transformed covariance matrix, as defined
in equation (22). While we have checked that a considerable wide
range of n values yield the same results under the conditions of this
analysis, outside a certain range that is no longer the case. Thus,
robustness against different n values might need to be revisited in
other settings. Moreover, we find the PM marginalization method to
be the simplest to use as currently implemented in COSMOSIS, since it
does not require modifying the input data vector or covariance matrix
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Table 2. Comparison of the process and performance of each methodology to localize the galaxy—galaxy lensing measurements. The
computational expense estimates are based on the current implementation of the COSMOSIS code. More details about the performance

differences can be found in Section 4.2.

Modify data vector?

Numerical stability Computational expense

PM marginalization No
Annular differential surface density (1) Yes
Y-transformation Yes
Proj-out Yes

Excellent Fastest
Excellent Fast
Excellent Slow
Poor Slowest

files. Finally, we also compare the running time of the different
estimators. Using the LSST Y1 set-up, the PM marginalization
without geometrical information took 7 h, the Y statistic took 7
h 45 min, the Y-transformation took 12 h and the proj-out estimator
took 16 h 40 min, using the MULTINEST sampler with the settings
defined above and using the same number of cores. On DES Y3
data and the POLYCHORD sampler with high-accuracy settings, the
PM marginalization without geometrical information took 45 h,
the Y statistic took 49 h, the Y-transformation took 54 h and
the proj-out estimator took 70 h. We summarize these findings in
Table 2.

5 SUMMARY AND CONCLUSIONS

In this paper, we compare three existing methodologies to localize
the galaxy—galaxy lensing measurements: the annular differential
surface density estimator (Y') presented in Baldauf et al. (2010),
the Y-transformation derived in Park et al. (2021), and the PM
marginalization described in MacCrann et al. (2020). We compare
them at the cosmological posterior level, performing a 2 x 2pt
analysis which combines projected angular clustering and tangential
shear measurements. We find that all these methods are able to
mitigate the impact of small-scale information when using a LSST
Y1 set-up with noiseless simulated data vectors, and that they are all
performing in a very similar manner, yielding equivalent posteriors
on the cosmological parameters.

To further illustrate the similarities and/or differences amongst
the above listed estimators, we also construct a new estimator that
we refer to as ‘project-out’. The ‘project-out’ method identifies the
projection of the observed galaxy—galaxy lensing data vector on to the
1/R? mode, and then it removes it from the original vector, following
a similar procedure to the Y-transform methodology, but in this case
only removing this mode. Then, we proceed to compare the posteriors
obtained with the ‘project-out’ method to the other ones, finding it
yields equivalent results. Therefore, we conclude that the removal of
the 1/R? mode is the only relevant transformation that is needed to
localize the tangential shear measurements and that the rest of the
modifications in the other estimators are not producing any significant
differences at the cosmological posterior level. We also compare two
different variations of the PM marginalization methodology, one that
uses exactly the same information as the other estimators and one
that uses extra geometrical information to constrain the scaling of the
PM between different lens and source bin combinations, by assuming
that the enclosed mass does not evolve with redshift within the width
of the lens bin. We find that the PM marginalization using geometric
information yields slightly more constraining but also slightly biased
results on the cosmological parameters in the LSST Y1 simulated
case, due to the approximation it makes. Thus, the assumption going
into this PM variant should always be tested before applying it to
more constraining data sets. Notably, we also find that the extra
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geometrical information significantly improves the precision (while
keeping the accuracy) of the intrinsic alignment parameters of the
tidal alignment and tidal torque (TATT) model. In particular, we find
the biggest difference in the posterior for the galaxy bias of the source
sample bra and in the parameters controlling the tidal torque part of
the TATT model.

We also compare the results obtained using any of the mitigation
schemes with the case of not applying any mitigation scheme but
applying larger scale cuts. With the LSST Y1 set-up, we find
that the mitigation schemes yield ~1.3 times more constraining Sg
results than applying larger scale cuts without using any mitigation
scheme.

Finally, we apply all the methods to DES Y3 data, reaching very
similar conclusions as in the simulated case. However, even if the
DES Y3 data have larger uncertainties than the simulated LSST
Y1 case, this exercise is still meaningful since it provides an input
data vector with the non-linearities and baryonic effects of the real
Universe, together with any other other unforeseen contamination
that is not present in our fiducial model. It also tests the methods in the
presence of noise. In this case we still find that all the methodologies
perform in a similar manner.
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APPENDIX A: EQUIVALENCE BETWEEN
‘PROJECT-OUT’ AND POINT-MASS
MARGINALIZATION

In this appendix, we show that the ‘project-out’ and the PM
marginalization methods are mathematically equivalent if the prior
for the PM is infinitely wide. Let us define m to be the model
prediction and d to be the data vector.

For the PM marginalization case, we have

xoy = m—d)"'N"'(m—d).
However, in the infinite-prior case it is
-1 _ -1 -1 Te-1AVv-1AT -1 _ -1
N =C, -C AA'C/A)A'C =C'01-P),
which results in
Xpm = (m —d)"C,'M(m —d) . (AD)

So, N~!(m — d) exactly simply removes the contribution from the
1/6> mode from the model and data vectors, like the project-out
approach. The project-out method is by construction only removing
that mode from the data vector and does nothing else. Therefore, the
two methods are equivalent in the above limit.

APPENDIX B: SCALE CUTS

In Fig. B1, we show the result of the scale cuts tests for the successful
scenario. We have found that scales cuts of w > 12 Mpch~! and
¥: > 8 Mpch~! are sufficient in the LSST Y1 set-up to recover

MNRAS 522, 412425 (2023)

€202 14dY | uo Josn AysiaAlun wipJeD Aq 9GLE80 /L F8PEIS/SEIUW/EE0 L 0 L/10P/a[oIE/SIU/WOD dNO"dlWSpED.//:SA)Y WOI) PAPEOJUMOQ


https://des.ncsa.illinois.edu/releases/y3a2/Y3key-products
http://dx.doi.org/10.1103/PhysRevD.98.043526
http://dx.doi.org/10.1103/PhysRevD.105.023520
http://dx.doi.org/10.1017/S0370164600014346
http://dx.doi.org/10.1103/PhysRevD.81.063531
http://dx.doi.org/10.1093/mnras/stw1584
http://dx.doi.org/10.1088/0004-637x/695/1/652
http://dx.doi.org/10.1086/177537
http://dx.doi.org/10.1046/j.1365-8711.2002.05709.x
http://dx.doi.org/10.1088/0004-637X/759/2/101
http://dx.doi.org/10.1093/mnras/stw2988
http://dx.doi.org/10.1016/j.physrep.2017.12.002
http://dx.doi.org/10.1093/mnras/staa1726
http://dx.doi.org/10.1111/j.1365-2966.2007.12353.x
http://dx.doi.org/10.1111/j.1365-2966.2009.14548.x
http://dx.doi.org/10.21105/astro.1306.2144
http://dx.doi.org/10.1051/0004-6361/202038850
http://dx.doi.org/10.1051/0004-6361/202039063
http://dx.doi.org/10.1051/0004-6361/201834878
http://dx.doi.org/10.1103/PhysRevD.70.043009
http://dx.doi.org/10.1103/PhysRevLett.91.141302
http://dx.doi.org/10.1051/0004-6361/200913657
http://dx.doi.org/10.1093/mnras/stx2820
http://dx.doi.org/10.1093/mnras/stx1261
http://arxiv.org/abs/2105.13548
http://dx.doi.org/10.1093/mnras/stv2140
http://dx.doi.org/10.1093/mnras/stab3586
http://dx.doi.org/10.1093/mnras/stab3028
http://dx.doi.org/10.1051/0004-6361/202243758
http://dx.doi.org/10.1093/mnras/stz2761
http://dx.doi.org/10.1093/mnras/stt572
http://dx.doi.org/10.1103/physrevd.102.123522
http://dx.doi.org/10.1103/PhysRevD.106.043520
http://dx.doi.org/10.1103/physrevd.94.063533
http://dx.doi.org/10.1103/PhysRevLett.126.021301
http://dx.doi.org/10.1103/PhysRevD.106.103530
http://dx.doi.org/10.1103/PhysRevD.98.042005
http://dx.doi.org/10.1093/mnras/stz1309
http://dx.doi.org/10.1103/PhysRevD.105.083528
http://dx.doi.org/10.1103/PhysRevD.105.083529
http://dx.doi.org/10.1111/j.1365-2966.2009.16029.x
http://dx.doi.org/10.1086/306019
http://dx.doi.org/10.1093/mnras/stz2922
http://dx.doi.org/10.1088/0004-637X/761/2/152
http://dx.doi.org/10.1103/PhysRevD.55.5895
http://dx.doi.org/10.1086/305663
http://arxiv.org/abs/1809.01669
http://dx.doi.org/10.1111/j.1365-2966.2011.18981.x
http://dx.doi.org/10.1093/mnras/sty551
http://dx.doi.org/10.1103/physrevd.86.083504
http://dx.doi.org/10.1093/mnras/stab3155
http://dx.doi.org/10.1016/j.ascom.2015.05.005

422  J. Prat et al.

087 LSST Y1
w > 12, > 8 Mpc/h
0.86
0.85 R S

Ss
IS)
%
~
e
SN
~N
a9
‘O
%
/
/
,
.,

0.83 AN \
Y

\\ \‘

0.82 Contaminated \\\\~§_ /l
®  Baseline -
0.814 === 0.30 Baseline
0.30 Contaminated
0.80 T T . : : .
0.27 0.28 0.29 0.30 0.31 0.32 0.33

m

Figure B1. Sz — Q, plane showing the differences in the posteriors using
either a fiducial input data vector or a contaminated one with baryonic and
non-linear galaxy bias effects. The dashed grey lines mark the input fiducial
cosmology. Comparing the contaminated and the baseline posteriors using
different sets of scale cuts we have determined that w > 12 Mpch™!, y; >
8 Mpch~! cuts are sufficient for the LSST Y1 set-up to recover unbiased
results. Specifically, these cuts produce a difference of 0.09¢ in the Sg —
Qm plane, which is below the threshold of 0.30 following the criteria from
Krause et al. (2021).

unbiased results when inputting a contaminated data vector with
non-linear galaxy bias and baryonic effects. We obtain that in this
case the difference in the S — Q, plane between the fiducial and
contaminated data vectors is 0.090 which is below the threshold
of 0.30, following the same procedure as in Krause et al. (2021).
We compare posteriors using the fiducial versus the contaminated
data vectors (instead of with the input cosmology) to remove any
projection effects® impact on this test. We have also tried using w >
8 Mpch~!, y, > 8 Mpc h~! scale cuts, which produced a difference
of 0.460 and w > 12 Mpch™! and y, > 6 Mpch~! cuts, which
produced a difference of 0.93¢0 in the same Sg — 2y, plane. Note
that these combinations of scale cuts are an arbitrary choice, and
applications on actual data might want to optimize these choices.

APPENDIX C: MITIGATION SCHEMES VERSUS
NO MITIGATION

In this appendix, we address the following question: How much
constraining power do we gain by applying one of the mitigation
schemes versus not applying any of them and using fewer scales?
To perform this comparison, we choose the PM case that includes
geometrical information since that is what we used to define the
fiducial scale cuts, as described in Section 3.3. We perform this
comparison for the LSST Y1 simulated analysis. We show the results
in Fig. C1. There we compare the posteriors between using the PM
mitigation scheme and without applying any mitigation with the
following two sets of scale cuts:

(i) w>12Mpch~',y, > 8 Mpc h~': the same scale cuts needed to
recover unbiased constraints when applying the PM marginalization
scheme including geometrical information.

©Projection effects are residual differences between the input cosmology and
the posteriors under ideal conditions (when the input data vector and model
are the same) due to having broad parameter spaces.
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Figure C1. We compare the constraining power when applying a mit-
igation scheme (in this case the PM marginalization) versus when not
applying any scheme and using less scales for the galaxy—galaxy lensing
probe. We conclude that using a marginalization scheme yields ~1.3 more
constraining power on the Sg parameter assuming an LSST Y1 simulated
scenario.

(i) w > 12 Mpch™!, y, > 40 Mpch™!: scale cuts needed
to recover unbiased cosmological constraints without using any
mitigation scheme, following the same criteria described in Section
B. To obtain them, we have chosen to keep the galaxy clustering
scale cut unchanged and increase the tangential shear cut until
we recover unbiased results. Under this set-up, we find a 0.17¢
difference in the Sg — 2, plane, while we find a 0.35¢ difference
if we use y, > 32 Mpch~! instead, which does not meet the
criteria.

We find that Sg is ~1.3 times more constraining when using the
PM marginalization scheme versus when not using any mitigation
scheme and using larger scale cuts.

APPENDIX D: EFFECT ON THE INTRINSIC
ALIGNMENT PARAMETERS

In Fig. D1, we show the posteriors for the tidal alignment and tidal
torque (TATT) five-parameter intrinsic alignment model, at the top
for the LSST Y1 simulated case and at the bottom applied to DES
Y3 data, in both cases for a 2 x 2pt analysis without including
the shear-ratio likelihood. Using the simulated data in the LSST
Y1 set-up, we find that using the extra geometric information in
the PM marginalization, i.e. the case labelled as ‘PM (free per
zi)’ and described in Section 2.3.1 is beneficial to constrain the
intrinsic alignment parameters. In particular, we find the parame-
ter describing the galaxy bias of the source sample b7y is more
constrained, as well as the parameters affecting the tidal torque
part of the model (a, which describes the amplitude of the IA
effect and o, that modulates its redshift evolution). On the Y3 data,
we find that the biggest gain in constraining power is in the a,
parameter.
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Figure D1. Top: Intrinsic alignment TATT parameter posteriors obtained from an input galaxy clustering and galaxy—galaxy lensing data vector (2 x pt) with
non-linear bias and baryonic contamination with an LSST Y1 covariance, comparing the different methodologies to localize the tangential shear measurements.
Bottom: Analogous comparison applied to DES Y3 data, for the MAGLIM 2 X pt analysis without the shear-ratio likelihood.
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Figure E1. Comparison of the constraining power between LSST Y1 and DES Y3 for a 2 x 2pt simulated analysis using the fiducial model data vectors. For
LSST Y1 we use scales w > 12 Mpch~!, y, > 8 Mpch~!, and for DES Y3 w > 8 Mpch~!, ¥, > 6 Mpc h~!. We also include the data results from DES Y3

2 x 2pt.

APPENDIX E: COMPARISON BETWEEN DES Y3
AND LSST Y1

In Fig. E1, we compare the constraining power between the DES
Y3 and LSST Y1 set-ups, which besides being interesting on its
own also provides some basic validation of the LSST Y1 covariance
that we compute with cosMocov. First, we compare the fiducial
LSST Y1 simulated analysis with the fiducial scales of w > 12
Mpch~!' and y, > 8 Mpch~!, with the scales used in the DES
Y3 data of w > 8 Mpch™" and y, > 6 Mpch~'. We observe that
the degradation in the constraining power coming only from the
differences in the scales is quite small. Then, we compare the size of
the LSST Y1 contours with the simulated DES Y3 analysis, which
was used in Krause et al. (2021) to determine the scale cuts for that
case. The only two differences between the contours labelled ‘LSST
Y1 sim, with DES Y3 scales’ and the ones labelled ‘DES Y3 sim’
are the covariances and the input redshift distributions, as described
in Section 3.1. Finally, we also compare the DES Y3 simulated
analysis with the actual final data DES Y3 2 x 2pt results, which
use a different set of priors as the rest of the chains, had an updated
covariance accounting for the best-fitting parameters and are not
centred at the same cosmology.
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