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A B S T R A C T   

Despite the wide application of the Weather Research and Forecasting (WRF) model in extreme precipitation 
simulations, there is a lack of consensus and clear guidance on identifying the suitable length of spin-up time. In 
this study, the WRF model was used to simulate the extreme precipitation events that happened on the 4 
November 2015 at Alexandria of the Nile Delta. According to the observation from the Integrated Multi-satellitE 
Retrievals for Global Precipitation Measurement (IMERG), 21 spin-up time experiments of the 3-level-nested 
domain scenario and 21 spin-up time experiments of the 2-level-nested domain scenario were designed to 
explore the relationship between model required spin-up time and initial conditions. The simulation perfor-
mances were evaluated by seven verification metrics and one overall performance score. Here we try to provide 
guidelines on how to determine the optimal spin-up time through satellite data without too many trial-and-error 
tests. An Optimal Spin-up Time Identifying (OSTI) framework with possible weather situations and spin-up time 
determining steps is proposed to help future work. It is found that the occurrences of disturbing weather events 
strengthen the influence of initial conditions on simulation outputs and increase model requirements for spin-up 
time lengths. Moreover, this framework is more useful for precipitation events with strong synoptic backgrounds 
because their simulation performances depend largely on the development of appropriate atmospheric circula-
tions and physical equilibrium states in the model.   

1. Introduction 

Global and regional climate models (GCMs and RCMs) are becoming 
established tools for providing reliable information for climate pre-
dictions. However, the high-resolution simulations of GCMs are very 
computationally expensive. In contrast, RCMs have shown their ability 
to effectively downscale global information and accurately reproduce 
mesoscale and local features over a limited region with affordable 
computational costs (Rummukainen, 2010; Jacob et al., 2014; Schewe 
et al., 2019). The mesoscale atmospheric Weather Research and Fore-
casting (WRF) model is a typical RCM that numerically solves a set of 
differential equations describing the climate system over a selected 
domain after required discretization and parameterization processes. To 
perform dynamical downscaling, WRF needs initial and boundary con-
ditions (IC and BC) provided by global reanalysis datasets to initialise 
and drive atmospheric variables through their domain boundaries. 
Compared to the larger gridded meteorological datasets that poorly 
represent atmospheric patterns, running dynamical downscaling WRF 

with high resolution can help resolve the spatial variability of key var-
iables and surface-atmosphere exchanges, because heterogeneous land 
fluxes and near-land meteorological parameters are better resolved 
(Talbot et al. 2012). 

It is commonly believed that WRF may forget the IC after a certain 
execution time. To save computational resources and reduce delivery 
time, the whole simulation period is usually divided into subperiods 
with spin-up periods followed by continuous executions (Gómez-Nav-
arro et al., 2011; Jerez et al., 2018). The spin-up time is necessary to 
avoid inhomogeneities when connecting subperiods as well as decrease 
the masking effects of IC issues on model results. In WRF extreme pre-
cipitation simulations, spin-up time allows the model to adjust from the 
IC to a state that is consistent with its own numerics and physics and to 
develop appropriate large-scale circulations (Jankov et al., 2007; Ska-
marock and Klemp, 2008). Therefore, spin-up time is the required 
execution time that allows the WRF to reach a physical equilibrium state 
following the path defined by the BC, while forgetting about the IC 
(Yang et al., 1995; Giorgi and Mearns, 1999; Denis et al., 2002). 
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Moreover, until reach the equilibrium state the results can be easily 
tainted by spin-up-induced biases, the model outputs will not be realistic 
and must be discarded (Cosgrove et al., 2003). 

To prevent instabilities in the WRF model, Jankov et al. (2007) found 
that at least 12 h spin-up time should be used. And this spin-up time is 
often regarded as a suitable choice directly without enough verification 
in many WRF studies (Huva et al., 2012; Dzebre et al., 2019; Afshar 
et al., 2020). Furthermore, the lengths of spin-up time used in some 
other studies vary widely, from a minimum of 6 h to a maximum of 1 
year (Cha and Wang, 2013; Naabil et al., 2017; Zhuo et al., 2019). In 
fact, the length of spin-up depends on the quality of initial inputs and the 
soil conditions because the soil moisture content and latent heat flux will 
influence precipitation processes (Kleczek et al., 2014). If the IC is very 
complex and impressive, the model will take more time to forget it and 
get away from its masking effects. Therefore, the optimal spin-up time is 
not fixed and should be different for each event with different IC. In 
addition, the study by Hwang et al. (2019) found that using multiple 
hydrometeors as input in the BC can reduce spin-up time and accelerate 
precipitation initialization. Their sensitive experiments were conducted 
with different numbers of hydrometeors including specific humidity, 
specific cloud liquid water, specific cloud ice water, specific rain water 
and specific snow water. The results show that this method has a good 
effect on short-range precipitation simulation. However, most weather 
prediction studies ignore the effect of initial weather conditions and 
directly use 12 h spin-up time because conducting too much trial-and- 
error testing before the formal simulation is computationally expensive. 

In fact, it is very difficult to determine the WRF optimal spin-up time 
for different events since it depends on many factors. First of all, the 
climate system has a large number of components with various response 
times. For example, soil moisture responds much slower than atmo-
spheric variables to dynamical and thermo-dynamical processes (Ska-
marock, 2004; De Elia et al., 2002; Doblas-Reyes et al., 2013). The 
second factor is the size of the simulated domains, since the BC effect 
decays as we move away from the boundaries (Leduc and Laprise, 2009). 
Third, WRF has many physical schemes that can be used. The choice of 
physical scheme often results in differences in the internal variability of 
simulations (Awan et al., 2011; Evans et al., 2012; Ji et al., 2014). 
Fourth, the IC of WRF is obtained by spatial interpolating the global 
datasets to the selected regions. The greater the inconsistencies between 
IC and model physics, the longer the spin-up time required (Turco et al., 
2013). The last factor is the model spin-up would be affected by extreme 
conditions like extremely hot or cold temperatures, extremely dry air 
and so on (Day et al., 2014; Seck et al., 2015). 

In this study, to solve the lack of consensus on the choice of WRF 
spin-up time, 42 sensitivity experiments with different IC are evaluated 
to explore the effects of disturbing weather on required spin-up times. 
Disturbing weather refers to the other weather event that occurs within 
the spin-up window, which causes large-scale changes in the synoptic 
background at the initial time. Moreover, an Optimal Spin-up Time 
Identifying (OSTI) framework is proposed to provide guidelines for 
future simulation work. The purpose of this study is to help other re-
searchers to avoid unfavourable IC and determine suitable spin-up times 
for their WRF precipitation simulations. This study aims to address the 
following two key research questions:  

• Does the occurrence of disturbing weather events weaken or 
strengthen the influence of initial conditions on simulation outputs?  

• Why does WRF’s optimal spin-up time vary by event and situation?  
• How can a structured selecting framework help to determine suitable 

WRF spin-up time more efficiently? 

The significance of this study is to highlight the importance of spin- 
up time and show a guiding framework that can determine spin-up time 
more efficiently before simulation without the need for too much trial- 
and-error testing. This study is organized as follows: a brief descrip-
tion of the study area and event are provided in Section 2. The datasets, 

experimental design, verification metrics, framework planning are 
illustrated in Section 3. The results and discussions of different experi-
ments are shown in Section 4. The detailed OSTI framework and 
framework application is explained in Section 5. Finally, the summary 
and conclusions of this study are presented in Section 6. 

2. Study area and event 

Alexandria in the Nile delta was selected as the study area. Due to the 
influence of the Mediterranean climate, this area has long dry summers 
and short mild winters. In recent decades, this area becomes a vulner-
able zone that faces growing pluvial flooding hazards. However, the 
inadequate coverage of radars and rain gauges makes the development 
of a hydrometeorological early warning system in Egypt very difficult. 
WRF model is an effective way to simulate extreme precipitation by 
downscaling global NWP products to interesting areas, which is very 
suitable and feasible for countries like Egypt. Our previous study has 
investigated the sensitivities of various model configurations and ob-
tained some useful findings (Liu et al., 2021), but the hypothesis that 
regional weather conditions may impact the time required for model 
initialization has not been fully confirmed. Therefore, further explora-
tion of the relationship between WRF spin-up time and weather condi-
tions through the extreme event in this area would be meaningful for 
Egypt and other similar regions. 

The study event happened on the 4 November 2015, which was a 50- 
year storm that caused 60% of the city area to be flooded as well as the 
stagnant water in some low-lying areas remained for more than 15 days. 
Some places even recorded more than 200 mm of precipitation in 2 h 
(Zevenbergen et al., 2017). The main extreme precipitation of this event 
lasted for about 18 h from 06:00 to 24:00 UTC. The centred latitude and 
longitude of this event are at 31.5◦N and 30◦E. This extreme precipita-
tion event caused a devastating flood that has been reported as “the 
worst flooding of Alexandria City over the past decades in terms of the 
number of people affected and the amount of economic damage” (IHE 
Delft, 2017). The terrain of the study area and the location of the sur-
rounding Red Sea and the Mediterranean Sea are shown in Fig. 1 (b, c). 
The detailed descriptions of the nested domain and study event locations 
are presented in Section 3.2. Furthermore, the proposed framework is 
also applied and verified through three other extreme precipitation 
events that happened around Hurghada, Egypt (26 and 27 October 
2016), Antalya, Turkey (28 December 2013) and Beirut, Lebanon (25 
October 2015). These precipitation events have different intensities, 
distributions and synoptic backgrounds, which is very helpful to explore 
the generalization ability of the OSTI framework. 

3. Materials and methods 

3.1. Datasets 

3.1.1. Initial and lateral boundary dataset 
The European Centre for Medium-Range Weather Forecasts 

(ECMWF) Global Climate Reanalysis v5 (ERA5) was used to provide the 
initial and lateral boundary meteorological conditions in the WRF sim-
ulations. ERA5 is a newly developed dataset since early 2016 and has 
replaced the old reanalysis dataset ERA-Interim. This dataset spans the 
period from 1 January 1950 onwards. ERA5 offers over 240 parameters 
related to the atmosphere, land, and ocean climate, etc on the surface 
and vertical levels, which are much more than 100 parameters in ERA- 
Interim. Furthermore, the spatiotemporal resolution of the ERA5 dataset 
(hourly 31 km grid spacing analysis fields) is significantly better than 
the ERA-Interim dataset (6-hourly 80 km grid spacing analysis fields) 
(Hersbach et al., 2020). Along with the development of this new dataset, 
there have been some studies using ERA5 as a lateral boundary condi-
tion for WRF simulations in Egypt and the surrounding area of the 
Mediterranean Sea (Duzenli et al, 2021; Liu et al., 2021; Papavasileiou 
et al., 2022; Ludwig and Hochman, 2022;). The detailed introduction of 
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the ERA5 reanalysis dataset and its parameters can be found in the 
ECMWF documentation (https://confluence.ecmwf.int/displa 
y/CKB/ERA5%3A+data+documentation). The ERA5 reanalysis data-
set can be downloaded on the ECMWF website (https://www.ecmwf. 
int/en/forecasts/datasets/reanalysis-datasets/era5). 

3.1.2. Observational data 
The Integrated Multi-satellitE Retrievals for Global Precipitation 

Measurement (IMERG) version 06B was used for simulation verification. 
It combines precipitation estimates from geosynchronous infrared ob-
servations from geo-IR satellites, all passive microwave sensors of the 

Fig. 1. The flow chart of experimental scenario establishment. (a) Accumulated precipitation (mm) around the study area from 06:00 on 30th Oct to 00:00 on 5th 
Nov (138 h in total, including the 120 h spin-up period and the 18 h study event duration). (b) The 3-level nested domains used in Scenario 1, which contains the 
innermost domain (D03), middle domain (D02) and outermost domain (D01). (c) The 2-level nested domains used in Scenario 2, which only contains the innermost 
domain (d02) and outermost domain (d01). The size and position of d01 and d02 are the same as D02′s and D03′s, respectively. 
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Global Precipitation Measurement (GPM) constellation and ground- 
based measurements from precipitation gauges (Huffman et al., 2015). 
IMERG provides the quasi-global precipitation estimates with 0.1

◦

×0.1
◦

spatial resolution and 30-min temporal resolution. According to the 
differences in latency and accuracy, IMERG has three sequences called 
Early Run (near real-time low-latency gridded global multi-satellite 
precipitation estimates, 4 h latency), Late Run (near real-time gridded 
global multi-satellite precipitation estimates with quasi-Lagrangian time 
interpolation, 12 h latency), and Final Run (research-quality gridded 
global multi-satellite precipitation estimates with quasi-Lagrangian time 
interpolation, gauge data, and climatological adjustment, 3.5 months 
latency). Particularly, the IMERG Final Run product has a month-to- 
month climatological correction through the Global Precipitation 
Climatology Centre (GPCC) precipitation gauge analysis (Hou et al., 
2014, Huffman et al., 2015). Since IMERG product’s release in early 
2015, a substantial number of studies have used and recommended it for 
various applications, such as analysis of extreme precipitation events 
(Huang et al., 2019), streamflow simulation (Tang et al., 2016) and 
flood forecasting (Wang et al., 2017). And a large number of studies 
have evaluated the performance of IMERG precipitation products at 
various temporal and spatial scales (e.g., Wang et al., 2023; Navarro 
et al., 2019, Palomino-Ángel et al., 2019; Prakash et al., 2018; Manz 
et al., 2017). Considering the insufficient coverage of surface observa-
tions (radar and rain gauges) in Egypt, IMERG is a useful alternative 
dataset to be adopted in this study due to its fine spatial and temporal 
resolutions, which favour simulation evaluations, and its stable perfor-
mance, as evidenced in previous studies. In this study, the IMERG Final 
Run product is used because it generally has advantages over the un-
calibrated Early Run and Late Run products. IMERG products can be 
downloaded on the GPM website (https://gpm.nasa.gov/data/ 
directory) and detailed introductions can be found in Huffman et al. 
(2015). 

3.2. Experimental design 

The precipitation simulation experiments of this study were con-
ducted by the WRF-ARW version 4.0 (Skamarock et al., 2019). The 
model configuration settings are listed in Table 1. First, all experiments 

were simulated using a two-way interactive nested configuration with 
the 1:3:3 downscaling ratio and 58 vertical levels. The physical 
parameterization schemes used in all model domains and experiments 
are the WRF Single-Moment 6-class microphysics scheme (Hong and 
Lim, 2006), the Mellor-Yamada-Janjic planetary boundary layer scheme 
(Janjić, 1994), the rapid radiative transfer scheme (RRTM, Mlawer et al. 
1997) and the unified Noah land-surface model (Chen and Dudhia, 
2001; Ek et al., 2003). All the settings mentioned above are the optimal 
configurations for this simulation region summarized by Liu et al. 
(2021). Next, refer to the study by Hwang et al. (2019), all experiments 
used ERA5 data with additional hydrometeors (all five available hy-
drometeors) as input conditions to help observe the changes in the 
model required spin-up times. Therefore, the Kain-Fritsch cumulus 
scheme (Kain, 2004) with more moisture tendencies (Qc, Qr, Qi and Qs) 
was used in this study instead of the Grell-Freitas cumulus scheme (Grell 
and Freitas, 2014) suggested by Liu et al. (2021). The time step used for 
the lateral boundary condition file is one hour. The history output files of 
each domain are logged hourly. 

To evaluate the effects of synoptic conditions, all 42 experiments 
were divided into two scenarios: the 3-level nested scenario (S1, Case 1- 
Case 21) and the 2-level nested scenario (S2, case 1-case 21). All nested 
domains are centred on the same latitude and longitude (31.5◦N, 30◦E) 
and employ Lambert conformal projection (Fig. 1 (b–c)). Fig. 1 (a) shows 
the IMERG observed accumulated precipitation around the study area 
from 06:00 on 30th Oct to 00:00 on 5th Nov, which occurs within the 
120 h spin-up period and the 18 h event duration. In this study, we refer 
to the precipitation other than the study event as “disturbing precipi-
tation” for this simulation in order to differentiate. Indicated within the 
red box are the disturbing precipitations that occurred around the 
domain boundary during the model spin-up time, while the study event 
is the central precipitation. Therefore, S1 and S2 were designed as 
comparison simulations that introduced the unsettled and calm weather 
conditions, respectively. Taking Case 1 (C1) of S1 as an example, it is a 3- 
level nested simulation with horizontal grid sizes of 31.5 km, 10 km, and 
3.5 km for the outermost domain (D01), middle domain (D02) and 
innermost domain (D03), respectively (Fig. 1 (b)). The D03 covers the 
study area of Alexandria and the adjacent areas. Besides, the grid points 
and domain sizes for D01, D02 and D03 are 80 × 80 (about 6.19 million 
km2), 112 × 112 (about 1.36 million km2) and 88 × 88 (about 0.09 
million km2) respectively. In comparison with C1, case 1 (c1) of S2 is a 
2-level nested simulation that only has the outermost domain (d01) and 
innermost domain (d02) with horizontal grid sizes of 10 km and 3.5 km, 
respectively (Fig. 1 (c)). The horizontal sizes, grid points and domain 
sizes for d01, d02 are the same as D02 and D03. The study event 
happened in the centre of D03/d02. Hence, the only difference between 
S1 experiments and S2 experiments is the presence or absence of the 
largest domain (D01). According to the IMERG observations, it is 
assumed that the D01 of S1 experiments have more complex synoptic 
conditions than the d01 of S2 experiments. After determining the 
domain and physical configurations, Case 1-Case 21 (C1-C21) of S1 and 
case 1-case 21 (c1-c21) of S2 were simulated with different spin-up 
times. Their spin-up times increase from 0 to 120 h with a 6-hour time 
increment, which makes these experiments introduce different IC at the 
beginning times. By conducting the above comparative experiments, the 
relationships between synoptic conditions as well as lengths of spin-up 
times and final target simulation performances would be drawn. 

3.3. Verification method 

To show the spatiotemporal performance changes of these experi-
ments, this study uses seven error metrics and one overall performance 
score to evaluate WRF simulations with respect to the IMERG observa-
tions. Seven error metrics include the Probability of Detection (POD), 
the False Alarm Ratio (FAR), the Critical Success Index (CSI), the Fre-
quency Bias Index (FBI), the Root Mean Square Error (RMSE), the Mean 
Bias Error (MBE) and the Standard Deviation (SD). The first four metrics 

Table 1 
Summary of physical parameterisations and other configurations used in 3-level 
and 2-level nested simulations.  

Mode configurations 3-level nested scenario 
(S1) 

2-level nested scenario 
(S2) 

Nesting ratio 1:3:3, D01 31.5 km; D02 (d01) 10.5 km; D03 (d02) 
3.5 km 

Vertical levels 58 levels 
Microphysics WRF Single-Moment 6-class scheme (Hong and Lim, 

2006) 
Planetary boundary layer Mellor-Yamada-Janjic scheme (Janjić, 1994) 
Cumulus parameterization Kain-Fritsch scheme (Kain, 2004) 
Longwave radiation RRTM scheme (Mlawer et al. 1997) 
Shortwave radiation RRTM scheme (Mlawer et al. 1997) 
Land surface Noah land-surface model (Chen and Dudhia; Ek 

et al. 2003) 
Hydrometeor species from 

ERA5 input data 
Specific humidity, Specific cloud liquid water, 
Specific cloud ice water, Specific rain water and 
Specific snow water 

Domain size and levels 3-level nested: D01 
80x80  
(about 6.19 million 
km2), D02 112x112  
(about 1.36 million 
km2), D03 88X88  
(about 0.09 million 
km2) 

2-level nested: 
d01 112x112  
(about 1.36 million 
km2),  
d02 88X88 (about 0.09 
million km2) 

Spin-up time 0–120 h, per 6 hCase 1- 
Case 21 (C1-C21)  

0–120 h, per 6 hcase 1- 
case 21 (c1-c21)   
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are spatial metrics, they represent the probability of detecting precipi-
tation and generating false precipitation, the critical performance, and 
the tendency to overestimate or underestimate precipitation, respec-
tively. The calculation of these metrics is based on the rainfall contin-
gency table, as shown in Table 2. RR, NR, RN and NN represent the grid 
numbers of hits, misses, false alarms and correct negatives, respectively. 
Then the metric values can be obtained through Equations (1)-(4). In 
these equations, i and N refer to each time step and the total time step of 
the simulation run. Considering different thresholds may help to further 
investigate the simulation accuracy of extreme precipitation, the pre-
cipitation above 0.1 mm is used to calculate POD, FBI, CSI and FAR in 
this study. The other three metrics are temporal metrics that indicate the 
average magnitude of error between simulations and observations, the 
average bias of cumulative error, and the magnitude of random error, 
respectively. The ranges and the ideal value of these error metrics are 
shown in Table 3. A detailed description of the seven metrics can be 
found in Liu et al. (2012). In this study, they are calculated by inter-
polating WRF simulations to the IMERG Final Run observation grid at a 
3-hour time step in D03/d02. 

POD =
1
N

∑N

i=1

RRi

RRi + NRi
(1)  

FBI =
1
N

∑N

i=1

RRi + RNi

RRi + NRi
(2)  

FAR =
1
N

∑N

i=1

RNi

RRi + RNi
(3)  

CSI =
1
N

∑N

i=1

RRi

RRi + RNi + NRi
(4) 

Since every metric show different performance characteristics in 
spatial or temporal dimensions, it is difficult to identify how the overall 
simulation performance changes with spin-up times. The Relative 
Closeness Value of Technique for Order of Preference by Similarity to 
Ideal Solution (TOPSIS RCV) proposed by Hwang and Yoon (1981) and 
further developed by Liu et al. (2021) is applied to evaluate the overall 
performance of each experiment in this study. In order to have a uniform 
score with a value of 0 representing the worst and 1 representing the 
best, all seven metric values are scaled to a range from 0 to 1 and 
assigned equal weights to calculate the TOPSIS RCV. So the possible 
range of TOPSIS RCV is 0–1 and the perfect value is 1. In this way, 
TOPSIS RCV could easily show the total performance of WRF simulations 
under different weather conditions. The detailed calculation method for 
uniform score could be found in Liu et al. (2021). 

3.4. Framework planning 

The aim of this study is to take the shape of a WRF optimal spin-up 
time identifying framework. To achieve this goal, the following work 
was conducted. First, the proposed framework is inspired by the above- 
mentioned different nested-level simulations over Alexandria, Egypt. 
These 42 extreme precipitation simulations revealed the relationship 
between regional model IC and optimal spin-up time. In Section 4.1, the 
impact of unsettled weather on the study event and the thermodynamic 
and dynamic processes during different spin-up times are discussed. 
Then, seven spatiotemporal performance metrics and the overall 

performance score TOPSIS RCV were used to further evaluate the per-
formance of precipitation simulations and determine the optimal spin- 
up time. By analysing the variation of these metrics, the concept of 
three standard periods (critical period, minimum period and adequate 
period) of model spin-up time is introduced in Section 4.2. Based on the 
knowledge of unsettled weather influences and three standard periods, a 
simple optimal spin-up time identifying framework that considers the 
different situations the WRF simulation set-up will meet and the corre-
sponding solutions could use is designed in Section 5.1. The possible 
weather situations were classified regarding the time between WRF 
target precipitation and disturbing weather. At the same time, according 
to the critical, minimum and adequate periods of the WRF model in the 
study area, determine the recommended, unrecommended, unnecessary 
and cautious model spin-up periods. Finally, in Section 5.2, three 
additional precipitation events around the Mediterranean Sea were used 
to test the proposed framework and show how to apply this framework. 
These test events have different precipitation distributions, precipitation 
intensities and synoptic backgrounds, which is very helpful in under-
standing the generalization ability of this framework. However, further 
research is needed to refine the details of the framework, particularly the 
spin-up critical period, minimum period, and adequate period, which 
may vary in different regions with different geographical features. A 
comprehensive global list of these standard periods would be very useful 
for the OSTI framework to be generalised and applied to other events 
around the world. 

4. Results and discussions 

4.1. Results of simulated precipitation patterns under different weather 
conditions 

The accumulated precipitation during the study event (18 h) of the 3- 
level nested simulations scenario and the 2-level nested simulations 
scenario are shown in Fig. 2 and Fig. 3. The first subfigure (i.e., Fig. 2 (a) 
and Fig. 3 (a)) present the IMERG observation as the validation for WRF 
experiments. The other eleven subfigures (i.e., Fig. 2 (b-l) and Fig. 3 (b- 
l)) display the WRF results of simulations run with spin-up times of 0 h 
(C1 and c1), 12 h (C3 and c3), 24 h (C5 and c5), 36 h (C7 and c7), 48 h 
(C9 and c9), 60 h (C11 and c11), 72 h (C13 and c13), 84 h (C15 and c15), 
96 h (C17 and c17), 108 h (C19 and c19) and 120 h (C21 and c21), 
respectively. They are plotted in the D02 domain of S1 and d01 domain 
of S2, which have the same size and for best visual comparisons. Next, 
the disturbing precipitations (precipitation rates estimated by IMERG) 
around the study area at the start times of WRF experiments are illus-
trated in Fig. 4. Fig. 4 (a) is the total precipitation from 06:00 on 30th 
Oct to 00:00 on 5th Nov, which accumulated in the maximum 120 h 
spin-up period and 18 h study event duration. Fig. 4 (b-l) correspond to 
the disturbing precipitation rate at different time points happened in 
WRF experiments of S1 and S2. These different onset time points also 
indicate that different lengths of spin-up time were used in the WRF 
experiments. For example, WRF simulations (C21 and c21) that run with 
120 h spin-up time spin up the model from 06:00 on Oct 30 to 06:00 on 
Nov 4 and then simulated the 18 h study event from 06:00 on Nov 4 to 
00: 00 on Nov 5. Finally, the synoptic weather patterns in the D01 do-
mains at different start times of WRF experiments are displayed in Fig. 5. 

Table 2 
Contingency table of the WRF simulation against observation.  

Simulation/Observations Rain No Rain 

Rain RR (hits) RN (false alarms) 
No Rain NR (misses) NN (correct negatives)  

Table 3 
The ranges and ideal values of seven verification metrics.  

Verification metrics Ranges Ideal values 

Probability Of Detection (POD) 0–1 1 
False Alarm Ratio (FAR) 0–1 0 
Critical Success Index (CSI) 0–1 1 
Frequency Bias Index (FBI) 0-∞ 1 
Root Mean Square Error (RMSE) 0-∞ 0 
Mean Bias Error (MBE) -∞-∞ 0 
Standard Deviation (SD) 0-∞ 0  
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D01 domain is the largest domain that contains the area of D02 (d01) 
and D03 (d02). For better viewing, domain boundaries are not drawn in 
Fig. 5. Fig. 5 (a) present surface temperature and sea-level pressure 
averaged over the same 138 h as in Fig. 4 (a). Fig. 5 (b-l) show geo- 
potential heights, wind speeds and relative humidity at 500-hPa, 
which also correspond to the different IC at different time points used 
in WRF experiments of S1 and S2. Fig. 4 and Fig. 5 will help to under-
stand the weather conditions around the domain boundaries for the 
entire study period. 

As shown in Fig. 2 (b-f), five experiments C1, C3, C5, C7 and C9 of S1 
show the WRF simulation improves significantly with the increases in 
spin-up time and gradually stabilizes around the 36 h and 48 h. It is 
because the suitable spin-up times can help the model to adjust its own 
numerics and develop appropriate circulations (Jankov et al., 2007; 
Skamarock and Klemp, 2008). However, the simulation performances of 
C11, C13, C15, C17, C19 and C21 (Fig. 2 (g-l)) are decreased instead 
when the spin-up time is extended over 48 h. In particular Fig. 2(i-l), the 
simulated precipitations become very unreasonably scattered toward 
the domain boundary instead of accumulating within D03. The potential 
reason for it could be that the model struggled to solve the inconsistency 
in its numerics and physics under unsettled weather conditions. In 
contrast, the improvements between the nine experiments c1, c3, c5, c7, 
c9, c11, c13, c15, c17, c19 and c21 of S2 are better and in line with our 

common understanding of model spin-up time. That is model perfor-
mance grows with the increases in spin-up time (Fig. 3 (b-f)) and pre-
cipitation patterns become stable after reaching a certain level (Fig. 3 (g- 
l)). Even though the 11 experiments of S1 and 11 experiments of S2 are 
simulated under the same 18-hour study event precipitation, their per-
formance varies widely. 

When considering the impacts from disturbing precipitation and 
synoptic backgrounds at different start times displayed in Fig. 4 and 
Fig. 5, the differences in simulation outputs between S1 and S2 experi-
ments seem to be explained. Thermodynamically, the study event was 
driven by the convergence of moist air from the Mediterranean Sea and 
colder air from the surrounding land. The collision of these air masses 
created a zone of instability in the atmosphere, which allowed for the 
development of the intense storm. This storm was intensified by the 
upward vertical motion of air and the release of heat and energy through 
condensation, which finally led to heavy precipitation and a flash flood 
in Alexandria, Egypt. As shown in Fig. 5 (a), the Mediterranean Sea 
surface is very warm and averages 22 ℃ during the whole spin-up period 
while the land north of the sea averages only 10 ℃ and the land south of 
the sea averages 16 ℃. These large temperature gaps between ocean and 
land promoted the formation of extreme precipitation in both S1 and S2 
simulations. But due to the occurrence of disturbing precipitation and 
different domain sizes of S1 and S2 scenarios, the atmospheric 

Fig. 2. Comparison of accumulated precipitation for study event (18 h) in the D02 domains of 3-level nested simulations with different spin-up times. (Scenario 1). 
(a) The IMERG observed precipitation. (b-l) WRF simulation results with spin-up times of 0 h (C1), 12 h (C3), 24 h (C5), 36 h (C7), 48 h (C9), 60 h (C11), 72 h (C13), 
84 h (C15), 96 h (C17), 108 h (C19) and 120 h (C21), respectively. 
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humidities in the initial fields of 42 experiments are very different. For 
S1 experiments from 06:00 on Oct 30 to 06:00 on Nov 2 (Fig. 4 (f-l)), 
there is disturbing precipitation occurring in the area between the 
boundaries of D01 and D02 (d01) during the spin-up period and its in-
tensity is very high (up to 25 mm/h). According to the study of Rago 
et al. (2017) and the news from FloodList (2015), the disturbing pre-
cipitation severely affected southern Italy regions with more than 100 
mm of precipitation in 24 h. Therefore, the impact and intensity of the 
Italy disturbing precipitation event are no less than the Alexandria study 
event. With the dissipation of this disturbing precipitation, the relative 
humidity at the height of 500 hPa gradually decreases and the remaining 
moist air moves to the centre of the domains (Fig. 5 (f-l)). However, the 
areas where the disturbing precipitation was formed and the air hu-
midity fluctuations it caused around the domain boundary were not 
included in the S2 experiment. Dynamically, the Alexandria event was 
driven by the low-pressure system over the eastern Mediterranean Sea. 
The low-pressure system caused strong winds to develop in the lower 
atmosphere, which helped to transport the moist air into Alexandria and 
further lead to strong atmospheric instability and thunderstorms prev-
alent. Fig. 5 (b-d) displays an obvious low-pressure system starting 24 h 
before the study event, which is characterized by a counterclockwise 
flow of air around a central region of low pressure. It is also accompa-
nied by cloudiness, strong winds and heavy precipitation, which are 

often referred to as cyclones. But when the spin-up time is longer (Fig. 5 
(f-l)), the disturbing precipitation also formed a small cyclone over the 
left domain boundary D01 of S1 experiments. Overall, the research 
event was triggered by a low-pressure system, then began to precipitate 
at 06:00 on Nov 4 and developed to the strongest 4 h later. It has a 
relatively strong synoptic background and shows large-scale atmo-
spheric circulation patterns (supporting files 1 and 2 from NASA 
worldview, https://worldview.earthdata.nasa.gov/). The reason for the 
difference in the performance of the S1 and S2 experiments is that the 
model spends a lot of effort on forgetting complex IC that does not 
contribute much to the formation of the target event, such as the high 
humidity and cyclone near the domain boundary caused by the dis-
turbing event. This not only delays the model to following the path 
indicated by BC but also allows masking effects in the model outputs due 
to IC issues. Besides, suppose the spin-up time is unsuitable. In that case, 
the model can not fully reach its physical equilibrium state and the 
model outputs for the target event also could be adversely affected. 

As described in the experimental design of Section 3.2, the S2 ex-
periments (c1-c21) remove the outermost domain of the S1 experiments 
(C1-C21). The location of the middle domain (D02 and d01) is also 
designed referencing the satellite-observed precipitation distributions, 
to avoid introducing complex weather conditions into S2 experiments 
(Fig. 4 (a)). This design aims to figure out whether the occurrence of 

Fig. 3. Comparison of accumulated precipitation for study event (18 h) in the d01 domains of 2-level nested simulations with different spin-up times (Scenario 2). (a) 
The IMERG observed precipitation. (b-l) WRF simulation results with spin-up times of 0 h (c1), 12 h (c3), 24 h (c5), 36 h (c7), 48 h (c9), 60 h (c11), 72 h (c13), 84 h 
(c15), 96 h (c17), 108 h (c19) and 120 h (c21), respectively. 
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disturbing weather events weakens or strengthens the influence of IC on 
simulation outputs and explores a method that can determine the suit-
able spin-up time in advance. The results of the S1 and S2 experiments 
demonstrate it is feasible to determine the optimal model spin-up start 
points based on observation data. For example, when WRF users check 
observations and find there is disturbing precipitation that happened 
between 120 h and 48 h before the study event (Fig. 4 (f-l)), they could 
choose to start simulations within 48 h (Fig. 4 (b-e)) and get better 
performance. Alternatively, they can directly avoid unsettled weather 
conditions by controlling the size and location of the simulation domains 
as demonstrated in the S2 experiments. In addition, the large perfor-
mance difference between S1 and S2 experiments illustrates that it is not 
always the longer spin-up time the better simulations. The lengths of the 
model required spin-up time should be determined by the BC and IC 
during the spin-up period. And the effect of spin-up time and weather 
conditions on the extreme precipitation simulation performance is non- 
negligible. Thus, it is very important to have clear guidance or frame-
work to help more WRF users identify optimal spin-up time systemically. 

4.2. Results of verification metrics and overall performance score 

Apart from comparing precipitation patterns, the changes in seven 
verification metrics and overall performance score for 42 experiments 
are displayed in Fig. 6 (a-h). These experiments are sorted by the length 
of spin-up time and present the performance of individual metrics over 
the whole study event duration. As shown in Fig. 6 (a-c), three spatial 
metrics POD, FBI, and CSI of S1 experiments show similar variations at 
different spin-up times. These metrics all reach the highest at 36 to 48 h 
and drop significantly after that. But these three metrics exhibit 

fluctuations, which implies simulation performances are not very stable. 
In contrast, the POD, FBI, and CSI of S2 experiments gradually increase 
to the top around 48 h and maintain a nice performance in the 
remaining. Furthermore, the maximum value of these three spatial 
metrics for the S2 experiments is about 0.1 higher than that for the S1. 
Another spatial metric FAR shows less sensitivity to spin-up time than 
other metrics. As illustrated in Fig. 6 (d), the FAR of S2 experiments 
remained at a good level of around 0.1, while the FAR of S1 experiments 
has a small raise from 60 h to 120 h. On the other hand, the temporal 
metrics RMSE and MBE of S1 experiments both achieve the best values 
(approximately 4.5 and − 2) closest to the ideal value of 0 near the 48 h 
but become worse after that (Fig. 6 (e, f)). In contrast to S1, the RMSE 
and MBE of S2 experiments reach good values (approximately 3 and 0) 
around 24 h and keep the performance thereafter. As for SD, it has 
similar evident improvements in the first 48 h for both S1 and S2 ex-
periments (Fig. 6 (g)). But S1 experiments still exist small fluctuations 
from 3 to 2 after 48 h, unlike S2 which always remains at around 2. 
Finally, the overall performance score TOPSIS RCV trend is generally 
consistent with the trends of the seven metrics summarized above. The 
uniform score method is also convenient to evaluate the impacts of spin- 
up time and weather conditions on simulation performances. As shown 
in Fig. 6 (h), the overall performance of S2 experiments experiences a 
large increase in the first 48 h and maintains at 0.727 while the overall 
performance of S1 is less stable which can reach the highest score of 
about 0.638 and the lowest of about 0.375. 

Linking the seven metric results with TOPSIS RCV, it can be found 
that 12 h, 24 h and 48 h are three important time points for precipitation 
simulation with good IC and BC (S2 experiments) in this study area. 
Because these three points correspond to the rapid adjustment period 

Fig. 4. Comparison of disturbing precipitations (based on IMERG observation data) around the nested domains. (a) shows total precipitation over the 120 h spin-up 
period and the 18 h study event duration. (b-l) show the precipitation rate at the different start points before the study event. 
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Fig. 5. Comparison of synoptic weather patterns in the D01 domains. (a) shows surface temperature and sea-level pressure averaged over the 120 h spin-up period 
and the 18 h study event duration. (b-l) show geo-potential heights (blue lines), wind speeds (arrow) and relative humidity (shaded) at 500-hPa at the different time 
points before the study event. 

Fig. 6. The changes of seven verification metrics and overall performance score (TOPSIS RCV) with the increase of spin-up times. The grey lines represent the 3-level 
nested simulations while the black lines represent the 2-level nested simulations. 
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(0–12 h), steady growth period (12–24 h) and slow improvement period 
(24–48 h) of WRF simulation performance, respectively. First of all, the 
TOPSIS RCV of S2 increased significantly from 0.497 to 0.586 in 12 h 
spin-up time because the WRF model roughly adjusted numerics and 
physics using IC and BC and made basic progress on precipitation for-
mation. During this period, the values of many metrics such as RMSE, 
MBE, and SD fluctuated and were far from the ideal value of 0. There-
fore, 12 h could be seen as the critical period for this study event. But the 
WRF users are not recommended use spin-up times lower than the 
critical period to simulate precipitation as the model performance is 
very unstable and poor. Following this, the TOPSIS RCV of S2 grew 
greatly to 0.692 at 24 h spin-up time as the appropriate atmospheric 
circulations were developed. As shown by the black lines in Fig. 6, all 
metrics except SD became better without fluctuations. Besides, the 
current TOPSIS RCV is already very close to the performance peak value 
that can be achieved by the model under the influence of spin time. So 
24 h could be seen as the minimum period to get good simulations for 
this study event, which is a suitable compromise between accuracy and 
computational efficiency. Finally, the TOPSIS RCV of S2 raise slowly and 
peaked at 0.727 at 48 h spin-up time when WRF made further refine-
ment. Accordingly, 48 h could be seen as the adequate period for WRF to 
reach the best performance in this study event. The spin-up times longer 
than the adequate period would be unnecessary, as precipitation simu-
lation cannot be further improved which would just increase unnec-
essary computational costs. If IC are ideal enough, TOPSIS RCV could be 
higher after this adequate spin-up period. But unsettled boundary con-
ditions can still prevent further improvement (like the experiments of 
S1, grey lines in Fig. 6). Overall, the critical period, minimum period and 
adequate period are important for WRF users to determine the spin-up 
time in different circumstances. But the three periods found in this 
study event (12, 24 and 48 h) could vary for other events as it depends 
on the geographical features of the study area. Besides, comparing the 
S1 and S2 simulations in this study (with additional hydrometeors as 
input conditions) with the normal simulations (without additional hy-
drometeors as input conditions), it is found that the method of Hwang 
et al. (2019) does improve the performance of very short-range simu-
lations. But Hwang et al. (2019)’s method can’t compensate for the ef-
fects of unsettled weather conditions. When WRF users conduct 
simulations, the model’s spin-up time should not be fixed and need to be 
adjusted reasonably by some steps. Section 5 introduces the proposed 
framework with several possible weather situations and processing steps 
for how to identify optimal spin-up time for different extreme precipi-
tation events. The role of the critical period, minimum period, adequate 
period and satellite observations will also be reflected in this framework. 

5. OSTI framework 

5.1. Proposed framework 

The OSTI framework provides a simple spin-up time identifying 
methodology that incorporates four steps and four possible weather 
situations, which aims to improve the efficiency of WRF short-term 
precipitation simulation. By judging which possible weather situation 
the proposed simulation is, the users could obtain the recommended 
spin-up time or determine whether the proposed domain configuration 
is feasible. Besides, some performance improvement methods suitable 
for specific situations were also introduced. The detailed processing 
steps and the situation explanations are shown below: 

Step 1. Setting appropriate nested domain locations and sizes ac-
cording to study event and WRF user guidance. It is recommended that 
the proposed domain should contain major mesoscale circulation fea-
tures and have at least five grid points between adjacent nested domains 
for sufficient relaxation space (Warner, 2011). 

Step 2. Checking the weather conditions around the proposed 
domain boundaries in the period prior to the study event. Observation 
data such as satellite and radar can be used. In this study, precipitation 

as one of the most obvious signals is used to determine the area with 
unsettled weather conditions. But in the future study, more weather 
elements such as humidity, air temperature and pressure, wind speed 
and direction could also be employed as the indicator of input initial 
weather conditions. 

Step 3. Find out which of the following situation best describes the 
occurrence of unsettled weather conditions prior to the study event 
around the domain boundaries. As mentioned in Section 4.2, the critical 
period, minimum period and adequate period are important standards of 
spin-up time for WRF model initialization and advancement. In Fig. 7, 
these periods are illustrated as the temporal distance from three simu-
lation start points (“Critical”, “Minimum” and “Adequate”) to the study 
event, respectively. In addition, the temporal distance from the Study 
event To the Unsettled weather conditions period is defined as STU. The 
relationships between STU and the three standard periods are classified 
in the four possible weather situations in Fig. 7. For example, if an 
extreme precipitation event begins on October 2 at 10:00 while the 
unsettled weather conditions occur on October 1 at 08:00, the STU 
should be 26 h. And if we assume that the example event occurs at the 
same location as the study event and use the same model configurations, 
then the critical, minimum, and adequate spin-up periods are 12 h, 24 h 
and 48 h, respectively. Since minimum period (24 h)≤STU (26 h)<
adequate period (48 h), it is classified as Situation 2 and the recom-
mended spin-up time is between 24 h to just prior to the disturbing 
event. The four possible weather situations and different types of spin-up 
time ranges are explained below:  

• Situation 1: STU≥adequate period, the proposed nested domains 
are ideal and can conduct WRF extreme precipitation simulation by a 
flexible spin-up time. The WRF model is recommended to start to 
spin up within the range between the minimum point and the 
adequate point (green bar). The spin-up time closest to the minimum 
period is with the least desirable ability (less recommended), while 
the spin-up time closest to the adequate period is with the most 
desirable ability (more recommended). For the spin-up times beyond 
the adequate period (yellow bar), they are considered unnecessary 
because of the unnecessary computational cost. On the contrary, the 
spin-up times less than the minimum period (striped bar) should be 
used cautiously as the atmospheric circulations may have not been 
developed thoroughly. If so, WRF users should check the precipita-
tion spatial distribution of simulations with observations and pay 
more attention to adjusting the configuration.  

• Situation 2: Minimum period≤STU<adequate period, the proposed 
domains would be affected by unsettled weather conditions when 
using the adequate spin-up time. If times and conditions allow, the 
spin-up time is recommended to be larger than the minimum period 
and further extended to get the best performance (green bar) but not 
extended to the unsettled weather period. The unsettled weather 
period (red bar) is definitively unrecommended for WRF initializa-
tion, which will introduce a large number of initial inconsistencies 
and make the model hard to resolve. The spin-up time usage in the 
range of the striped bar in Situation 2 is the same as in Situation 1. 

• Situation 3: Critical period≤STU<minimum period. The explana-
tions for the left striped bar and red bar of Situation 3 are similar to 
those above. The spin-up period is recommended to be as long as 
possible but not overlap with the unsettled weather period (green 
bar). Because the unsettled weather period is close to the study 
event, WRF can only complete rough adjustments during the critical 
spin-up time, the proposed domains are not very ideal and other 
model support methods would be required. For instance, users can 
use additional hydrometeor species as input parameters to help the 
model to achieve balance faster (Hwang et al., 2019). Alternatively, 
users can also use a much longer spin-up time, that is beyond the 
STU, i.e., the right striped bar. Such a way will allow the model to get 
stable IC and allow more time to balance later disturbance’s intro-
duction. However, using this cautiously because the simulations with 
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very long spin-up time may exhibit a certain level of freedom and 
chaotic behaviour that drift away from the forcing data (Alexandru 
et al., 2009). If simulation performance is poor, data assimilation and 
nudging would be support methods. Otherwise, go back to step 1 to 
set new nested domains to avoid unsettled weather conditions and 
perform the above steps again.  

• Situation 4: STU<Critical Period, the proposed domains are not 
suitable and simulation performance would be severely affected by 
the IC. No recommended spin-up time for Situation 4. Go back to step 
1 to reduce or enlarge the domain size to avoid unsettled weather 
conditions near the boundaries and perform these steps again. 

Step 4. Conducting the WRF simulations with the recommended 
spin-up times. Observe whether simulated precipitation is accumulated 
reasonably or scatters toward the domain boundary as shown in Fig. 2 (j- 
l). If scatters are present, adjust other configurations in WRF, such as 
vertical and grid resolution, nesting ratio, and physical parameterization 
scheme to refine the simulation. 

5.2. Framework application 

To show the generalization ability of the proposed OSTI framework, 

we have carried out simulations of three additional events around the 
Mediterranean Sea. Considering their simulation areas have the same 
geographical features and similar domain sizes as the Alexandria study 
event, the optimal spin-up time is determined by the same three stan-
dard periods (12 h, 24 h and 48 h) found before. Besides, because the 
most important part of the OSTI framework is to determine which sit-
uation the precipitation event belongs to, the example events with 
different STUs, synoptic backgrounds, precipitation distribution and 
intensity were chosen to demonstrate. Firstly, a precipitation event that 
occurred over Hurghada, Egypt on 26–27 October 2016 is an example of 
Situation 1 (Example 1) in the OSTI framework. Based on the weather 
maps from the NASA worldview (supporting files 3 and 4), the Red Sea 
and its surrounding area were calm, windless and rainless for several 
days prior to Example 1. This event happened over a narrow inland sea 
between the Arabian Peninsula and Africa, which has a relatively weak 
synoptic background than other events. Due to STU≥adequate period, 
the most recommended spin-up time would be 48 h and longer times are 
unnecessary for performance improvement. Fig. 8 (a-c) show the accu-
mulated precipitations in two days from IMERG observation, WRF 
simulation with 48 h recommended spin-up time (also adequate period) 
and WRF simulation with 60 h unnecessary spin-up time, respectively. It 
can be found that the intensity of precipitation in the centre is stable, 

Fig. 7. Possible weather situations for WRF rainfall extreme simulations as well as the Cautious, Unrecommended, Unnecessary and Recommended ranges for model 
spin-up. 
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Fig. 8. Comparison of accumulated precipitation for three example events. (a) The IMERG observed precipitation for example 1 that happened around Hurghada, 
Egypt on the 26th and 27th of October 2016. (b-c) WRF precipitation results for example 1 simulated using the recommended spin-up time (48 h) and unnecessary 
spin-up time (60 h). (d) The IMERG observed precipitation for example 2 that happened around Antalya, Turkey on 12th December 2013. (e-f) WRF precipitation 
results for example 2 simulated using the recommended spin-up time (12 h) and unrecommended spin-up time (24 h). (g) The IMERG observed precipitation for 
example 3 that happened around Beirut, Lebanon on 4th November 2015. (h-i) WRF precipitation results for example 3 simulated using the same spin-up time (48 h) 
but different sized domains. The original and reset domain sizes are 80x80 (about 6.19 million km2) and 100x100 (about 9.73 million km2), respectively. 
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and there is not much improvement even with a longer execution time. 
For Situation 2 in the OSTI framework, the above study event over 
Alexandria, Egypt is a good example. The results of S1 experiments 
illustrate that WRF with the 40 h spin-up time has the best performance, 
while WRF simulations have poor performances when the disturbing 
weather includes in the IC (Fig. 6 (h)). Following this, an event that 
happened in Antalya, Turkey on 28 December 2013 is an example of 
Situation 3 (Example 2). The synoptic background of this event is rela-
tively strong, and we can see obvious strong wind and atmospheric 
circulation moving from the left side of the Mediterranean Sea to the 
right (supporting files 5). In addition, the disturbing precipitation during 
the spin-up period is not heavy but exists close to the critical time of the 
Example 2 event (supporting files 6). In this case, critical period-
≤STU<minimum period, the WRF simulations with 12 h recommended 
and 24 h unrecommended spin-up times are conducted, respectively. It 
should be noted that there are certain ranges of recommended and 
unrecommended spin-up times, and 12 h and 24 h are selected only as 
demonstrations. As demonstrated in Fig. 8 (d-f), the precipitation dis-
tribution and intensity of recommended simulation are much better than 
the unrecommended when compared with IMERG observation. How-
ever, Situation 3 is the least frequent among all possible weather sce-
narios of WRF simulations. Because it requires that the disturbing 
precipitation occurring around the boundary is not too strong and ends 
before the critical period of the target event, to ensure that the perfor-
mance of the WRF simulation will not be greatly affected. Furthermore, 
since the recommended spin-up time of this type of precipitation event is 
less than the minimum period, the simulation performance of these 
events will be more limited than others. Finally, Situation 4 of the OSTI 
framework is illustrated by taking the extreme precipitation event 
(Example 3) that occurred near Beirut, Lebanon on 25 October 2015 as 
an example. This event has the strongest weather background, the 
largest scale and the highest precipitation intensity among all the events 
in this study (supporting files 7 and 8). Significant large-scale atmo-
spheric circulations occurred over the Mediterranean Sea and sur-
rounding lands. In this case, based on the framework STU<Critical 
Period, it is hard to get satisfied simulations by using the original small 
domains, and it is recommended to reset domain configurations. As 
shown in Fig. 8 (g-i), even though they were simulated with the same 48 
h spin-up time, the simulations of the larger domain exhibited a signif-
icant improvement in reproducing the centre’s extensive extreme pre-
cipitation. And this improvement is difficult to achieve by changing the 
length of model spin-up times. In sum, the OSTI framework can indeed 
help to decide the optimal spin time for WRF simulations before per-
forming the simulations. According to time ranges indicated by the OSTI 
framework, the WRF precipitation results simulated by recommended, 
unrecommended and unnecessary spin-up times are basically in line 
with the expectations. Besides, this framework is more useful for pre-
cipitation events with strong synoptic backgrounds because their 
simulation performances depend largely on the development of appro-
priate atmospheric circulations and physical equilibrium states in the 
model. Such as the Alexandria study event, Antalya example 2 event and 
Beirut example 3 event driven by the large-scale movement of air 
together with ocean circulation, the simulated precipitation intensity 
and distribution vary greatly under different initial conditions and spin- 
up times. In contrast, the precipitation scale of Hurghada example 1 
event with a relatively weak synoptic background is small and shows 
less sensitivity to the spin-up times than others. 

6. Summary and conclusions 

This study focuses on exploring the relationship between the WRF 
model required spin-up times and weather conditions. In particular, 21 
3-level nested experiments and 21 2-level nested experiments for the 
extreme precipitation event that occurred on the 4 November 2015 in 
Alexandria are conducted for comparative analysis. Firstly, the simu-
lated precipitation distributions of S1 experiments with unsettled 

weather conditions are compared to the S2 experiments with calm 
weather conditions. These results are also analysed and linked to the 
time and location of disturbing precipitation. Then, to quantify the WRF 
performances under different spin-up times, seven error metrics POD, 
FBI, CSI, FAR, RMSE, MBE, SD, and an overall performance score TOPSIS 
RCV are calculated to show the differences between S1 and S2 experi-
ments. Finally, the optimal spin-up time identifying (OSTI) framework is 
proposed to help WRF users understand and choose a suitable spin-up 
time for each precipitation event. The application and verification of 
this framework are also presented by three other extreme precipitation 
events around the Mediterranean Sea. The whole study aims to highlight 
the relationship between spin-up times and weather conditions and give 
clear guidelines on how to determine optimal spin-up time without too 
much trial-and-error testing. 

By evaluating the results of the S1 and S2 experiments, it is 
demonstrated that even simulated with the same spin-on time, the 
spatiotemporal and overall performance of WRF simulations varies 
greatly under the influence of different IC. Specifically, the greatest 
differences of POD, FBI, CSI and FAR are about 0.5 (78 h spin-up time, 
C14 compared to c14), 0.5 (78 h spin-up time, C14 compared to c14), 
0.45 (78 h spin-up time, C14 and c14), and 0.1 (102 h spin-up time, C18 
and c18), respectively. Moreover, the RMSE is improved by up to 70.5%, 
and the overall performance score TOPSIS RCV improves from about 
0.375 to 0.732 at most. The timing of these large differences in perfor-
mance is all related to the timing of the Italy extreme precipitation event 
occurring around the domain boundaries. Since the timing and location 
of complex weather are uncertain, the optimal spin-up time for WRF 
should vary by study event and domain configuration. On the other 
hand, other factors could also have contributed to the simulation per-
formance of S1 being worse than S2, such as model internal variability, 
which is well known to increase with domain size (Giorgi and Bi, 2000; 
Alexandru et al., 2007). But comparing the 21 S1 simulations with same 
domain configurations, the model performance can change significantly 
in very short times, which exceeds the level of internal model variability. 
Thus, the main reason for the model performance degradation in the 
larger domain simulations with long spin-up times should still be due to 
synoptic conditions. 

Overall, the WRF spin-up time should not be too short as it is hard to 
develop the appropriate atmospheric circulations, but not the longer the 
better either because it depends on the quality of IC. A solution for this 
problem is to avoid unsettled weather conditions by using observations 
as guidance (radar, satellite, etc.), as well as determine the appropriate 
spin-up time based on the critical period, minimum period and adequate 
period for the study area (by referring to previous literature carried out 
in the same areas). Of course, there do exist some other methods for WRF 
to handle complex weather, like large-scale nudging. But the nudging 
method also has some problems such as how to choose the nudging 
strength to preserve internal model variability and keep the error 
growth under control. Besides, nudging could not yield perfect results 
because it is still unable to completely overcome the physical and 
dynamical deficiencies and inconsistencies in the WRF model (Bowden 
et al., 2012; Tang et al., 2017). Therefore, in some cases, users may 
consider adopting the proposed OSTI framework to avoid unnecessary 
adverse effects from complex weather conditions and improve model-
ling efficiency. 

In this study, the sensitivities of WRF simulations to spin-up times 
and synoptic conditions are investigated, and the framework that esti-
mates the optimal spin-up time through satellite observations is sum-
marized. However, a limitation of this study is that it only investigated 
the effect of disturbing precipitation on simulation results. In fact, un-
settled weather conditions can be of many kinds, while precipitation is 
one of the easiest to identify. In the future, more weather elements such 
as humidity, air temperature and pressure, and wind speed could also be 
explored to see whether they are helpful for optimal spin-up time 
identification. In addition, this study only considers the information 
provided by the observation data, because this way is the easiest that 
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users only need to browse the records on satellite websites. But whether 
it is possible to obtain more information from the ERA5 reanalysis data 
and determine the optimal configuration has not been done in this study. 
Considering the study in this field is very limited and there are no clear 
guidelines, we hope our study could provide a new idea to solve the lack 
of consensus on the choice of WRF spin-up time. Moreover, promote the 
establishment of WRF spin-up time guidelines for the community users. 
In summary, the results of this study will provide a useful reference for 
future WRF applications in extreme precipitation simulations. 
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Janjić, Z.I., 1994. The step-mountain eta coordinate model: Further developments of the 
convection, viscous sublayer, and turbulence closure schemes. Mon. Weather Rev. 
122 (5), 927–945. 

Jankov, I., Gallus Jr, W.A., Segal, M., Koch, S.E., 2007. Influence of initial conditions on 
the WRF–ARW model QPF response to physical parameterization changes. Weather 
Forecast. 22 (3), 501–519. 
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