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ABSTRACT Planning precise manipulation in robotics to perform grasp and release-related operations, while interacting with humans is a challenging problem. Reinforcement learning (RL) has the potential to make robots attain this capability. In this paper, we propose an affordance-based human-robot interaction (HRI) framework, aiming to reduce the action space size that would considerably impede the exploration efficiency of the agent. The framework is based on a new algorithm called Contextual Q-learning (CQL). We first show that the proposed algorithm trains in a reduced amount of time (2.7 seconds) and reaches an 84% of success rate. This suits the robot’s learning efficiency to observe the current scenario configuration and learn to solve it. Then, we empirically validate the framework for implementation in HRI real-world scenarios. During the HRI, the robot uses semantic information from the state and the optimal policy of the last training step to search for relevant changes in the environment that may trigger the generation of a new policy.

INDEX TERMS Q-learning, robotics, affordances, robot learning, human–robot interaction.

I. INTRODUCTION

Robots with human-level intelligence to plan and adapt to dynamic environments may open the door to full integration of robotics in industrial and domestic environments [1]. In the context of human-robot interaction (HRI), reinforcement learning (RL) has been applied to adapt the behavior of the robot to the user in dynamic environments, such as finding optimal parameters in a robot arm impedance model [2], biped dynamic walking [3] and allowing navigation among crowds [4], [5]. HRI is challenging and requires dealing with dynamic changes in the environment. A robot with the capacity to reprogram itself when necessary may lead to improve HRI [6], [7], [8], [9], [10]. This is particularly important in grasp, and release-related tasks, where combining RL capacities to adapt to dynamic environments and HRI is crucial [11].

In the literature, several approaches exist for automating repetitive robot tasks based on HRI, such as learning from demonstration (LfD). Usually, LfD is executed employing three methods: kinesthetic, passive observation, and teleoperation [12]. In kinesthetic demonstrations, the user manually guides the robot by pulling or pushing the end effector [13], [14]. Passive observation is when the robot learns from the user through video streams [15]. With teleoperation, the user guides the robot by operating a teach pendant, a joystick, or a haptic device [16]. A limitation of LfD approaches is that these are constrained to the solution shown by the user, and more optimal solutions are often discarded. Hence, RL offers a solution to this problem by encouraging the agent to explore further and find better solutions than the user’s demonstrated one.

A problem with RL is that, because of its stochastic nature during the exploration-exploitation process, the actions taken by the agent rely only on the reward function, which can be sparse for complex tasks. Hence, the agent wastes time
learning what not to do while increasing the complexity of the design of reward functions [17]. This is because (i) RL relies on data that are the product of the policy through random exploration and the policy is trained through only the indirect information that is given as a reward [18], and (ii) the contextual information, such as affordances given a state, is often ignored, such that the agent must learn it from scratch.

An approach to solve this problem is based on a concept that Gibson [19] coined as affordances, which is contextual information that represents the relationships between actions and objects. Affordances give information about the effect of a given action i.e., whether a particular task affords an action or not [20], [21]. Affordances enhance the performance of the $\epsilon$ – greedy policy [22] (the $\epsilon$ – greedy policy randomly chooses actions during the exploration-exploitation process of the agent). The application of affordances in robotics is important because it encourages human-like generalization capabilities [23].

In this paper, we present an affordance-based human-robot interaction framework, whose novelty lies in its capacity to use contextual information (semantic information, affordances, and high-level goals) that enhances the exploration and learning process of the agent. The framework is based on a new algorithm called Contextual Q-learning (CQL). The algorithm aims to reduce the exploration space of the agent and the number of states required to represent it. This allows CQL to find a policy from the current observation in the real world and solve the Q-table in a short period of time. This fast learning capacity makes the framework suitable for HRI tasks. Our contributions are (i) CQL is introduced, allowing efficient learning in the context of active HRI, and (ii) a framework based on CQL that allows robots to perform HRI in the real world.

The problem domain to validate the framework empirically is an HRI scenario (Fig. 1). Here, the user first provides instructions and then actively interacts with the robot to manipulate objects. At the same time, changes that interfere intermittently with the robot’s actions are produced. CQL is validated experimentally by comparing its performance against baseline algorithms such as classical Q-learning (QL) [24], deep Q-network (DQN) [25], proximal policy optimization (PPO) [26] and advantage actor-critic (A2C) [27] from the stable-baselines [28] implementations.

The rest of this article is structured as follows. We begin with Section II that introduces relevant concepts in RL. Section III summarises related works in RL and HRI. Then in Section IV, we formally introduce the framework based on CQL. Followed by Section V that describes the experimental setup. Section VI discusses the implementability of the framework in an HRI scenario and the results. Finally, we conclude this paper in Section VII.

II. PRELIMINARIES

A Markov decision process (MDP) is a 5-tuple $(S, A, R, T, \gamma)$ where $S$ is a set of states, $A$ is a set of actions, $R(a, s)$ is a reward function, $T(s'|s, a)$ is a transition function equal to a probability distribution $P(s'|s, a)$, and $\gamma$ is a discount factor [29]. To solve an MDP, RL agents are designed to learn a policy that maximizes the reward while mapping which action $a$ is the best given a state $s$ where $a \in A$ and $s \in S$. Usually, RL agents perform the following steps: observing the environment, selecting an action $a$, receiving a reward $R(a, s)$, transitioning into a new state $s'$ based on $T(s'|s, a)$, and updating the policy. Moreover, RL agents utilize a value function to estimate the quality of the action-state pairs.

QL is an off-policy RL algorithm that learns a Markov decision process (MDP) in discrete environments. QL updates the quality of a state-action combination given by:

$$Q : A \times S \rightarrow \mathbb{R},$$

where $Q$ are the Q-values. The Q-values represent the quality of the state-action pair. In other words, the higher the Q-value, the better the action for that state. Then, a Q-table is necessary to represent each Q-value such that QL updates the state-action pair by using the following:

$$Q(s, a) \leftarrow Q(s, a) + \alpha [r + \gamma \max_{a'} Q'(s', a') - Q(s, a)],$$

where $\alpha$ is the learning rate, $r$ is the reward and $\gamma$ is the discount factor. The discount factor is usually a value between 0 and 1 ($0 \leq \gamma \leq 1$) that balances the importance the agent puts on future rewards rather than immediate rewards. According to equation (2), the state-action pair is updated based on the next state $s'$ even when that state has not been explored, which is why QL is considered an off-policy method.

III. RELATED WORK

Based on RL approaches, many researchers have worked towards improving the autonomy of robotic manipulation for several applications, including but not limited to motion...
planning [30], obstacle avoidance [32], welding [33], robot manipulation [34], robot-assisted rehabilitation [35], and dual-arm motion planning [36]. In these works, classical planning methods, including rapidly exploring random trees (RRT) [37] and variants of it like RRT* [38], are combined with RL approaches such as actor-critic architectures [27], and deep deterministic policy gradient (DDPG) [39]. This combination enhances the performance and quality of the robot’s navigation and motion planning capabilities. However, the long training time, the necessity of simulated environments, and the challenging task of transferring the knowledge from simulation to the real world difficult the generalization of these RL approaches. Besides, the presence of humans and their interaction with them or the potential of using contextual information as part of the agent’s training is omitted. Our framework trains from data obtained in the real world and generalizes into different scenarios because of its capacity to learn in a reduced amount of time.

It is essential to recognize that a robot must also be re-programmed when the environment changes [40], and perception is an important factor in achieving it. For example, Lin et al. [41] presented a framework that utilizes the objects’ computer-aided design (CAD) models to match with the point cloud produced by a depth camera to find the best grasping pose for an object. Nonetheless, the generalization of the previously mentioned approach would involve having a CAD model of every object the robot needs to grasp. In [42] and [43], convolutional neural networks are used for predicting the grasping rotations and locations of several objects. Nevertheless, large datasets are required to achieve a high success rate. Zeng et al. [44] proposed using genetic algorithms to avoid using large datasets. However, the input is the point cloud and lacks contextual information that may enhance the performance of these approaches. On the other hand, our framework does not require datasets or a point cloud as input because the state is represented in the shape contextual state matrix. With this matrix, our framework can learn from it, extract affordances, and improve its decision-making capabilities.

Among RL methods, QL is a promising approach that makes robots perform manipulation tasks [45]. When hybridized with secondary optimization algorithms, it is also known that the classical QL algorithm achieves better results [46], [47]. In RL, secondary optimization algorithms are used to modify the principal optimization algorithm. Some approaches have employed secondary optimization algorithms in QL agents to set initial optimistic values, and in robotics in several works [48], [49], with promising results. For instance, integrating a novel flower pollination algorithm with classical QL to initialize the Q-table and selection of control parameters accelerate the learning process of the traditional firefly algorithm [50]. This approach establishes a balance between the exploration and exploitation of the computational agent during the search process. Splitting the task into a hierarchy of small parts is proved to be an effective method in QL [51]. Ji et al. [52] alluded to a novel QL-based approach that efficiently computes the path of the robot arm based on a hybrid path planning method, which splits the planning problem into two separate parts: active finding (finds simple actions for the robot arm) and passive finding (computes joint angles). Nevertheless, in all the approaches mentioned, contextual information is not used during the training of the agents.

A proposed solution methodology to address the problem is using affordances (two examples of affordances are: a pen affords writing and a keyboard affords typing). When implemented in a Markov decision process (MDP), the affordances make the agent choose optimal actions sooner, dramatically reducing the number of state-action pairs the robot needs to evaluate. Affordances improve the planning, control, recognition, transferability, and programming style of robots [53], [54]. In RL and HRI, the use of affordances has been studied to solve problems, such as cleaning tables [55], reacting to non-verbal user’s clues [56], identifying users’ behaviors [57], coordinating human and robot actions [58], [59], and learning from the user [60], [61]. Despite all these advantages, using RL based on contextual information during HRI for manipulation tasks is still underdeveloped.

To the best of our knowledge, the potential of combining an optimal policy obtained with CQL, the semantic representation of the current state, and the reward function used as a trigger to scan for changes in the environment to enhance the decision-making capacity of robots has not been explored in HRI setups. The novelty of this work is in leveraging the use of contextual information (semantic information, affordances, and high-level goals) to understand human instructions related to manipulation tasks and actively produce a series of continuous actions in a model-free based approach that allows robots to execute manipulation tasks while interacting with humans in the real world.

IV. AFFORDANCE-BASED HUMAN–ROBOT INTERACTION FRAMEWORK

In this section, we present a framework that aims to solve the problem of performing grasp and release-related operations during HRI (Fig. 2). The framework is comprised of three modules: voice-gestures, learning, and valid policy detector.

A. VOICE-GESTURES

With this module, to extract the sub-goals set Π, the robot acquires human instructions by using the Google speech-to-text API [62] and the CVZone package [63] for hand-tracking. When the instruction τ is ready, the algorithm 1 processes the string and fills Π. When the word “here” is in the instruction, the module tracks the hand position and finds the closest goal, which is stored in the set of goals G, given by:

\[ G^4 = \{(g_i, x_i, y_i, z_i) | x_i, y_i, z_i \in \mathbb{R}\}, \]

where \( g_i \) is the name of the goal. The terms \( x_i, y_i, \) and \( z_i \) are the coordinates of the \( i^{th} \) goal in the \( x, y, z \) axis respectively.
Algorithm 1 Sub-Goals Extractor

Input: Human instruction \( \iota \), Semantic set \( O \), the phrase set \( \rho = \{ \} \)

Result: Sub-tasks set \( \Pi \)

while \(|\iota| > 0\) do

for word in \( \iota \) do

    \( \rho = \rho \cup \{ \text{word} \} \)

    if \(|\rho \cap G| > 0\) and \(|\rho \cap V| > 0\)

        goal \( \in \rho \cap G \)

        if \(|\rho \cap \{\text{all, every, the}\}| > 0\) and \(|\rho \cap Z| = 0\)

            \( \Pi = \Pi \cap \{(\text{obj, goal}) \mid \text{obj} \in O \cap \rho \} \)

        if \(|\rho \cap \{\text{some, the}\}| > 0\) and \(|\rho \cap Z| = 0\)

            \( \Pi = \Pi \cap \{(\text{obj, goal}) \mid \text{obj} \in H \} \)

    if \(|\rho \cap Z| > 0\)

        Set \( n \) to \(|\rho \cap Z|\);

        Fill set \( H \) by randomly pick \( n \) objects from \( O \cap \rho \);

        \( \Pi = \Pi \cap \{(\text{obj, goal}) \mid \text{obj} \in H \} \)

    if \(|\rho \cap \{a, an\}| > 0\)

        \( \Pi = \Pi \cap \{(\text{obj, goal}) \mid \text{obj} \in R \cap \rho \} \)

    Remove \( \rho \) elements from \( \iota \) and set \( \rho = \{ \} \)

end for

if \(|\Pi| = 0\)

Send error: “Not executable instruction.”

end

This allows replacing “here” with the name of the goal. Consequently, algorithm 1 can be applied to relate the goals with the objects and split the task into sub-goals. For each sub-goal, CQL solves its respective contextual Q-table. When all the sub-goals are completed or \( \Pi \) is empty, the task is considered finished.

B. LEARNING

The learning module uses the proposed algorithm CQL to learn the set of actions that solve a task established by the user through the voice-gesture module. CQL uses a set of codes that numerically represents the state \( s \) of the environment. This set is used to create contextual Q-tables and to extract the affordances. Formally, a state \( s \) is a \( n \times m \) matrix that contains semantic information of the state and \( s_{nm} \in \{0, 0.1, 0.2, 0.3, 0.4\} \), where 0 is an empty space, 0.1 is used to point an object as the target to manipulate, 0.2 stands for objects that become obstacles in the environment, 0.3 represents the goal, and 0.4 represents a hand. For every new object type, a number will be added to tokenize it in \( s \). The value of the tokens is in the range between zero and one to avoid state-of-the-art approaches to learning spurious correlations due to high values. This normalization also assists with faster convergence by avoiding large input values that may mislead the agent. The objects’ semantic information is represented in the object’s set \( O \), given by:

\[
O^k = \{(k_i, x_i, y_i, w_i, l_i, h_i, \text{name}_i) \mid i \in (0, 1, ..., n),
\]

\[
x_i, y_i, w_i, l_i, h_i \in [0, \infty),
\]

where \( O \) represents the semantic set, \( i \in (0, 1, ..., n) \), \( k_i \) is the \( i \)th of the element, \( x \) and \( y \) are the position coordinates in pixels, \( w \) is the width, \( l \) is the length, \( h \) is the height, \( c \) is the colour and \( s \) is the shape of the \( i \)th element respectively and \( \text{name}_i \) is the name of the object (e.g., “blue-square-1”, “yellow-hexagon-2”).

Algorithm 2 uses the semantic set \( O \) to create a matrix that represents the state \( s \). The dimension of the states matrix \( s \) is given by \( n \times m \).
Algorithm 2 \( s \) Generator

**Input**: Semantic set \( O \), the number of elements \( n_e \), the screen width \( sw \), and the screen height \( sh \)

**Result**: \( s \)

- \( n \leftarrow \left\lceil \frac{sh}{h_i} \right\rceil \);
- \( m \leftarrow \left\lceil \frac{sw}{w_i} \right\rceil \);
- Create an \( n \times m \) matrix \( s \) filled with zeros;
- for \( i = 1, n_e \) do
  - for \( r = 0, w_i \) do
    - for \( c = 0, h_i \) do
      - if \( k_i \) is the target do
        - \( s(w_i+r,w_i+c) = 0.1 \);
      - if \( k_i \) is an obstacle do
        - \( s(w_i+r,w_i+c) = 0.2 \);
      - if \( k_i \) is the goal do
        - \( s(w_i+r,w_i+c) = 0.3 \);
      - if \( k_i \) is a user's hand do
        - \( s(w_i+r,w_i+c) = 0.4 \);
    - end for
  - end for
- end for

Actions are defined as follows:

\[
\Lambda = \{ \text{UP, DOWN, LEFT, RIGHT, GRASP, DROP, GOAL} \},
\]

where \text{UP} and \text{DOWN} are the displacements along the \( y \) axis given by \( \pm l_i \), \text{RIGHT} and \text{LEFT} are the displacements along the \( x \)-axis given by \( \pm w_i \), \text{GRASP} closes the gripper of the robot and controls its orientation according to \( l_i \) and \( w_i \), \text{DROP} opens the gripper, and \text{GOAL} is the trajectory from the coordinates of the closest state of the target to the robot to the goal's position. The affordances \( \Lambda \) are given by:

\[
\Lambda : A \times S \longrightarrow \mathbb{Z}^{2|A|}_2,
\]

where \( A \) is the set of actions.

Context is comprised of the affordances \( \Lambda \), the semantic set \( O \), the state \( s \) and a set of rules \( R \). Let:

\[
R = \{ \langle \text{UP}, 0, 0, 1 \rangle, \langle \text{DOWN}, 0, 0, -1 \rangle, \\
\langle \text{LEFT}, 0, -1, 0 \rangle, \langle \text{RIGHT}, 0, 1, 0 \rangle, \\
\langle \text{GRASP}, 0.1, 0, 0 \rangle, \langle \text{DROP}, 0.3, 0, 0 \rangle, \\
\langle \text{GOAL}, 0.3, \pm 1, \pm 1 \rangle \}.
\]

be the set of rules manually defined that contains which interactions among the actions and environment should not be performed by the robot. For example, picking an object when there is nothing to pick or moving to a place where the robot may collide. \( R^3 \) is the horizontal exploration range and \( R^4 \) is the vertical exploration range. The affordance \( \xi \) of each state-action pair is given by:

\[
\xi(s, a) = \begin{cases} 1, & |\{ (a, s, p, q, u, v) \} \cap I | > 1 \text{ and} \\ 0, & \text{otherwise} \end{cases}
\]

where \( a \in A, p \in \{ 0, n \}, q \in \{ 0, m \}, u, v \in \{ -1, 0, 1 \}, I = \{ \text{UP, DOWN, LEFT, RIGHT} \}, \) and \( E = \{ \text{GRASP, DROP, GOAL} \} \).

With the affordances equation (7) and the current state, it is possible to generate a contextual Q-table and set optimistic initial values, by:

\[
Q(s, a) = \xi(s, a) + \xi(s, a, g),
\]

where \( \xi(s, a, g) = 0.1 \), when the action \( a \) points to the goal \( g \), \( \xi > 0 \) and \( a \in I \), otherwise \( \xi(s, a, g) = 0 \). The affordances \( \xi(s, a, g) \) bias the Q-values of the actions that point to the goal. Once the contextual Q-table is ready, it is necessary to find an optimal policy. To select the valid action given a state \( s \), it is necessary to include the affordances function (8) by applying the Hadamard product operation:

\[
a_t = \arg \max_a [Q(s, a) + \min_a Q(s, a)] \odot \xi(s, A),
\]

where \( a_t \) is the maximum possible action according to \( \xi(s, A) \), and \( \forall a, s, Q(s, a) \neq 0 \). Therefore, to update the Q-table by including the affordances function (8), the following equation is used:

\[
Q(s, a) \leftarrow Q(s, a) + a[r + \gamma \max_a (Q(s', a') + \min_a Q(s', a')] \odot \xi(s', A) - \min_a Q(s', a')]\]

Algorithm 3 output is an optimal policy that produces a discrete set of actions \( D \). This set is used to generate a discrete path. Since the robot is a continuous agent, it is necessary to smooth the discrete path by applying spline interpolation.
C. VALID POLICY DETECTOR

Within each step of execution, changes in the environment are observed to decide if re-planning is required. Since the valid policy detector module is continuously observing the environment, when a change occurs (i.e., interruption of user hand or change in goal position), a negative reward will be returned such that the robot uses it as a trigger and reprograms itself using CQL to complete the manipulation task.

V. EXPERIMENTAL SETUP

The problem domain to validate the framework empirically is an HRI scenario, where the user and robot manipulate objects. At the same time, the user provokes changes that interfere intermittently with the robot’s actions. The experiment setup is comprised of a service robot (Care-O-Bot 4®), a table with a set of objects, and an Intel® RealSense camera mounted on the top of the table, as shown in Fig. 1. The learning parameters used for CQL are $\alpha = 0.99$ and $\gamma = 0.05$ (we empirically found by trial and error that CQL converges faster when using these parameters). We performed the following experiments:

1) The performance of CQL is compared against the performance of QL, DQN, PPO, and A2C by solving the MDP for 100 objects’ manipulation tasks with the robot. Every manipulation task is contained in a scenario configuration, each with a different initial position, goal destination, and different obstacles.

2) The user asks the robot for a certain task and puts pieces on the table while the robot executes the task.

3) A certain type of object is set as a sensible obstacle to test the robot’s capacity to establish a safety perimeter around the obstacle.

4) The user moves the goal to test the robot’s capacity to recognize a change in the environment that may lead to failing the current task.

5) The user obstructs the way of the robot with a hand to test the robot’s capacity to react safely to the user’s movements.

6) The framework is tested in a KUKA LBR IIWA 14® robot.

For each experiment, in turn, we aim to answer the following questions:

1) Does CQL perform better than QL, DQN, PPO, and A2C to suit the learning efficiency needed for HRI?

2) Can the robot understand the user’s instructions and learn how to manipulate the objects on the table to complete the task using CQL?

3) Does CQL generate a series of optimal continuous actions that not only take an object from one place to another but also avoid collisions?

4) Can the simulation of the last optimal policy produce a negative reward trigger in real-time to re-plan the actions of the robot?

5) Can the robot safely react in real time to a dynamic obstruction from a human?

6) Is the framework suitable for a different robot configuration?

For all the algorithms, we count the number of times the agent finds a solution for the 100 hundred manipulation tasks such that it is possible to calculate the proportion of successful attempts, which we refer to as the success rate. For a better understanding of the experimental setup, see: https://youtu.be/raVeVjPv_Rc

VI. RESULTS

In the first experiment, we used CQL, QL, DQN, PPO, and A2C for training over 100 different scenarios configurations. With the current scenario configuration, in turn, a new
contextual Q-table is generated. This table contains all possible states given the current scenario configuration. A problem with deep RL approaches is that these over-fit in simulation or the real world for a certain task, and it is difficult to make them work under different tasks or environments [64]. Hence, a change in the state related to perception or its configuration would affect the agent’s performance. To avoid this issue, CQL design aims to generalize by learning from scratch given the current scenario configuration (Fig. 3). Despite changes in the environment, the algorithm always generates a new contextual Q-table for that scenario configuration. Once the contextual Q-table is solved, the set of actions can be safely transferred to the robot. In this context, we compared the performance of CQL, QL, DQN, PPO, and A2C. The CPU energy consumption of each algorithm is measured with the PyRAPL library [65].

In Fig. 4, we show the learning curves of CQL, QL, DQN, PPO, and A2C after training over 100 different scenarios configurations. The results are summarised in Table 1. Where, CQL had a success rate of 84%, took 67,631 training steps on average to converge in 2.7 seconds, and expended 61.76 J of energy. QL took 1.02 seconds on average to converge and consumed 26.9 J. However, the QL success rate is 38% and takes 67,631 steps on average to converge. DQN had the slowest learning rate and it only succeeded in 17% of the scenarios with 39.9 seconds of learning time, an average number of steps to converge of 76,430, and energy consumption of 886.83 J. Among the stable-baselines algorithms, PPO showed to be the best by succeeding in 68% of the cases in 50,998 average number of steps to converge. Nevertheless, PPO learning time is about 105 seconds and consumes 2122.32 J. A2C is 38% with 104.6 s and 30,915, which is less than CQL. The user provided visual and spoken instructions in the second experiment (Fig. 5a). The tasks were divided into sub-goals and generated a contextual Q-table for each object that met the description of the instruction. For each contextual Q-table, CQL was applied to solve the MDP by obtaining a discrete optimal policy. Once the discrete policy was available, CQL applied spline interpolation to transform the discrete series of actions into a continuous one and send it to the Care-O-Bot 4’s controller. Between every continuous action, the robot looked for relevant changes in the environment and could identify the extra pieces the user put on the table (Fig. 5b). Therefore, the robot puts the objects into its corresponding box. This demonstration indicates that the robot understands the user’s instructions and learns how to manipulate the objects on the table to complete the task using CQL.

In the third experiment (Fig. 5c), we set the yellow objects as sensible obstacles such that CQL established a virtual security perimeter. The robot executed the series of continuous actions without colliding with the sensible obstacles. This demonstrated that CQL generates a series of optimal continuous actions that take objects from one place to another while avoiding collisions.
FIGURE 5. This figure illustrates Care-O-Bot 4® and KUKA LBR IIWA 14® robots running the proposed framework. The experiments are conducted in the same HRI scenario. Each subfigure corresponds to a different experiment, wherein a user and robot manipulate objects while the first provokes intermittent changes that interfere with the robot's task. In (a), the user speaks an instruction while pointing to the right box with his hand, and the robot performs the instruction. In (b), the user puts extra objects on the table such that the robot identifies them and puts them into the box. In (c), the yellow objects are identified as sensible obstacles, and CQL adds a security perimeter while the robot successfully avoids those obstacles. In (d), the user moves the goal, and a negative reward trigger is returned such that the robot identifies that the user moved the goal and then re-planned its movements. In (e), the user puts a hand in the way of the robot's path. Consequently, a negative reward is returned, and the robot asks the user to move his hand. In (f), the framework is tested in a different robot configuration.
In the fourth experiment (Fig. 5d), the user moved the goal while the robot was holding an object. Consequently, the robot identified a relevant change in the environment by running the policy in the most recently observed environment and obtained a negative reward. In this case, the simulation of the policy dropped the object in a 0.0 (empty space) square instead of a 0.3 (goal) one. Hence, the robot could identify the type of error and react accordingly. The robot finished the task by computing a new policy with CQL and dropping the object in the new goal. This demonstration shows that the simulation of the last optimal policy can produce a negative reward trigger in real-time to re-plan the robot’s actions.

In the fifth experiment (Fig. 5e), the user placed his hand in the way of the robot. The robot identified this relevant change in the environment. In this experiment, the robot found a collision while simulating the set of discrete actions against a 0.4 (user’s hand). The robot asked the user to be careful with his hand, and after the user moved his hand, the robot finished the task. Overall, the robot successfully reacts safely and in real-time to dynamic obstructions from the user.

In the sixth experiment (Fig. 5f), we tested the framework in a robot with a different configuration. Even though RL performs well in simulation, its implementation on real robots experiences several shortcomings, such as incomplete perception information and physical differences between the simulation and real-world scenarios. This may difficult the implementation of RL algorithms into different robot setups. However, using our framework, the KUKA robot was able to carry out the same activities while showing the same capacities as Care-O-bot 4® during the experiments. To this end, the framework has been shown to be compatible with different robot setups.

VII. CONCLUSION

In this paper, we empirically validated our affordance-based human-robot interaction framework. The experiments showed that the framework allows robots to understand instructions and execute manipulation during HRI based on an RL approach. This shows the impact of adding contextual information, such as semantics and affordances, to set initial optimistic values in a contextual Q-table. The 2.7 seconds of learning time allows CQL to generalize in different setups. Besides, it is possible to observe the environment while the robot executes a task within every step of execution. The robot using our framework showed to be reliable while identifying relevant changes in the environment based on negative rewards and the semantic representation of the state.

We believe that our framework opens the door to robust real-time applications of RL learning in robotics and has the potential to be applied to navigation and collaborative robot problems. The current limitations of this paper include tight shapes (e.g., sticks, pens, or pencils) that may lead CQL to create irregular squares to represent the states such that the agent’s exploration could be affected, and the resulting set of actions may not be optimal. In future work, we plan to implement the framework in a more complex HRI scenario, including learning from the user.
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