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Abstract

Image-to-image translation is an important and challenging problem in computer vision and image processing. Diffusion models (DM) have shown great potentials for high-quality image synthesis, and have gained competitive performance on the task of image-to-image translation. However, most of the existing diffusion models treat image-to-image translation as conditional generation processes, and suffer heavily from the gap between distinct domains. In this paper, a novel image-to-image translation method based on the Brownian Bridge Diffusion Model (BBDM) is proposed, which models image-to-image translation as a stochastic Brownian Bridge process, and learns the translation between two domains directly through the bidirectional diffusion process rather than a conditional generation process. To the best of our knowledge, it is the first work that proposes Brownian Bridge diffusion process for image-to-image translation. Experimental results on various benchmarks demonstrate that the proposed BBDM model achieves competitive performance through both visual inspection and measurable metrics.

1. Introduction

Image-to-image translation [14] refers to building a mapping between two distinct image domains. Numerous problems in computer vision and graphics can be formulated as image-to-image translation problems, such as style transfer [3,9,13,22], semantic image synthesis [21,24,34,36,37,40] and sketch-to-photo synthesis [2,14,43].

A natural approach to image-to-image translation is to learn the conditional distribution of the target images given the samples from the input domain. Pix2Pix [14] is one of the most popular image-to-image translation methods. It is a typical conditional Generative Adversarial Network (GAN) [26], and the domain translation is accomplished by learning a mapping from the input image to the output image. In addition, a specific adversarial loss function is also trained to constrain the domain mapping. Despite the high fidelity translation performance, they are notoriously hard to train [1,10] and often drop modes in the output distribution [23,27]. In addition, most GAN-based image-to-image translation methods also suffer from the lack of diverse translation results since they typically model the task as a one-to-one mapping. Although other generative models such as Autoregressive Models [25,39], VAEs (Variational Autoencoders) [16,38], and Normalizing Flows [7,15] succeeded in some specific applications, they have not gained the same level of sample quality and general applicability as GANs.

Recently, diffusion models [12,31] have shown competitive performance on producing high-quality images compared with GAN-based models [6]. Several conditional diffusion models [2,4,28–30] have been proposed for image-to-image translation tasks. These methods treat image-to-image translation as conditional image generation by integrating the encoded feature of the reference image into the U-Net in the reverse process (the first row of Figure 1) to guide the diffusion towards the target domain. De-
Despite some practical success, the above condition mechanism does not have a clear theoretical guarantee that the final diffusion result yields the desired conditional distribution. Therefore, most of the conditional diffusion models suffer from poor model generalization, and can only be adapted to some specific applications where the conditional input has high similarity with the output, such as inpainting and super-resolution [2, 4, 30]. Although LDM (Latent Diffusion Model) [28] improved the model generalization by conducting diffusion process in the latent space of certain pre-trained models, it is still a conditional generation process and the multi-modal condition is projected and tangled via a complex attention mechanism which makes LDM much more difficult to get such a theoretical guarantee. Meanwhile, the performance of LDM differs greatly across different levels of latent features showing instability.

In this paper, we propose a novel image-to-image translation framework based on Brownian Bridge diffusion process. Compared with the existing diffusion methods, the proposed method directly builds the mapping between the input and the output domains through a Brownian Bridge stochastic process, rather than a conditional generation process. In order to speed up the training and inference process, we conduct the diffusion process in the same latent space as used in LDM [28]. However, the proposed method differs from LDM inherently in the way the mapping between two image domains is modeled. The framework of BBDM is shown in the second row of Figure 1. It is easy to find that the reference image \( y \) sampled from domain \( B \) is only set as the initial point \( x_T = y \) of the reverse diffusion, and it will not be utilized as a conditional input in the prediction network \( \mu_\theta(x_t, t) \) at each step as done in related works [2, 4, 28, 30]. The main contributions of this paper include:

1. A novel image-to-image translation method based on Brownian Bridge diffusion process is proposed in this paper. As far as we know, it is the first work of Brownian Bridge diffusion process proposed for image-to-image translation.

2. The proposed method models image-to-image translation as a stochastic Brownian Bridge process, and learns the translation between two domains directly through the bidirectional diffusion process. The proposed method avoids the conditional information leverage existing in related work with conditional diffusion models.

3. Quantitative and qualitative experiments demonstrate the proposed BBDM method achieves competitive performance on various image-to-image translation tasks.

2. Related Work

In this section, we briefly review the related topics, including image-to-image translation, diffusion models and Brownian Bridge.

2.1. Image-to-image Translation

Isola et al. [14] firstly proposed a unified framework Pix2Pix for image-to-image translation based on conditional GANs. Wang et al. [40] extended the Pix2Pix framework to generate high-resolution images. Unpaired translation methods like CycleGAN [43] and DualGAN [41] used two GANs separately on two domains and trained them together with dual learning [11], which allows them to learn from unpaired data. However, these one-to-one mapping translation methods fail to generate diverse outputs. With the aim of generating diverse samples, Lee et al. [19] proposed DRIT++, but it requires that the condition image and result image must have high structural similarity. Several other GAN-based techniques have also been proposed...
for image-to-image translation such as unsupervised cross-domain method [35], multi-domain method [5], few-shot method [20]. Nevertheless, GAN-based techniques suffer from the training instabilities and mode collapse problems. In addition to GAN-based models, diffusion models [31] have also achieved impressive results on image generation [6, 12], inpainting [29], super-resolution [29, 30], and text-to-image generation [28].

2.2. Diffusion Models

A $T$-step Denoising Diffusion Probabilistic Model (DDPM) [12] consists of two processes: the forward process (also referred to as diffusion process), and the reverse inference process.

The forward process from data $x_0 \sim q_{data}(x_0)$ to the latent variable $x_T$ can be formulated as a fixed Markov chain:

$$q(x_1, ..., x_T|x_0) = \prod_{t=1}^{T} q(x_t|x_{t-1})$$  \hspace{1cm} (1)$$

where $q(x_t|x_{t-1}) = \mathcal{N}(x_t; \sqrt{1-\beta_t}x_{t-1}, \beta_t I)$ is a normal distribution, $\beta_t$ is a small positive constant. The forward process gradually perturbs $x_0$ to a latent variable with an isotropic Gaussian distribution $p_{latent}(x_T) = \mathcal{N}(0, I)$.

The reverse process strives to predict the original data $x_0$ from the latent variable $x_T \sim \mathcal{N}(0, I)$ through another Markov chain:

$$p_\theta(x_0, ..., x_{T-1}|x_T) = \prod_{t=1}^{T} p_\theta(x_{t-1}|x_t)$$ \hspace{1cm} (2)$$

The training objective of DDPM is to optimize the Evidence Lower Bound (ELBO). Finally, the objective can be simplified as to optimize:

$$\mathbb{E}_{x_0, \epsilon} | \epsilon - \epsilon_\theta(x_t, t)|_2^2$$

where $\epsilon$ is the Gaussian noise in $x_t$ which is equivalent to $\nabla_{x_t} \ln q(x_t|x_0)$, $\epsilon_\theta$ is the model trained to estimate $\epsilon$.

Most conditional diffusion models [2,4,28-30] maintain the forward process and directly inject the condition into the training objective:

$$\mathbb{E}_{x_0, \epsilon} | \epsilon - \epsilon_\theta(x_t, y, t)|_2^2$$

Since $p(x_t|y)$ does not obviously appear in the training objective, it is difficult to guarantee the diffusion can finally reach the desired conditional distribution.

Except for the conditioning mechanism, Latent Diffusion Model (LDM) [28] takes the diffusion and inference processes in the latent space of VQGAN [8], which is proven to be more efficient and generalizable than operating on the original image pixels.

2.3. Brownian Bridge

A Brownian bridge is a continuous-time stochastic model in which the probability distribution during the diffusion process is conditioned on the starting and ending states. Specifically, the state distribution at each time step of a Brownian bridge process starting from point $x_0 \sim q_{data}(x_0)$ at $t = 0$ and ending at point $x_T$ at $t = T$ can be formulated as:

$$p(x_t|x_0, x_T) = \mathcal{N}((1 - \frac{t}{T})x_0 + \frac{t}{T}x_T, \frac{t(T-t)}{T}I)$$ \hspace{1cm} (3)$$

It can be easily found that the process is tied down at both two ends with $x_0$ and $x_T$, and the process in between forms a bridge.

3. Method

Given two datasets $X_A$ and $X_B$ sampled from domains $A$ and $B$, image-to-image translation aims to learn a mapping from domain $A$ to domain $B$. In this paper, a novel image-to-image translation method based on stochastic Brownian Bridge diffusion process is proposed. In order to improve the learning efficiency and model generalization, we propose to accomplish the diffusion process in the latent space of popular VQGAN [8]. The pipeline of the proposed method is shown in Figure 2. Given an image $I_A$ sampled from domain $A$, we can first extract the latent feature $L_A$, and then the proposed Brownian Bridge process will map $L_A$ to the corresponding latent representation $L_{A\rightarrow B}$ in domain $B$. Finally, the translated image $I_{A\rightarrow B}$ can be generated by the decoder of the pre-trained VQGAN.

3.1. Brownian Bridge Diffusion Model (BBDM)

The forward diffusion process of DDPM [12] starts from clean data $x_0 \sim q_{data}(x_0)$ and ends at a standard normal distribution. The setup of DDPM is suitable for image generation, as the reverse inference process naturally maps a sampled noise back to an image, but it is not proper for the task of image translation between two different domains. Most of the existing diffusion-based image translation methods [2,4,28,30] improved the original DDPM model by integrating the reference image as a conditional input in the reverse diffusion process.

Different from the existing DDPM methods, a novel image-to-image translation method based on Brownian Bridge diffusion process is proposed in this section. Instead of ending at the pure Gaussian noise, Brownian Bridge process takes the clean conditional input $y$ as its destination. We take similar notations as DDPM [12], and let $(x, y)$ denote the paired training data from domains $A$ and $B$. To speed up the training and inference process, we conduct diffusion process in the latent space of popular VQGAN [8]. For simplicity and following notations as in DDPMs, we
still use $x, y$ to denote the corresponding latent features ($x := L_A(x), y := L_B(y)$). The forward diffusion process of Brownian Bridge can be defined as:

$$q_{BB}(x_t|x_0, y) = \mathcal{N}(x_t; (1 - m_t)x_0 + m_t y, \delta_t \mathbf{I})$$

(4)

$$x_0 = x, \quad m_t = \frac{t}{T}$$

where $T$ is the total steps of the diffusion process, $\delta_t$ is the variance. It is noticed that if we take the variance of original Brownian Bridge as shown in Eq.(3), $\delta_t = \frac{t}{(T-t)}$, the maximum variance at the middle step, $\delta^2_T = \frac{1}{T}$, will be extremely large with the increase of $T$, and this phenomenon will make the BBDM framework untrainable. Meanwhile, it has been mentioned in DDPM\ [12] and VPSDE\ [33] that the variance of middle steps should be preserved to be identity, if the distribution of $x_0$ is supposed to be a standard normal distribution. Therefore, assuming that $x_0, y \sim \mathcal{N}(0, \mathbf{I})$ are relatively independent, with the aim of preserving variances, a novel schedule of variance for Brownian Bridge diffusion process can be designed as

$$\delta_t = 1 - ((1 - m_t)^2 + m_t^2)$$

$$= 2 (m_t - m_t^2)$$

(5)

It is easy to find that at the start of the diffusion process, i.e., $t = 0$, we can have $m_0 = 0$, and the mean value is equal to $x_0$ with probability 1 and variance $\delta_0 = 0$. When the diffusion process reaches the destination, $t = T$, we get $m_T = 1$, and the mean is equal to $y$ while the variance $\delta_T = 0$. During the diffusion process, the variance $\delta_t$ will first grow to the biggest value at the middle time $\delta^2_T = \frac{1}{T}$, and then it will drop until $\delta_T = 0$ at the destination of the diffusion. According to the characteristic of Brownian Bridge diffusion process, the sampling diversity can be tuned by the maximum variance at the middle step $t = \frac{T}{2}$, therefore, we can scale $\delta_t$ by a factor $s$ to control the sampling diversity in practice:

$$\delta_t = 2 s (m_t - m_t^2)$$

(6)

We set $s = 1$ by default, and we will further discuss the influence of different $s$ values for sampling diversity in Section 4.5.

### 3.1.1 Forward Process

According to the transition probability shown in Eq.(4), the forward diffusion of Brownian Bridge process only provides the marginal distribution at each step $t$. For training and inference purpose, we need to deduce the forward transition probability $q_{BB}(x_t|x_{t-1}, y)$.

Given initial state $x_0$ and destination state $y$, the intermediate state $x_t$ can be computed in discrete form as follows:

$$x_t = (1 - m_t)x_0 + m_t y + \sqrt{\delta_t} \epsilon_t$$

(6)

$$x_{t-1} = (1 - m_{t-1})x_0 + m_{t-1} y + \sqrt{\delta_{t-1}} \epsilon_{t-1}$$

(7)

where $\epsilon_t, \epsilon_{t-1} ~ \mathcal{N}(0, I)$. The transition probability $q_{BB}(x_t|x_{t-1}, y)$ can be derived by substituting the expression of $X_0$ in Eq.(6) by the corresponding formula in Eq.(7)

$$q_{BB}(x_t|x_{t-1}, y) = \mathcal{N}(x_t; \frac{1 - m_t}{1 - m_{t-1}} x_{t-1}, \frac{1 - m_t}{1 - m_{t-1}} (1 - m_{t-1})^2 \mathbf{I})$$

(8)

where $\delta^2_{t-1}$ is calculated by $\delta_t$ as:

$$\delta^2_{t-1} = \delta_t - \delta_{t-1} \frac{(1 - m_t)^2}{(1 - m_{t-1})^2}$$

According to Eq.(8), when the diffusion process reaches the destination, i.e., $t = T$, we can get that $m_T = 1$ and $x_T = y$. The forward diffusion process defines a fixed mapping from domain $A$ to domain $B$.

### 3.1.2 Reverse Process

In the reverse process of traditional diffusion models, the diffusion process starts from a pure noise sampled from a Gaussian distribution, and eliminates the noise step by step to get the clean data distribution. In order to model the conditional distribution, the existing methods\ [2, 4, 28, 30] take the condition as an additional input of the neural network in the reverse diffusion process.

Different from the existing diffusion-based image-to-image translation methods, the proposed Brownian Bridge process directly starts from the conditional input by setting $x_T = y$. Based on the main idea of denoising diffusion methods, the reverse process of the proposed method aims to predict $x_{t-1}$ based on $x_t$:

$$p_\theta(x_{t-1}|x_t, y) = \mathcal{N}(x_{t-1}; \mu_\theta(x_t, t), \delta_t \mathbf{I})$$

(9)

where $\mu_\theta(x_t, t)$ is the predicted mean value of the noise, and $\delta_t$ is the variance of noise at each step. Similar to DDPM\ [12], the mean value $\mu_\theta(x_t, t)$ is required to be learned by a neural network with parameters $\theta$ based on maximum likelihood criterion. Although the variance $\delta_t$ does not need to be learned, it plays an important role in high-quality image translation. The analytical form of $\delta_t$ will be introduced in Section 3.1.3.

It is important to notice that the reference image $y$ sampled from domain $B$ is only set as the start point $x_T = y$ of the reverse diffusion, and it will not be utilized as a conditional input in the prediction network $\mu_\theta(x_t, t)$ at each step as done in related works\ [2, 4, 28, 30] (Figure 1).
3.1.3 Training Objective

The training process is performed by optimizing the Evidence Lower Bound (ELBO) for the Brownian Bridge diffusion process which can be formulated as:

\[
ELBO = -\mathbb{E}_q( D_{KL}(q_{BB}(x_T|x_0, y)||p(x_T|y))) \\
+ \sum_{t=2}^T D_{KL}(q_{BB}(x_{t-1}|x_t, x_0, y)||p(x_{t-1}|x_t, y)) \\
- \log p_0(x_0|x_1, y)) \tag{10}
\]

Since \( x_T \) is equal to \( y \) in Brownian Bridge, the first term in Eq.(10) can be seen as a constant and ignored. By combining Eq.(4) and Eq.(8), the formula \( q_{BB}(x_{t-1}|x_t, x_0, y) \) in the second term can be derived through Bayes’ theorem and the Markov chain property:

\[
q_{BB}(x_{t-1}|x_t, x_0, y) = \frac{q_{BB}(x_t|x_{t-1}, y) q_{BB}(x_{t-1}|x_0, y)}{q_{BB}(x_t|x_0, y)} = \mathcal{N}(x_{t-1}; \tilde{\mu}_t(x_t, x_0, y), \tilde{\sigma}_t I) \tag{11}
\]

where the mean value term is:

\[
\tilde{\mu}_t(x_t, x_0, y) = \frac{\delta_t - 1 - m_t}{\delta_t} x_t \\
+ (1 - m_t) \frac{\delta_{t-1}}{\delta_t} x_0 \\
+ (m_{t-1} - m_t) \frac{1 - m_t}{1 - m_{t-1}} y
\]

and the variance term is:

\[
\tilde{\sigma}_t = \frac{\delta_t \delta_{t-1}}{\delta_t} \tag{13}
\]

As \( x_0 \) is unknown in the inference stage, we propose to utilize a reparameterization method used in DDPM [12] by combining Eq.(4) and Eq.(12). Then \( \tilde{\mu}_t \) can be reformulated as:

\[
\tilde{\mu}_t(x_t, y) = c_{xt} x_t + c_{yt} y + c_{ct}(m_t(y - x_0) + \sqrt{\delta_t} \epsilon)
\]

where

\[
c_{xt} = \frac{\delta_t - 1 - m_t}{\delta_t} \frac{1 - m_t}{1 - m_{t-1}} + \frac{\delta_{t-1}}{\delta_t} (1 - m_{t-1}) \\
c_{yt} = m_{t-1} - m_t \frac{1 - m_t}{1 - m_{t-1}} \frac{\delta_{t-1}}{\delta_t} \\
c_{ct} = (1 - m_{t-1}) \frac{\delta_{t-1}}{\delta_t}
\]

Instead of predicting the whole \( \tilde{\mu}_t \), we just train a neural network \( \epsilon_\theta \) to predict the noise. For clarification, we can reformulate \( \mu_\theta \) in Eq.(9) as a linear combination of \( x_t, y \) and the estimated noise \( \epsilon_\theta \):

\[
\mu_\theta(x_t, y, t) = c_{xt} x_t + c_{yt} y + c_{ct} \epsilon_\theta(x_t, t) \tag{14}
\]

Therefore, the training objective ELBO in Eq.(10) can be simplified as:

\[
\mathbb{E}_{x_0, y, \epsilon}[c_{xt}||m_t(y - x_0) + \sqrt{\delta_t} \epsilon - \epsilon_\theta(x_t, t)||^2] \tag{11}
\]

3.2. Accelerated Sampling Processes

Similar to the basic idea of DDIM [32], the inference processes of BBDM can be accelerated by utilizing a non-Markovian process while keeping the same marginal distributions as Markovian inference processes.

Now, given a sub-sequence of \([1:T]\) of length \( S \) \( \{\tau_1, \tau_2, ..., \tau_S\} \), the inference process can be defined by a subset of the latent variables \( x_{1:T} \), which is \( \{x_{\tau_1}, x_{\tau_2}, ..., x_{\tau_S}\} \),

\[
q_{BB}(x_{\tau_{s-1}}|x_{\tau_s}, x_0, y) = \mathcal{N}( (1 - m_{\tau_{s-1}}) x_0 + m_{\tau_{s-1}} y + \sqrt{\delta_{\tau_{s-1}} - \sigma_{\tau_s}^2} \frac{1}{\sqrt{\delta_{\tau_s}}} (x_{\tau_s} - (1 - m_{\tau_s}) x_0 - m_{\tau_s} y), \sigma_{\tau_s}^2 I)
\]

A numerical experiment is conducted in Section 4 to evaluate the performance with different numbers of sampling steps. To balance the sampling quality and efficiency, we choose \( S = 200 \) by default. The whole training process and sampling process are summarized in Algorithm 1 and Algorithm 2.

4. Experiments

4.1. Experiment Setup

Models and hyperparameters: The BBDM framework is composed of two components: pretrained VQGAN
model and the proposed Brownian Bridge diffusion model. For fair comparison, we adopt the same pretrained VQGAN model as used in Latent Diffusion Model [28]. The number of time steps of Brownian Bridge is set to be 1000 during the training stage, and we use 200 sampling steps during the inference stage with the considerations of both sample quality and efficiency.

We train the network by using the Adam optimizer on a PC with an Intel Core i9-9900K CPU @ 3.2 GHz, 24GB RAM, and a GeForce GTX 3090 GPU.

**Evaluation:** For the visual quality and fidelity, we adopt the widely-used Fréchet Inception Distance (FID) and Learned Perceptual Image Patch Similarity (LPIPS) metrics [42]. To evaluate the generation diversity, we adopt the diversity metric proposed in [2]. Specifically, we generate five samples ($\hat{x}_t^5$) for a given conditional input $y$, and calculate the average standard deviation for each pixel among the samples. Then, we report the average diversity over the whole test dataset.

**Datasets and baselines:** To demonstrate the capability of handling image-to-image translation on various datasets, we evaluate the BBDM framework on three distinct and challenging image-to-image translation tasks, including semantic synthesis task on CelebAMask-HQ dataset [18], sketch-to-photo task on edges2shoes and edges2handbags [14], and style transfer task on faces2comics dataset. The baseline methods include Pix2Pix [14], CycleGAN [43], DRIT++ [19], CDE [30] and LDM [28]. Among the baselines, Pix2Pix, CycleGAN and DRIT++ are image-to-image translation methods based on conditional GANs, while CDE and LDM conduct image translation by conditional diffusion models. We additionally compare BBDM with OASIS [34] and SPADE [24] on CelebAMask-HQ dataset.

4.2. Qualitative Comparison

In this section, we evaluate the performance of the proposed BBDM against the state-of-the-art baselines on several popular image-to-image translation tasks. Semantic synthesis aims to generate photorealistic images based on semantic layout, while edges-to-images aims at synthesizing realistic image with the constraint of image edges. As both semantic layout and edge images are abstract, another task referred to as faces-to-comics conducted on two domains with more similar distributions is involved.

The experimental results of the proposed BBDM and other baselines are shown in Figures 3 and 4. Pix2Pix [14] can get reasonable results benefiting from the paired training data, while the performance of CycleGAN [43] drops on small scale datasets. DRIT++ achieves better performance among GAN-based method, however, the translated images are oversmoothed and far from the ground truth distribution of the target domain. Compared with methods with GANs, diffusion based methods gain competitive performance. However, as is discussed in the introduction section, both CDE [30] and LDM [28] are conditional diffusion models, and suffer from conditional information leverage during the diffusion process. For example, when there are irregular occlusions as shown in the first row of Figure 3, CDE and LDM cannot generate satisfactory results due to the mechanism of integrating conditional input into the diffusion process.
Figure 5. Diverse samples of BBDM on different image-to-image translation tasks.

Table 1. Quantitative comparison on CelebAMask-HQ dataset.

<table>
<thead>
<tr>
<th>model</th>
<th>FID ↓</th>
<th>LPIPS ↓</th>
<th>Diversity ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pix2Pix</td>
<td>56.997</td>
<td>0.431</td>
<td>0</td>
</tr>
<tr>
<td>CycleGAN</td>
<td>78.234</td>
<td>0.490</td>
<td>0</td>
</tr>
<tr>
<td>DRIT++</td>
<td>77.794</td>
<td>0.431</td>
<td>35.759</td>
</tr>
<tr>
<td>SPADE</td>
<td>44.171</td>
<td>0.376</td>
<td>0</td>
</tr>
<tr>
<td>OASIS</td>
<td>27.751</td>
<td>0.384</td>
<td>39.662</td>
</tr>
<tr>
<td>CDE</td>
<td>24.404</td>
<td>0.414</td>
<td>50.278</td>
</tr>
<tr>
<td>LDM</td>
<td>22.816</td>
<td>0.371</td>
<td>20.304</td>
</tr>
<tr>
<td>BBDM(ours)</td>
<td>21.350</td>
<td>0.370</td>
<td>29.859</td>
</tr>
</tbody>
</table>

4.3. Quantitative Comparison

In this section, we compare the proposed BBDM against baselines with several popular quantitative metrics, including FID, LPIPS and diversity measurement [2]. The numerical results are shown in Tables 1 and 2. It is obvious that the proposed BBDM method achieves the best FID performance on all of the four tasks, and gains competitive LPIPS scores.

4.4. Other Translation Tasks

In order to further verify the generalization of BBDM, we conducted inpainting, colorization experiments on VisualGENOME [17] and face-to-label on CelebAMask-HQ [18]. The experimental results in Figure 6 show that BBDM can achieve comparable performance on various image translation tasks. More examples are shown in supplementary materials.

Figure 6. Face-to-label, colorization and inpainting results.

4.5. Ablation Study

We perform ablative experiments to verify the effectiveness of several important designs in our framework.

Influence of the pre-trained latent space: To speed up the training and inference process, the diffusion process of the proposed BBDM is conducted in a pre-trained latent space the same as the one used in LDM [28]. In order to demonstrate the influence of different latent spaces to the performance of the proposed method, we conduct an ablation study by choosing different downsampling factors for VQGAN model as done in LDM.

In this experiment, we compare our BBDM framework and LDM with downsampling factors \( f \in \{4, 8, 16\} \) on CelebAMask-HQ. For fair comparison, We implemented BBDM based on the same network structure as LDM and used the same VQGAN-f4, VQGAN-f8, VQGAN-f16 checkpoints of LDM. The quantitative metrics are shown in Table 3. We can find that the proposed BBDM performs robustly w.r.t. different levels of latent features. The latent space learned with downsampling factor 16 leads to more abstract feature, and as a result, the performance of the LDM model drops dramatically especially with the FID metric. To further verify the image-to-image translation process during the diffusion of Brownian Bridge, we decode the latent code at each time step in the inference processes by the decoder of \( VQGAN_B \). As shown in Figure 7, the input image is smoothly and gradually translated to the target domain within the Brownian Bridge.

Sampling Steps: To evaluate the influence of sampling steps in the reverse diffusion process to the performance of BBDM, we evaluate the performance with different numbers of sampling steps. In Table 4, we report the quantitative scores of semantic-to-image task with models trained on CelebAMask-HQ. We can find that when the number of
Table 2. Quantitative comparison on different image-to-image translation tasks.

<table>
<thead>
<tr>
<th>model</th>
<th>edges2shoes</th>
<th></th>
<th></th>
<th>edges2handbags</th>
<th></th>
<th></th>
<th>faces2comics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FID ↓</td>
<td>LPIPS ↓</td>
<td>Diversity ↑</td>
<td>FID ↓</td>
<td>LPIPS ↓</td>
<td>Diversity ↑</td>
<td>FID ↓</td>
</tr>
<tr>
<td>Pixel2Pixel</td>
<td>36.339</td>
<td>0.183</td>
<td>0</td>
<td>32.994</td>
<td>0.273</td>
<td>0</td>
<td>49.964</td>
</tr>
<tr>
<td>CycleGAN</td>
<td>66.115</td>
<td>0.276</td>
<td>0</td>
<td>40.175</td>
<td>0.367</td>
<td>0</td>
<td>35.133</td>
</tr>
<tr>
<td>DRIT++</td>
<td>53.373</td>
<td>0.498</td>
<td>23.552</td>
<td>43.675</td>
<td>0.411</td>
<td>24.158</td>
<td>28.875</td>
</tr>
<tr>
<td>CDE</td>
<td>21.189</td>
<td>0.196</td>
<td>14.980</td>
<td>28.575</td>
<td>0.313</td>
<td>22.705</td>
<td>33.983</td>
</tr>
<tr>
<td>LDM</td>
<td>13.020</td>
<td>0.173</td>
<td>10.999</td>
<td>24.251</td>
<td>0.307</td>
<td>22.705</td>
<td>24.280</td>
</tr>
<tr>
<td>BBDM(ours)</td>
<td><strong>10.924</strong></td>
<td>0.183</td>
<td>12.226</td>
<td><strong>17.257</strong></td>
<td><strong>0.286</strong></td>
<td>15.656</td>
<td><strong>23.203</strong></td>
</tr>
</tbody>
</table>

Table 3. Quantitative scores of LDM and BBDM with different downsampling factors.

<table>
<thead>
<tr>
<th>model</th>
<th>FID ↓</th>
<th>LPIPS ↓</th>
<th>Diversity ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDM-f4</td>
<td>22.816</td>
<td>0.371</td>
<td>20.304</td>
</tr>
<tr>
<td>LDM-f8</td>
<td>24.530</td>
<td>0.418</td>
<td>41.625</td>
</tr>
<tr>
<td>LDM-f16</td>
<td>56.404</td>
<td>0.416</td>
<td>22.112</td>
</tr>
<tr>
<td>BBDM-f4</td>
<td>21.350</td>
<td>0.370</td>
<td>29.859</td>
</tr>
<tr>
<td>BBDM-f8</td>
<td>21.966</td>
<td>0.392</td>
<td>38.978</td>
</tr>
<tr>
<td>BBDM-f16</td>
<td>22.061</td>
<td>0.391</td>
<td>40.120</td>
</tr>
</tbody>
</table>

Table 4. Quantitative scores of different numbers of sampling steps on CelebAMask-HQ.

<table>
<thead>
<tr>
<th>Sampling Steps</th>
<th>FID ↓</th>
<th>LPIPS ↓</th>
<th>Diversity ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 steps</td>
<td>33.409</td>
<td><strong>0.362</strong></td>
<td>17.587</td>
</tr>
<tr>
<td>50 steps</td>
<td>25.188</td>
<td>0.372</td>
<td>23.191</td>
</tr>
<tr>
<td>100 steps</td>
<td>23.503</td>
<td>0.378</td>
<td>26.157</td>
</tr>
<tr>
<td>200 steps</td>
<td>21.350</td>
<td>0.370</td>
<td>29.859</td>
</tr>
<tr>
<td>1000 steps</td>
<td><strong>21.348</strong></td>
<td>0.375</td>
<td><strong>29.924</strong></td>
</tr>
</tbody>
</table>

Table 5. Quantitative scores of different factor $s$ on CelebAMask-HQ.

5. Conclusion and Future Work

We proposed a new method for image-to-image translation based on Brownian Bridge. Compared with other diffusion-based methods, the proposed BBDM framework learns the translation between two domains directly through the Brownian Bridge diffusion process rather than a conditional generation process. We showed that our BBDM framework can generate promising results on several different tasks. Nevertheless, there is still much room for improvement of BBDM, e.g., it would be interesting to apply our framework to various multi-modal tasks like text-to-image.
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