
   

 

   

 

Hydrogeological Controls on the 

Representativeness and Commensurability Error 

of Aggregated Groundwater Level Changes  

 

 

 

 

 

 

 

Submitted in partial fulfilment of the requirements for the degree of  

Doctor of Philosophy 

School of Earth and Environmental Sciences 

Cardiff University 

March 2023 

By 

1835752 

Nurudeen Alowonle Oshinlaja 



   

 

ii 
 



   

 

iii 
 

Abstract 

Groundwater is the largest store of global freshwater, and fundamental to its 

sustainable management is understanding and evaluating spatiotemporal 

groundwater storage (GWS) changes. However, this endeavour is subject to two 

major unresolved uncertainties stemming from (1) the selection of observation 

wells  which accurately represent water table fluctuations, and (2) commensurable 

aggregation of such ‘point’ data for use in larger scale resource studies or for 

comparison to larger scale data and modelling outputs. Here, a range of new 

analytical and numerical groundwater models were derived and developed to 

address these two research gaps. For a given observation well, characteristic 

relationships were found to exist between the monitoring depth, the hydraulic 

diffusivity, and the temporally variable  hydrologic inputs enabling the analytical 

models to constrain the hydrogeological conditions under which water table 

fluctuations or water loading effects dominate measured groundwater levels 

(GWL), in one or two-layered systems. This yields a robust and easily applied 

method for assessing the ‘representativeness’ of a given GWL hydrograph, 

allowing more confident interpretation of the causes of observed groundwater 

dynamics. A dimensionless groundwater response index (GRI), here defined as 

the ratio of groundwater response time to the period of the hydrologic forcing, is 

shown to be a primary control on the probability of obtaining insignificant 

commensurability error in aggregated GWS change estimates from point GWL 

observations. Heterogeneities in recharge and hydraulic properties, and the 

conductance of any separating layer between connected surface water bodies and 

the aquifer are of secondary importance. It is also demonstrated that the use of 

interpolators is superior to the most commonly applied arithmetic averaging 

method for aggregation of GWL or GWS time series. The results of the thesis 

improve our ability to interpret observations of groundwater dynamics and 

associated estimation of groundwater storage changes more robustly at a range of 

scales.  
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Chapter 1 Introduction 
1.1 Background 

Groundwater is a global resource that is of immense importance in sustaining 

human existence, rejuvenating aquatic ecosystems, perpetuating sub-surface 

nutrient cycling, and as a fundamental but hidden freshwater component of the 

hydrologic cycle. 

The human species heavily use groundwater for domestic, agricultural, and 

industrial purposes (Hanasaki et al. 2008a; Hanasaki et al. 2008b; Wada et al. 

2014). At least half of the global population relies on groundwater for domestic 

use, and more than 40% irrigation water is obtained from groundwater resources 

(Siebert et al. 2010; FAO 2011). If the contributions of groundwater to the huge 

amount of water used globally for cooling power plants and for rearing livestock 

are excluded, 27% of water used for manufacturing during 1998 – 2002 is 

groundwater (Döll et al. 2012). The well-researched groundwater – surface water 

interactions (see e.g., de Graaf et al. (2019); Quichimbo et al. (2020)) describes 

the important role of groundwater in rejuvenating aquatic ecosystems. 

Groundwater revitalises surface water bodies through discharges during dry 

periods (Taylor et al. 2012) and supports perennial wetlands in arid regions 

(Cuthbert et al. 2017) through uni-directional transmission losses (Quichimbo et al. 

2020). As a vital component of the water cycle (Gleeson et al. 2015), negative 

changes in groundwater storage contribute to sea level rise (Konikow 2011).   

The processes of groundwater recharge (hydrologic inputs into aquifers) and 

discharges (hydrologic outputs from aquifers) to surface water bodies or via 

evapotranspiration influences biogeochemical cycles and atmospheric processes 

along groundwater flow paths (Cole et al. 2007; Doll et al. 2016). For example, the 

occurrence of dynamic exchanges of water flow, contaminants/solutes, nutrients, 

and bacteria at the hyporheic zones of aquifer-river systems attenuate 

biogeochemical circulation (Boano et al. 2014) and accelerate fish spawning 

(Cardenas et al. 2016). Meanwhile, groundwater stocks, recharge, and flow 
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systems respond dynamically to the impacts of climate changes which affect the 

quantity and locations of natural groundwater recharge (Taylor et al. 2012; 

Cuthbert et al. 2019a). As posited by Giordano (2009), alterations to groundwater 

stock quantity (and quality) as a result of climate change and anthropogenic 

influence affect sustainable water availability to humans and ecosystems. 

 
Figure 1:1. Trends (1960 – 2000) in total global water demand (right axis; indexed for year 2000), 
global groundwater abstraction and global groundwater depletion (left axis). Source: Wada et al. 
(2010). 
 

It is therefore concerning that groundwater depletion occurs in many parts of the 

world. For example, Wada et al. (2010) estimated that global groundwater 

depletion rose by more than 100% from 1960 to 2000 (Figure 1.1). This result was 

corroborated by the finding by Siebert et al. (2010) who used the Global Crop 

Water Model (Siebert et al. 2010) to show that groundwater depletion is occurring 

in several countries due to increasing groundwater use for irrigation. Yet, 

unabating global population rise, global expansion in irrigated agriculture and 

adoption of individual land ownership systems across the developing world will 
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continue to cause increase in groundwater abstraction. Thus, the need for 

continuous monitoring, assessment, and effective management of groundwater 

resources across different spatiotemporal scales to protect aquifers from over-

abstraction is globally recognized (Konikow and Kendy 2005; Rodell et al. 2009; 

Wada et al. 2010; Famiglietti et al. 2011; Feng et al. 2013; Rau et al. 2020).  

A major aspect of relevant published studies is focused on improving the 

estimations of GWS changes (see, e.g., (Yeh et al. 2006; Huang et al. 2012; Iqbal 

et al. 2016; Mehrnegar et al. 2020) and better understanding and characterization 

of the associated water fluxes (see, e.g., (Sharda et al. 2006; Henry et al. 2011; 

Zomlot et al. 2015; Coelho et al. 2017; Cuthbert et al. 2019a). These studies are 

important for enhancing our understanding of the controls on groundwater 

resource variations (Döll et al. 2012). Furthermore, effective assessment and 

management of groundwater resources also depend on improved estimation of 

GWS spatially and temporally (Guntner et al. 2007; Gleeson et al. 2015; Gleeson 

et al. 2020). 

Many studies (Kuss et al. 2012; Papa et al. 2015; Huang et al. 2016; Ouyang et al. 

2016; Seyoum and Milewski 2016; Thomas et al. 2017b; Zhang et al. 2017; Feng 

et al. 2018; Schumacher et al. 2018) have focused on basin-scale or aquifer-scale 

GWS. For example, Feng et al. (2018) presents a rich overview of GWS in the 

North China Plain, the Liaohe River Basin, and the Inner Tibetan Plateau which 

are three key aquifers in China. National-scale GWS changes were also studied by 

Asoka et al. (2017) who presented the results of decadal-long GWS covering 

northern and southern India. Global-scale GWS were studied and reported by e.g., 

(Gleeson et al. 2015; Richey et al. 2015; Doll et al. 2016; de Graaf et al. 2017; 

Felfelani et al. 2017; Long et al. 2017; Thomas et al. 2017a; Scanlon et al. 2018; 

Reinecke et al. 2019a; Reinecke et al. 2019b). Methods used in such studies for 

quantifying GWS changes included computation based on in-situ groundwater 

level (GWL) changes. Groundwater level is the water level measured in a borehole 

(Agency 2006), which will be equivalent to some integration of the hydraulic head 

within the screened section of the aquifer it is monitoring (Post and von Asmuth 
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2013). Others are computations based on remotely sensed data such as the 

Gravity Recovery And Climate Experiment – GRACE (Tapley et al. 2004) data, 

groundwater modelling and global hydrological modelling. In general, the identified 

studies reported various degrees of correspondence between GWL-based GWS 

estimates and those from other methods. 

The GRACE space gravity mission (2002 – 2017), and now its Follow-On mission 

(GRACE – FO, 2018 – onward) (Mehrnegar et al. 2020) records with earth mass 

variation which is translated into estimates of total water storage (TWS) changes 

measured as an Equivalent Water Height (EWH) (Tregoning et al. 2012). GWS 

changes are then estimated by deducting surface water, soil moisture, and 

biomass components from the TWS changes (Mehrnegar et al. 2020; Tregoning et 

al. 2012). The reliability and accuracy of the GWS derived from this approach 

depends upon the accuracy of the GRACE-derived TWS estimates and the 

estimates of the other components (Tregoning et al. 2012). Errors in GWS 

estimates derived from this process will be the summation of the errors in the 

GRACE TWS changes, and the modelled storage changes of the other TWS 

components (e.g., soil moisture values and surface water) (Tregoning et al. 2012). 

GRACE-derived GWS estimates and modelled GWS estimates are often 

compared with GWL-derived GWS estimates to check for reliability and accuracy.  

The estimation of reliable GWS changes from discrete GWLs in monitoring bores 

requires that the GWLs must be representative of the groundwater changes at the 

study area and the specific yield (or storage coefficient) must be known accurately 

to convert the GWLs to groundwater volumes (Tregoning et al. 2012). These 

requirements are vital for the development of new non-GWLs methods to obtain 

accurate GWS estimates. 

Despite the increasing number of recent publications on quantifying GWS 

changes, studies that develop methodology frameworks for obtaining estimates of 

an area’s GWS changes with negligible, or at least well constrained, errors are 

lacking. I argue here that the goal of obtaining estimates of GWS changes with 
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negligible or better constrained errors can be met by first building more 

understanding on how the uncertainties in the estimations of GWS changes 

obtained from the different estimation methods are controlled by hydrogeological 

factors. It should be noted that the absolute value of GWS is essentially 

unconstrained, hence GWS change is the variable of concern. 

The case of GWS changes estimation based on GWL measurements is the most 

fundamental, and hence the focus of this thesis, because it advances opportunities 

to (i) obtain important insights on the spatiotemporal behaviour of GWS under the 

control of different hydrogeological factors, (ii) put existing invaluable GWL data 

sets into sustained hydrogeological use (Rau et al. 2020), and (iii) reliably validate 

the accuracy of estimates of GWS derived from modelling and remotely sensed 

data (McGuire 2017). Thus, this research focuses on understanding how the 

uncertainties in the GWS changes obtained from GWL changes are controlled by 

hydrogeological factors. Once this understanding is built, it becomes possible to 

identify a monitoring network arrangement and density that will produce estimates 

of GWS changes having insignificant representativeness and commensurability 

error for a certain study area. 

1.2 Problem Description: Errors in the estimation of GWS changes from GWLs  

The estimations of GWS changes through computations based on GWL changes 

is a fundamental hydrogeological practice (Brassington 2017; Rau et al. 2020). 

GWL can be intermittently or continuously measured by recording water levels in 

wells, boreholes, and piezometers. These length measurements are recorded 

relative to ground surface, a standardized measuring point or to a geodetically 

selected datum (usually, mean sea level). Intermittent, manual measures are 

commonly made with the aid of dip-meters (‘dippers’) (Freeman et al. 2004) while 

continuous, automatic measures are commonly made using datalogger systems. 

For manual reading, the probe of the dipper is lowered into the hole until it 

contacts the groundwater and makes the buzzing sound – then, the reading is 

noted. For continuous measurements, pressure transducers are permanently 

installed in a borehole or piezometer (Figure 1.2) and combined with a data logger 
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to electronically record the data (Freeman et al. 2004). As a good practice, 

continuous readings are regularly certified by taking occasional dipper readings. 

Full accounts of methods and procedures for both manual and automatic 

measurements are presented by a few literatures e.g., (Dalton et al. 2007; 

Brassington 2017; Rau et al. 2019).  

 
Figure 1:2. Schematic set-up of submersible transducer for continuous groundwater level 
measurements in an observation well. Source: Freeman et al. (2004). 

To ensure the acquisition of quality GWL data, desk study and reconnaissance 

field surveys are needed to: (I) identify important site features and conditions - 

locations, relief, topography, vegetation and land-use types, active and inactive 

wells, and surface water bodies present; (II) understand the site geology and 

hydrogeology; and (III) ascertain the ranges of the study site’s hydraulic 
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parameters. Depending on the size of the site and objectives of the study, the 

number of observation points per unit study area and the number of readings per 

unit time are subject to logistics, costs for wells development and maintenance, 

professional judgement, and scientific justifications.  

 
Figure 1:3. Schematic of the two research problems identified and addressed in this thesis. (A) The 
representativeness problem wherein the hydrogeological conditions under which the measured 
h(xi, t) is dominated by water-table fluctuations (WTF) or by water-loading effect (WLE), or by 
neither is sought. If ℎ(𝑥𝑖 , 𝑡) is dominated by WTF, then groundwater storage change at the water-
table is measured; if ℎ(𝑥𝑖 , 𝑡) is dominated by WLE, then total water storage change at the aquifer 
top-boundary is measured; else, neither is adequately measured. (B) The commensurability 
problem wherein understanding how hydrogeological factors control the commensurability error 
(𝜀𝑐 ) in using 𝐺𝑊𝑆𝐴(𝑡) to indicate 𝐺𝑊𝑆𝑇(𝑡) is sought. Note that it is taken that all ℎ(𝑥𝑖 , 𝑡) for the 
commensurability problem are dominated by WTF.  The dot circles illustrate locations of 
observation wells which measure GWLs. 
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Fundamentally, GWS changes are linked directly to the rise and decline in GWL at 

monitoring points (Freeze and Cherry 1979). A rise in observed GWL is assumed 

to be a positive GWS change while a decline in observed GWL means a negative 

GWS change. The estimation of GWS change using GWL data requires that the 

field values of aquifer storage coefficients, S [-], are known or can be estimated 

reliably (Brassington 2017). The storage coefficient equals the specific yield of 

unconfined aquifers but equals the product of specific storage and the thickness of 

confined aquifers.  

With the measurements of GWLi [L], and Si [-], GWST [L] is computed as given by 

Equation 1.1 (Figure 1.3). In this thesis, I employ the convention of expressing 

GWS in Water Thickness Equivalent, WTE [L] (Equation 1.1). However, it is also 

conventional to express GWST in volume unit [L3] by multiplying the estimate in 

WTE by the area, A [L2], of the porous medium.  

𝐺𝑊𝑆𝑇(𝑡) = ∫𝑆𝑖 ∙ 𝐺𝑊𝐿𝑖(𝑡) 𝜕𝐴(1.1) 

Depending on the spatial footprint of the observation point, GWLi is essentially a 

point value (Figure 1.3). This reality introduces two problems for the estimation of 

GWST based on Equation (1.1).  

1.2.1 The representativeness problem 

The first problem, termed the “representativeness” problem in this thesis, stems 

from the fact that a given hydraulic head measurement in an aquifer can be 

influenced by many factors aside from GWS. In this thesis, a given hydraulic head 

measurement is said to be representative of GWS if it is dominated by water-table 

fluctuations. Otherwise, it is not representative of GWS. 

Head variations can be caused by GWS due to the transient balance of aquifer 

recharge and discharge, barometric pressure changes (Freeze and Cherry 1979), 

Van der Kamp and Maathuis (1991), tidal effects (Wang and Davis 1996; Trefry 

and Bekele 2004; Guo et al. 2010; Acworth et al. 2016; Rau et al. 2018; Rau et al. 
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2022), and water-loading effects (Freeze and Cherry 1979; Wang 2000; 

Anochikwa et al. 2012).  

In addition to the various highlighted influences, GWLs recorded by a groundwater 

observation well will also be subject to at least two other factors which may impact 

the accuracy and meaning of the measurement. For example, where the length of 

the screen is longer than about 3m (Annable 2005), the response zone is prone to 

exaggerated vertical flows into the wells caused by naturally occurring vertical 

hydraulic gradients (Dumble et al. 2006). Secondly, the influence of well storage 

and skin effects serve to reduce flow to the observation well (Shandilya et al. 

2022). Skin effects describe the situation whereby drilling mud intrude into aquifer 

materials around observation wells and change the porosity and permeability of 

the media surrounding well screens (Chen and Chang, 2002; Hurst et al. 1969; Li 

et al. 2019;). However, in this PhD research, the observation wells are assumed to 

have short screens and the influence of well storage and skin effect are assumed 

to be negligible, hence the two influences are not investigated in this work. 

GWLs respond inversely to barometric pressure changes in confined aquifers, 

while they maintain a direct relationship with water-loading effects. Unlike for other 

factors, the contributions of water-loading effects may compound a recorded GWLi 

change (ΔGWLi) to the extent that attributing the ΔGWLi to only GWS changes 

(ΔGWS) may be grossly inaccurate. Water-loading, which is an example of 

mechanical loading (Van der Kamp and Maathuis 1991; van der Kamp and 

Schmidt 1997; Wang 2000; Neuzil 2003; Bardsley and Campbell 2007; Anochikwa 

et al. 2012) is the sum of soil moisture, surface water and snow stocks which is 

stored at the top boundary of a groundwater system (Figure 1.3a).  

Hence, under certain hydrogeological conditions, GWL measurements which 

reflect the head in the aquifer at a certain depth (curve h(z, t) in Figure 1.3a, and 

the ‘Groundwater pressure’ curve in Figure 1.4) may not necessarily be reflective 

of the water-table fluctuation, WTF (curve hw(z, t) in Figure 1.3a, and the 

‘Background’ curve in Figure 1.4). In those instances, the GWL measurements 
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may reflect water-loading effect (curve hL(z, t) in Figure 1.3a, and the ‘Net moisture 

balance’ curve in Figure 1.4). At present there is no standard approach for 

checking how representative head measurements are of WTF.  

 
Figure 1:4. Illustrations of hydraulic heads due to water loading (Net moisture balance), water-table 
fluctuations (Background) and total observed hydraulic head (Groundwater pressure). Source: Barr et al. 
(2000). 

The use of GWLs in hydrogeology is crucial for many other applications beyond 

estimations of water storage changes (e.g., Chen et al 2016b). For example, 

GWLs are used for inferring groundwater flow directions and rates (Liang et al. 

(2015), deriving conceptual models of groundwater recharge (Zarate et al. 2021), 

calculating recharge from WTFs (e.g., (Sharda et al. 2006; Cuthbert 2010; 

Cuthbert et al. 2010)), inferring hydraulic parameters (Allen et al. 1997; Szilagyi et 

al. 1998), monitoring abstraction impacts (Wada et al. 2010; Döll et al. 2012; 

Scanlon et al. 2012a; Wada et al. 2014), modelling of hydrological systems for 

management, conceptual and technical purposes (e.g., (Miguez-Macho et al. 

2007; de Graaf et al. 2017), studying the sensitivity of groundwater to climate 

changes and vice versa (Taylor et al. 2012; Meixner et al. 2016; Abdelmohsen et 

al. 2019; Cuthbert et al. 2019a), modelling and investigating the fate and transport 
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of groundwater contaminants (Messier et al. 2015); and understanding the controls 

on groundwater resilience (Cuthbert et al. 2019b). 

In summary, more research is needed on the question of what GWL 

measurements actually represent at any given monitoring location with respect to 

the dominance of water table or loading effects. Therefore, this study offers 

important guidance for informing the correct interpretation to attach to observations 

of GWL for particular hydrogeological conditions.  

1.2.2 The commensurability problem 

The second problem, termed the “commensurability” problem in this thesis, arises 

from the errors inherent in the approximation implemented to estimate GWST in 

Equation (1.1), via the aggregation of point based GWLi (GWSA) over study areas. 

Commensurability error sometimes also called representativeness error (Kitchen 

and Blackall 1992; Bloschl and Sivapalan 1995; Beven 2000; Tustison et al. 2001; 

Chen et al. 2016; Rajabi et al. 2018; Gleeson et al. 2021), or spatial sampling error 

(Bierkens and Wada 2019) occurs where the aggregation of many observed GWS 

time series on some smaller spatial scale is compared to a single output or 

observation representing a larger spatial scale. 

The aggregation is necessary because GWLi observation points are not spatially 

continuous. Also, GWLi recorded at a measuring point may differ from point to 

point in the study area of interest due to the different subsurface hydrogeologic 

parameters and processes at the different observation points (Swenson et al. 

2008). The aggregation can be achieved using many different approaches 

depending on the number and distribution of observation points at the study area 

as well as the size of the study area and the purpose of the investigation.  

For example, Tregoning et al. (2012) compared Australia’s ∆GWSA estimates 

obtained using GRACE data to ∆GWSA estimates derived from the computations 

based on ∆GWL by the following steps. The steps included division of the study 

area to grid cells; collation of the GWL time-series at each grid cell; trend removal 

and normalization of the time-series; arithmetic averaging of the time-series per 
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cell; adding back the removed trend; and conversion to WTE. The key step is the 

arithmetic averaging done to obtain the representative GWL time series which was 

compared to GRACE-derived ∆GWS on the assumption that the storage 

coefficient is homogeneous. Several other studies e.g., (Swenson and Wahr 2006; 

Yeh et al. 2006; Strassberg et al. 2007; Swenson et al. 2008; Strassberg et al. 

2009; Frappart et al. 2011; Huang et al. 2015; Huang et al. 2016; Bhanja et al. 

2018) simply used the arithmetic average of available point ∆GWLs to estimate the 

larger scale ∆GWS. Studies such as (Rodell et al. 2006; Sun et al. 2010; Abou 

Zaki et al. 2018) applied area-weighted averaging of available point ∆GWS.  

Such averaging approaches invariably introduce uncertainties in the ∆GWS 

estimate. The representativeness or otherwise of storage coefficient values, S, 

used is yet another problem (Shamsudduha et al. 2012), but is outside the scope 

of this thesis. Assuming that good instrumentation and meticulous data collection 

make measurement error in GWLi to be negligible and if the study area has well-

quantified storage coefficient value(s), then the overall uncertainty in a computed 

∆GWS would be due to only the commensurability error (Tustison et al. 2001; 

Tregoning et al. 2012) provided none of the GWLi is dominated by water-loading 

effects. At present, the hydrogeological controls on this commensurability error 

have not been comprehensively assessed (Gleeson et al. 2021) and are not even 

acknowledged in many papers on the estimation of GWS changes from GWL.  

In this thesis, commensurability error, 𝜀𝑐 , is defined as the root mean square error 

between GWST and GWSA relative to the absolute magnitude of GWST (Equation 

1.2). 

𝜀𝑐 =

√ 1
𝑛𝑡

∫ (𝐺𝑊𝐴𝑇(𝑡) − 𝐺𝑊𝐴𝐴(𝑡))2 𝑑𝑡
𝑛𝑡

𝑡=0

1
2

(max(𝐺𝑊𝐴𝑇(𝑡)) − min(𝐺𝑊𝐴𝑇(𝑡)))
(1.2) 

where ‘nt’ represents the number of observations within the study time period. 
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1.3 Aim and Objectives of the Research 

This PhD research therefore aims to improve our understanding of how 

hydrogeological factors control (a) how well ΔGWLi recorded at an observation 

point represent ΔGWSi, and (b) the commensurability error obtained when ΔGWSi 

recorded at several observation points are spatially aggregated to estimate the 

average ΔGWS of a study area.  

To meet the aims, the following objectives are formulated. 

Objective 1: To evaluate the hydrogeological conditions under which the 

groundwater level (GWLi) at a monitoring depth in an aquifer which is forced by 

combined spatially extensive large water-loading and water-table changes is 

dominated by water-table fluctuations (a measure of groundwater storage 

variations, GWS) or water-loading effects (a measure of total water storage 

variations, TWS) or a combination of both.  

This objective was addressed by developing a 1-D vertical conceptual model 

describing the processes governing GWL response to water-loading and water-

table changes. I then derived the necessary spatiotemporal analytical models for 

the GWL time series of different idealized domain types and forcing scenarios. I 

then analysed the derived solutions to establish the conditions under which either 

water-loading effects or water-table changes significantly dominate ∆GWL. I argue 

that the results from this investigation will help to determine when to ascribe ∆GWL 

to ∆GWS or ∆TWS (total water storage changes) or their fractions. 

Objective 2: To assess how hydrogeological factors influence the probability of 

insignificant commensurability error in the commonly implemented arithmetic 

averaging of GWSi. 

Objective 2 was addressed by developing an idealized 1-D analytical model to 

simulate the hydraulic head of simple horizontal groundwater flow systems under 

periodic forcing. I first derived the ‘true’ mean GWS time series by integrating the 

hydraulic head model over the length of the simulated domain and multiplying by 
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storage coefficient(s) (Equation 1.1). The ‘true’ mean GWS under several 

hydrogeological scenarios were then compared against the estimated GWS 

obtained by aggregation of sampled GWS. 

Objective 3: To assess how complex spatial heterogeneities control the probability 

of insignificant commensurability error in the commonly implemented arithmetic 

averaging of GWSi. 

To address Objective 3, I built an idealized 2-D numerical model to simulate 

groundwater flow systems characterized by heterogeneities. This is necessary to 

be able to understand how commensurability errors in the arithmetic average of 

GWS are controlled in more complex groundwater systems. After obtaining the 

‘true’ mean hydraulic head series by computing the arithmetic average of all nodal 

hydraulic heads, I then followed the same approach under objective 2 to complete 

the study.  

Objective 4: To investigate the performance of statistical interpolators in 

producing low commensurability error when these methods are used in the 

aggregation of GWSi.  

To address objective 4, I used the nodal GWS (from hydraulic heads) generated 

by the built numerical simulations. The work entailed using different randomly 

selected hydraulic heads for ‘N’ observation points to interpolate for the rest of the 

nodal points and obtaining the arithmetic averages of all the hydraulic heads ( i.e., 

the original and the interpolated ones). The interpolation was done with the 

application of ordinary kriging (OK), universal kriging (UK), and radial basis 

function (RBF) interpolators. I then obtained the 𝜀𝑐  based on Equation (1.2). The 

learning points from the results obtained were then highlighted.  

1.4 Structure of the rest of the Thesis 

The rest of this thesis is structured as follows. 
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Chapter 2, The Underpinning Conceptualizations and Theoretical Formulations of the 

two Research Problems, provides the conceptualization and theoretical framework on 

which the research problems rest. After introducing the chapter in section 2.1, the 

chapter proceeds by presenting the conceptual scenarios and theoretical formulations 

of the problems involved in (a) how to decipher whether ∆GWL represents ∆GWS or 

∆TWS (section 2.2), and (b) assessing the hydrogeological controls on the 

commensurability errors in the arithmetic average aggregation of ∆GWS (section 2.3). 

Chapter 3, Assessing the Hydrogeological Conditions Governing the 

Representativeness of Hydraulic Heads, presents and discusses the results of the 

analysis conducted on the 1-D vertical analytical model developed for the 

representativeness problem of section 2.2.  

Chapter 4, Assessing the Hydrogeological Controls on the Commensurability Error in 

Groundwater Storage: A 1-D Analytical Study, presents and discusses the results of the 

analysis conducted on the analytical model developed for the commensurability error 

problem of section 2.3.  

Chapter 5, Assessing the Hydrogeological Controls on the Commensurability Error in 

Groundwater Storage: A 2-D Numerical Study, extends the work of Chapter 4 by 

focusing on more complex heterogeneities which the analytical model of Chapter 4 

could not address. The chapter also presents the analysis of the performance of the 

ordinary kriging (OK), universal kriging (UK), and radial basis function (RBF) 

interpolators for estimating GWS time series (for a model domain of interest) which has 

insignificant commensurability error. 

Chapter 6, Conclusions and Outlook, summarises the major findings of this PhD 

research and presents prospects for further research. 
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Chapter 2 The Underpinning Conceptualizations and 

Theoretical Formulations of the two Research Problems 

2.1 Introduction 

In chapter 1, I highlight the two research problems this thesis focusses on. The 

problems entail a need to understand (I) the hydrogeological conditions controlling 

the relative dominance of water-loading effect and water-table changes in 

hydraulic head changes of poroelastic aquifers, i.e., the representativeness of a 

GWLi for deriving the GWSi at the observation point and (II) the hydrogeological 

controls on the commensurability error in the averaging of all available GWSi at the 

study domain. 

In this chapter, I present respective 1-D analytical models to help solve the two 

research problems. Despite their inherent simplifications of reality, poroelastic 

aquifers are essentially characterized by uniform areal mechanical-loading and 

negligible lateral strains (Woodman et al. 2019) thereby a 1-D vertical model is 

adequate for understanding the hydraulic head behaviour at a given depth in such 

aquifers. Similarly, under the Dupuit-Forchheimer assumptions, 1-D horizontal 

groundwater flow is a reasonable approximation of groundwater flow across the 

spatial extent of many large groundwater systems since horizontal gradients 

commonly dominate vertical gradients in such systems and horizontal hydraulic 

conductivity is usually orders of magnitude higher than vertical hydraulic 

conductivity.  

Furthermore, linear models have been shown to be accurate enough to model real 

mechanical loading systems (Wang and Davis 1996; Neuzil 2003; Trefry and 

Bekele 2004; Guo et al. 2010; Burgess et al. 2017; Woodman et al. 2019) as well 

as a range of real horizontal groundwater flow systems (Cuthbert 2010) hence the 

linear model conceptualization adopted in this work is considered adequate for the 

purpose here.  
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The process of developing analytical models requires that certain simplifying 

assumptions are made which may then limit the universal applicability of the 

developed models to more complex hydrogeological situations. However, these 

limitations are more than compensated for by the benefits of the insights that 

analytical models can give to the problems posed. Analytical models are powerful 

because they allow the development of direct mathematical analysis of the 

associated hydrogeological variables. Further, in comparison to more 

computationally demanding numerical modelling, analytical modelling enables 

unlimited sampling of relevant parameter spaces of the dependent variables rather 

than limited subsets of each of the parameter spaces (Cuthbert et al. 2019a). 

Hence, it is easy to generate intuitive understanding of how the behaviours of any 

groundwater systems being studied and their associated metrics are controlled by 

hydrogeological factors. Results generated are then readily extended to 

understanding the hydrogeological controls in real groundwater systems (Trefry 

and Bekele 2004; Liang and Zhang 2013; Houben et al. 2022).  

For each problem, I begin by discussing the conceptual models I adopt along with 

the governing processes and their associated assumptions (sub-sections 2.2.1 

and 2.3.1, respectively). Then, I highlight the theoretical framework underpinning 

the problems and present the models for the respective problem. Sub-section 

2.2.2 presents the theoretical framework and the models which I used to address 

the first, representativeness, research problem. Sub-section 2.3.2 presents the 

theory and the models I used to resolve the second, commensurability, research 

problem. The mathematical development of the computation of the 

commensurability error in the arithmetic averaging of the modelled groundwater 

storage (GWS) time series is presented in sub-section 2.3.3.  

 

2.2 The Response of Hydraulic Head to Water-Loading and Water-Table 

Changes 

2.2.1 Conceptualization of the representativeness problem 

 

A 1-D model of vertical groundwater flow in aquifers is built to address this 

research problem. The problem is conceptualized by assuming that the 
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groundwater medium of concern is laterally extensive and that the water-loading 

forcing is spatially uniform so that point based groundwater flow is predominantly 

vertical and the mechanical stress exerts vertical pressure (Van der Kamp and 

Maathuis 1991). It is also assumed that the poroelastic aquifer is spatially 

homogeneous and isotropic and the hydraulic properties are time-invariant. 

Further, the aquifer solid is assumed to be elastic. Negligible pneumatic effect of 

the capillary fringe on the water-table variation is assumed and the top boundary (z 

= 0, Figures 2.1 & 2.2) is assumed fixed. The well diameter is assumed to be small 

enough, and the effect of well bore storage is considered negligible so that there is 

negligible lag between aquifer response and well’s water response. i.e., h = GWL. 

 
Figure 2:1. Conceptual diagrams showing the idealized single-layer semi-infinite domain under (a) 
step-change forcing type, and (b) periodic forcing type. The schematics are for the ‘Share Water-
pool’ (‘SW’) loading scenario, i.e., for which 0 < 𝛼 < 1 where 𝛼 (Equation 2.8) represents the 
fractional amount of ∆TWS that reaches the saturated zone. 

The processes controlling hydraulic head, h, in aquifer domains (Figures 2.1 & 2.2) 

obeying the assumptions itemized above are well described in the literature. When 

forced by water-table and water-load changes, the head, h, at a piezometric point 

in an aquifer is governed by the following processes: (i) compression of the aquifer 

material caused by water-loading changes which results into instantaneous 

change in h that is equal in magnitude at all monitoring depths in the medium and 
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(ii) vertical upward drainage to the top boundary as a result of pressure 

imbalances within the aquifer and the top boundary.  

 
Figure 2:2. Conceptual diagram showing the idealized two-layer finite domain under periodic 
forcing ‘Share Water-pool’ (‘SW’) loading scenario, i.e., for which 0 < 𝛼 < 1 where 𝛼 (Equation 2.8) 
represents the fractional amount of ∆TWS that reaches the saturated zone. Note that the two-
layer domain becomes single-layer domain when the thickness, b, of the upper layer = 0. 

Mathematically, the compression and vertical drainage processes described above 

are governed by Equation (2.1) (e.g., (Van Der Kamp and Gale 1983; Timms and 

Acworth 2005; Anochikwa et al. 2012)):  

𝜕ℎ

𝜕𝑡
= 𝐷

𝜕2ℎ

𝜕𝑧2
+ 𝛾

𝜕𝜎

𝜕𝑡
(2.1) 

𝐷 =
𝐾𝑣

𝑆𝑠

(2.2) 

where h [L] is hydraulic head (assumed equivalent to GWL), t [T] is time, D [L2T-1] 

is the vertical hydraulic diffusivity defined by Equation 2.2, Kv [LT-1] is vertical 
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hydraulic conductivity, Ss [L
-1] is specific storage, z [L] represents monitoring depth  

from the top boundary, 𝛾 [-] is the loading efficiency of the aquifer material, and 𝜎 

[L] is the change in axial water-loading acting at the top boundary of the domain. 

The loading efficiency, 𝛾 (with value ranging from 0 to 1), describes the elastic 

behaviour of the aquifer material and it represents the proportion of load change 

that is borne by the pore water under ‘undrained’ conditions (Van Der Kamp and 

Gale 1983). 𝛾 also describes the partitioning of vertical elastic loads between the 

pore fluid and the aquifer material (Wang and Davis 1996). Complete 

mathematical description of 𝛾 in terms of how it relates to aquifer matrix 

compressibility and specific storage is contained in (Van Der Kamp and Gale 

1983); Timms and Acworth (2005); Bakker (2016); and Woodman et al. (2019).  

As clarified by Anochikwa et al. (2012), h is the sum of head, hW, due to water-

table changes and head, hL, due to the effect of changes in water-loading 

(Equation 2.3). 

ℎ(𝑧, 𝑡) = ℎ𝑊(𝑧, 𝑡) + ℎ𝐿(𝑧, 𝑡)(2.3) 

Substituting Equation (2.3) into Equation (2.1) gives 

𝜕(ℎ𝑊 +ℎ𝐿)

𝜕𝑡
= 𝐷 

𝜕2(ℎ𝑊 +ℎ𝐿)

𝜕𝑧2
+ 𝛾

𝑑𝜎(𝑡)

𝑑𝑡
(2.4) 

Equation (2.4) is decomposed into Equations (2.5) and (2.6) (Anochikwa et al. 

2012). 

𝜕ℎ𝑊

𝜕𝑡
= 𝐷 

𝜕2ℎ𝑊

𝜕𝑧2
(2.5) 

𝜕ℎ𝐿

𝜕𝑡
= 𝐷 

𝜕2ℎ𝐿

𝜕𝑧2
+ 𝛾

𝑑𝜎(𝑡)

𝑑𝑡
(2.6) 

Equation (2.5) describes the head due to water-table changes only while the head 

caused by water-loading effect only is described by Equation (2.6). Equation (2.5) 

is the usual transient flow equation used in hydrogeology; but it also obtains under 
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constant vertical stress (Wang 2000, pp. 119-120). The theory described by 

Equation (2.6) is supported by field observations reported by many studies e.g., 

Boutt (2010), and Burgess et al. (2017) which show that the water-loading effect is 

recorded in many aquifers in different parts of the world. 

My objective here is to find solutions to Equation (2.4) by solving Equations (2.5) 

and (2.6) as boundary value problems.  

In this study, two idealized (1- and two-layer) domain types are conceptualized 

(Figures 2.1 & 2.2). The single-layer domain comprises a semi-infinite domain 

(Figure 2.1a & b) and a finite domain which represents a special case of the two-

layer finite domain (Figure 2.2, i.e., when b = 0). I model the forcing as (I) a step-

change (Figure 2.1a), to assess hydraulic head at a given depth in the domain at 

any given time following a sudden episodic change in top-boundary water-loading 

(Roeloffs 1988) and water-table changes, and (II) a periodic change (Figure 2.2), 

to model the effect of recurrent, long-term water-loading and water-table 

variations. The chosen forcings are considered adequate because, in practice, 

hydrologic forcings can be short-lived like sudden episodic changes in TWS due to 

e.g., a one-time dam release (Boutt 2010) or long-term such as seasonally varying 

TWS (Van der Kamp and Maathuis 1991; Woodman et al. 2019).  

Further, I conceptualized that ∆TWS, σ (t), at the top boundary (z = 0) of the 

domain comprises two parts, σu (t) and σs (t) (Equation (2.7)):  

𝜎(𝑡) = 𝜎𝑢(𝑡) +𝜎𝑠(𝑡)(2.7) 

where σu (t) represents components of ∆TWS that is restricted to the unsaturated 

zone while σs (t) represents the component that reaches the saturated zone 

(Figures 2.1 & 2.2). Hence, Equation (2.7) can be re-written as: 

𝜎(𝑡) = (1 − 𝛼)𝜎(𝑡) + 𝛼𝜎(𝑡)(2.8) 

where 𝛼: 0 ≤ 𝛼 ≤ 1 represents the fractional amount of ∆TWS that reaches the 

saturated zone. Note that because of the negligible horizontal flow assumption, 
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𝜎𝑠(𝑡) = 𝛼𝜎(𝑡) equals ∆GWS. Therefore, 𝛼𝜎(𝑡) is equal to the product of specific 

yield, Sy [-], and the top boundary head change (i.e., WTF), h(0, t), (Equation 

(2.9)). Thus, Equation (2.8) gives Equation (2.10). 

𝛼𝜎(𝑡) = 𝑆𝑦ℎ(0, 𝑡)(2.9) 

𝜎(𝑡) = (1 − 𝛼)𝜎(𝑡) +𝑆𝑦ℎ(0, 𝑡)(2.10) 

The form of the range of values of 𝛼 implies that three water-loading cases can be 

discerned: (i) when 𝛼 is neither equal to zero nor 1 (i.e., 𝛼: 0 < 𝛼 < 1); (ii) when 𝛼 = 

1; and (iii) when 𝛼 = 0. I modelled the first case of 𝛼: 0 < 𝛼 < 1 under the name 

‘shared water-pool’ (‘SW’) scenario (Figures 2.1 & 2.2). The second case of 𝛼 = 1 

gives two possible scenarios. These two scenarios are tagged ‘inundation’ (‘IN’) 

and ‘water-table variations’ (‘WT’) scenarios (Table 2.1). In the ‘IN’ scenario, Sy 

(see Equation (2.10)) is mathematically assumed to be equal to 1, while Sy is << 1 

in the ‘WT’ scenario. The third case of 𝛼 = 0 is modelled as ‘load-only’ (‘LD’) 

scenario (Table 2.1). The ’IN’ scenario characterizes study areas (e.g., the Bengal 

Aquifer System) that often witness varying free water such as found in paddy 

fields, ponds, or floodwater inundation (Woodman et al. 2019) while the ’WT’ 

scenario occurs in aquifer systems where unconfined storage changes are 

induced by fluctuating water table, but effects of water-loading still occur (Van der 

Kamp and Maathuis, 1991; Woodman et al. 2019). Meanwhile, the ‘LD’ scenario 

describes the situations whereby varying free surface water stores occur above 

perched phreatic aquifers or thick confining layers which are hydraulically 

disconnected from the aquifer systems under study (Woodman et al. 2019).   

The ‘IN’, ‘WT’, and ‘LD’ scenarios are summarized in Table 2.1. Note that 

Equation (2.5) is not relevant under the ‘LD’ scenario since there is zero top-

boundary head fluctuation. Woodman et al. (2019) is credited for the ‘IN’, ‘WT’, 

and the ‘LD’ scenarios. It should be noted that a scenario called the ‘hydraulic-

only’ (‘HO’) also modelled by Woodman et al. (2019), is a special case of the ‘WT’ 

scenario whereby water-loading effect is zero. The ‘HO’ scenario, which occurs 

when Sy → 0, is not specifically modelled in this work. 
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Table 2:1. Description of the ‘inundation’, ‘water-table variation’, and ‘load-only’ water-loading 
scenarios. Each illustration diagram is for single-layer semi-infinite medium and periodic forcing. 

Loading 
scenario 

α [-] Sy [-] Illustration diagram Additional Notes 

Inundation 
(‘IN’) 

1 1 

 

The top boundary is 
the ground surface; 
the water-load 
change equals the 
concomitant head 
change at the top 
boundary.  

Water-table 
variation 

(‘WT’)  

1 Sy << 1 

 

The top boundary is 
the water-table; the 
water-load change 
equals the product of 
Sy and the head 
change at the top 
boundary.  

Load only 
(‘LD’) 

0 Sy << 1  

 

The top boundary is 
the water-table; head 
change at the water-
table equals zero.  
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2.2.2 The models of the hydraulic head at a monitoring depth  

Under each water-loading scenario (Figures 2.1 & 2.2, and Table 2.1), the 

solutions to Equations (2.5) & (2.6) for the hydraulic head in single-layer semi-

infinite, single-layer finite, and two-layer finite domain types are presented next. I 

first determined the solution for the ‘SW’ loading scenario (Figures 2.1 & 2.2) for 

each domain and forcing type. While I adapted existing solutions for the single-

layer, semi-infinite domain (see sub-sections 2.2.2.1 & 2.2.2.2), I derived the 

solutions for that of the single-layer, finite domain (see sub-section 2.2.2.2) and 

two-layer, finite domain (see sub-section 2.2.2.3) both under the periodic forcing 

type. By modifications of the solutions of the ‘SW’ scenario, I then obtained the 

solutions for the other water-loading scenarios (Table 2.1). 

2.2.2.1 Single-layer, semi-infinite domain (0 ≤ z < ∞) 

Episodic/Step-change forcing 

Subject to the initial and boundary conditions: 𝜎(𝑡 = 0) = 0; 𝜎(𝑡 > 0) = 𝜎; 

ℎ(0, 0) = 0; ℎ(0, 𝑡 > 0) = 𝐻0; and 
𝜕ℎ(∞,𝑡)

𝜕𝑧
→ 0, the solution to Equations (2.5) & 

(2.6) are, respectively, given by Equations (2.11) & (2.12) (Roeloffs 1988). 

ℎ𝑊(𝑧, 𝑡) = 𝐻0𝑒𝑟𝑓𝑐 (
𝑧

2√𝐷 × 𝑡
) (2.11) 

ℎ𝐿(𝑧, 𝑡) =
𝛾𝑆𝑦

𝛼
𝐻0 (1 − 𝑒𝑟𝑓𝑐 (

𝑧

2√𝐷 × 𝑡
))(2.12) 

Thus, the total hydraulic head at a given monitoring depth, h = hW + hL (Equation 

(2.3)) becomes: 

ℎ(𝑧, 𝑡) = 𝐻0 [
𝛾𝑆𝑦

𝛼
+ (1 −

𝛾𝑆𝑦

𝛼
) 𝑒𝑟𝑓𝑐 (

𝑧

√4𝐷𝑡
)](2.13) 
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Periodic forcing 

The solution for the periodic hydraulic heads, hW and hL, subject to: 𝜎(𝑡) =

𝑅𝑒(𝜎0𝑒
𝑗𝜔𝑡); ℎ(0, 𝑡) = 𝑅𝑒(𝐻0𝑒

𝑗𝜔𝑡); and 
𝜕ℎ(∞,𝑡)

𝜕𝑧
→ 0, are (Carslaw and Jaeger 1980; 

Bruggeman 1999; Wang 2000): 

ℎ𝑊(𝑧, 𝑡) = 𝑅𝑒 {𝐻0 [𝑒𝑥𝑝(−𝑧√
𝑗𝜔

𝐷
)𝑒𝑥𝑝(𝑗𝜔𝑡)]}(2.14) 

 

ℎ𝐿(𝑧, 𝑡) = 𝑅𝑒 {
𝛾𝑆𝑦

𝛼
𝐻0 [(1 − 𝑒𝑥𝑝 (−𝑧√

𝑗𝜔

𝐷
)) 𝑒𝑥𝑝(𝑗𝜔𝑡)]}(2.15) 

 

Hence, the total hydraulic head at a given monitoring depth gives: 

ℎ(𝑧, 𝑡) = 𝑅𝑒 {𝐻0 [
𝛾𝑆𝑦

𝛼
+ (1 −

𝛾𝑆𝑦

𝛼
) 𝑒𝑥𝑝 (−𝑧√

𝑗𝜔

𝐷
)] 𝑒𝑥𝑝(𝑗𝜔𝑡)}(2.16) 

Note that the boundary conditions under the periodic forcing are to ensure: (1) 

periodic water-table fluctuations (WTF) under zero vertical stress; and (2) ‘drained’ 

water table under periodic vertical stress.  

An inspection of Equations (2.11) & (2.14) shows that as z approaches infinity, hW 

tends to zero whereas as z approaches infinity, the magnitude (Equation (2.13)) or 

the amplitude of hL tends to 
𝛾𝑆𝑦

𝛼
𝐻0 (Equation (2.15)). These deductions imply that 

piezometric head due to water-table changes only may not be observed at deeper 

depths within the medium whereas piezometric head due to water-loading only will 

be observed at deeper depths. 
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2.2.2.2 Single-layer, finite domain 

Episodic/Step-change forcing 

Subject to the initial and boundary conditions: 𝜎(𝑡 = 0) = 0; 𝜎(𝑡 > 0) = 𝜎; 

ℎ(0, 0) = 0; ℎ(0, 𝑡 > 0) = 𝐻0; 
𝜕ℎ(𝐵,𝑡)

𝜕𝑧
→ 0, the solution to Equations (2.5) & (2.6) 

are, respectively, given by Equations (2.17) & (2.18) (Carslaw and Jaeger 1980; 

Bruggeman 1999). 

ℎ𝑊(𝑧, 𝑡) ≈ 𝐻0 [𝑒𝑟𝑓𝑐 (2√
𝐵2

4𝐷𝑡
− (

𝑧

𝐵
) √

𝐵2

4𝐷𝑡
) + 𝑒𝑟𝑓𝑐 ((

𝑧

𝐵
) √

𝐵2

4𝐷𝑡
)](2.17) 

ℎ𝐿(𝑧, 𝑡) ≈
𝛾𝑆𝑦

𝛼
𝐻0 {1

− [𝑒𝑟𝑓𝑐 (2√
𝐵2

4𝐷𝑡
− (

𝑧

𝐵
) √

𝐵2

4𝐷𝑡
) + 𝑒𝑟𝑓𝑐 ((

𝑧

𝐵
) √

𝐵2

4𝐷𝑡
)]}(2.18) 

Thus, the total head becomes: 

ℎ(𝑧, 𝑡) ≈ 𝐻0 [
𝛾𝑆𝑦

𝛼

+ (1 −
𝛾𝑆𝑦

𝛼
){𝑒𝑟𝑓𝑐(2√

𝐵2

4𝐷𝑡
−(

𝑧

𝐵
)√

𝐵2

4𝐷𝑡
)

+ 𝑒𝑟𝑓𝑐 ((
𝑧

𝐵
)√

𝐵2

4𝐷𝑡
)}](2.19) 

Periodic forcing 

I have derived the solutions for the periodic hydraulic heads, hW and hL, in respect 

of single-layer finite domain (when b = 0 in Figure 2.2) using Townley (1995)’s 
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framework under the conditions:𝜎(𝑡) = 𝑅𝑒(𝜎0𝑒
𝑗𝜔𝑡); ℎ(0, 𝑡) = 𝑅𝑒(𝐻0𝑒

𝑗𝜔𝑡); 


𝜕ℎ(𝐵,𝑡)

𝜕𝑧
→ 0. Again, these boundary conditions serve to ensure periodic WTF under 

zero vertical stress, and ‘drained’ water table under periodic vertical stress. The 

solutions are as follows: 

ℎ𝑊(𝑧, 𝑡) = 𝑅𝑒 {𝐻0 [cosh (√
2𝜋𝑗𝐵2

𝑃𝐷
(1

−
𝑧

𝐵
)) (cosh(√

2𝜋𝑗𝐵2

𝑃𝐷
))

−1

𝑒𝑗𝜔𝑡]}(2.20) 

 

 

ℎ𝐿(𝑧, 𝑡) = {
𝛾𝑆𝑦

𝛼
𝐻0 [1

− cosh (√
2𝜋𝑗𝐵2

𝑃𝐷
(1 − 

𝑧

𝐵
)) (cosh(√

2𝜋𝑗𝐵2

𝑃𝐷
))

−1

]𝑒𝑗𝜔𝑡}(2.21) 

 

Therefore, the total hydraulic head, h (= hW + hL), gives: 

 

ℎ(𝑧, 𝑡) = 𝑅𝑒{𝐻0 [
𝛾𝑆𝑦

𝛼

+ (1

−
𝛾𝑆𝑦

𝛼
) cosh(√

2𝜋𝑗𝐵2

𝑃𝐷
(1 −

𝑧

𝐵
))(cosh(√

2𝜋𝑗𝐵2

𝑃𝐷
))

−1

] 𝑒𝑗𝜔𝑡}(2.22) 

 

2.2.2.3 Two-layer, finite domain 

Aquifer media cannot always be effectively modelled as single-layer systems. 

Therefore, to guide proper analysis of the influence of water-loading on the 

hydraulic head at a monitoring depth, understanding the behaviour of hydraulic 

head in layered media is necessary.  
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To derive the solutions for the periodic heads hW and hL in respect of a multi-layer, 

finite domain the framework provided by Trefry (1999) is followed. By considering 

a system delineated into ‘i’ (‘i’ from 1 to n) layers, Equations (2.5) and (2.6) can be 

written, respectively, as: 

𝜕ℎ𝑊
𝑖

𝜕𝑡
= 𝐷𝑖  

𝜕2ℎ𝑊
𝑖

𝜕𝑧2
(2.23) 

𝜕ℎ𝐿
𝑖

𝜕𝑡
= 𝐷𝑖 

𝜕2ℎ𝐿
𝑖

𝜕𝑧2
+ 𝛾𝑖

𝑑𝜎(𝑡)

𝑑𝑡
(2.24) 

where Di is the hydraulic diffusivity of each layer. Given the conditions 𝜎(𝑡) =

𝑅𝑒(𝜎0𝑒
𝑗𝜔𝑡); 𝜎0 =

𝑆𝑦

𝛼
𝐻0; ℎ(0, 𝑡) = 𝑅𝑒(𝐻0𝑒

𝑗𝜔𝑡); 
𝜕ℎ(𝐵,𝑡)

𝜕𝑧
= 0, the general solutions of 

Equations (2.23) and (2.24) are respectively given by: 

ℎ𝑊
𝑖 = (𝑀1

𝑖 cosh𝑎𝑖 𝑧 + 𝑀2
𝑖 sinh𝑎𝑖 𝑧)𝑒𝑥𝑝(𝑗𝜔𝑡)(2.25) 

 

ℎ𝐿
𝑖 = (𝑁1

𝑖 cosh𝑎𝑖 𝑧 + 𝑁2
𝑖 sinh𝑎𝑖 𝑧 + 𝛾𝑖

𝑆𝑦

𝛼
𝐻0) 𝑒𝑥𝑝(𝑗𝜔𝑡)(2.26) 

where 𝑀1
𝑖 , 𝑀2

𝑖 , 𝑁1
𝑖, and 𝑁2

𝑖 are integration constants; and 𝑎𝑖 = √
2𝜋𝑗

𝑃𝐷i
. For a medium 

delineated into ‘n’ layers, there will be 2n of each of the constants. 

Large scale studies involving GWS estimation often model the groundwater 

systems as single-layer domains either with infinite thickness (e.g., (Fan et al. 

2013; Westerhoff et al. 2018)) or finite thickness (e.g., (de Graaf et al. 2015; 

Cuthbert et al. 2019a; Woodman et al. 2019), or as two-layer domains (e.g., (Black 

and Barker 2015; Reinecke et al. 2019b). single-layer domain conceptualization is 

reasonable when there is random vertical heterogeneity or when relatively thin 

distinct discontinuities are suspected within the aquifer medium. Otherwise, a 

simple two-layer domain conceptualization may be preferred, especially for large-

scale hydrological modelling purposes. The two-layer domain from the static water 

table downwards can be seen as a single aquifer system divided into two 

homogeneous layers with each layer having unique hydraulic properties. A two-
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layer domain is also akin to a system whereby a confining layer overlies a confined 

aquifer. Here, I consider the two-layer domain, delineated into two homogeneous 

layers each with its own distinct hydraulic properties and thickness (Figure 2.2), as 

the simplest multi-layer medium. In such a case, Equations (2.27), (2.28), & (2.29) 

apply: 
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ℎ𝑊(𝑧, 𝑡) = 𝑒𝑥𝑝(𝑗𝜔𝑡) {
𝑀1

1 cosh𝑎1 𝑧 + 𝑀2
1 sinh𝑎1 𝑧𝑓𝑜𝑟0 ≤ 𝑧 ≤ 𝑏

𝑀1
2 cosh𝑎2 𝑧 + 𝑀2

2 sinh𝑎2 𝑧𝑓𝑜𝑟𝑏 ≤ 𝑧 ≤ 𝐵
(2.27) 

 

ℎ𝐿(𝑧) = 𝑒𝑥𝑝(𝑗𝜔𝑡){
𝑁1

1 cosh𝑎1 𝑧 + 𝑁2
1 sinh𝑎1 𝑧 +𝛾𝑖

𝑆𝑦

𝛼
𝐻0𝑓𝑜𝑟0 ≤ 𝑧 ≤ 𝑏

𝑁1
2 cosh𝑎2 𝑧 +𝑁2

2 sinh𝑎2 𝑧 + 𝛾𝑖

𝑆𝑦

𝛼
𝐻0𝑓𝑜𝑟𝑏 ≤ 𝑧 ≤ 𝐵

(2.28) 

 

ℎ(𝑧, 𝑡) = [
𝑀1

1 cosh𝑎1 𝑧 + 𝑀2
1 sinh𝑎1 𝑧 + 𝑁1

1 cosh𝑎1 𝑧 + 𝑁2
1 sinh𝑎1 𝑧 +𝛾1

𝑆𝑦

𝛼
𝐻0:0 ≤ 𝑧 ≤ 𝑏

𝑀1
2 cosh𝑎2 𝑧 + 𝑀2

2 sinh𝑎2 𝑧 + 𝑁1
2 cosh𝑎2 𝑧 + 𝑁2

2 sinh𝑎2 𝑧 +𝛾2

𝑆𝑦

𝛼
𝐻0:𝑏 ≤ 𝑧 ≤ 𝐵

] 𝑒𝑗𝜔𝑡 (2.29) 

 

After solving the algebraic equations obtained from imposing the boundary: ℎ(0, 𝑡) = 𝐻0𝑒
𝑗𝜔𝑡; and 

𝜕ℎ(𝐵,𝑡)

𝜕𝑧
= 0 and the 

continuity conditions: ℎ1(𝑏, 𝑡) =  ℎ2(𝑏, 𝑡); and 
𝜕ℎ1(𝑏,𝑡)

𝜕𝑧
= 

𝜕ℎ2(𝑏,𝑡)

𝜕𝑧
 on Equation (2.29), the integration constants 𝑀1

1, 𝑀2
1, 

𝑀1
2, 𝑀2

2, 𝑁1
1, 𝑁2

1, 𝑁1
2, and 𝑁2

2are found as follows (Appendix A): 

(

 
 

𝑀1
1

𝑀2
1

𝑀1
2

𝑀2
2
)

 
 

=

(

 
 
 
 
 
 

𝐻0

𝐻0[𝑎1𝐾1cosh(𝑎2(𝐵 − 𝑏)) sinh(𝑎1𝑏) − 𝑎2𝐾2 sinh(𝑎2(𝐵 − 𝑏)) cosh(𝑎1𝑏)]

𝑎2𝐾2 sinh(𝑎1𝑏) sinh(𝑎2(𝐵 − 𝑏)) − 𝑎1𝐾1 cosh(𝑎1𝑏) cosh(𝑎2(𝐵 − 𝑏))

−𝑎1𝐾1𝐻0 cosh(𝑎2𝐵)

𝑎2𝐾2 sinh(𝑎1𝑏) sinh(𝑎2(𝐵 − 𝑏)) − 𝑎1𝐾1 cosh(𝑎1𝑏) cosh(𝑎2(𝐵 − 𝑏))

𝑎1𝐾1𝐻0 sinh(𝑎2𝐵)

𝑎2𝐾2 sinh(𝑎1𝑏) sinh(𝑎2(𝐵 − 𝑏)) − 𝑎1𝐾1 cosh(𝑎1𝑏) cosh(𝑎2(𝐵 − 𝑏)) )

 
 
 
 
 
 

 (2.30) 
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(

 
 

𝑁1
1

𝑁2
1

𝑁1
2

𝑁2
2
)

 
 

=

(

 
 
 
 
 
 
 
 
 

−𝛾1

𝑆𝑦

𝛼
𝐻0

𝑆𝑦

𝛼
𝐻0[𝛾1𝑎1𝐾1 cosh(𝑎2(𝐵 − 𝑏)) sinh(𝑎1𝑏) + 𝑎2𝐾2 sinh(𝑎2(𝐵 − 𝑏))[𝛾1 +(𝛾2 − 𝛾1) cosh(𝑎1𝑏)]]

𝑎1𝐾1 cosh(𝑎1𝑏) cosh(𝑎2(𝐵 − 𝑏)) + 𝑎2𝐾2 sinh(𝑎1𝑏) sinh(𝑎2(𝐵 − 𝑏))


−𝑎1𝐾1

𝑆𝑦

𝛼
𝐻0 cosh(𝑎2𝐵) [𝛾1 +(𝛾2 − 𝛾1) cosh(𝑎1𝑏)]

𝑎1𝐾1 cosh(𝑎1𝑏) cosh(𝑎2(𝐵 − 𝑏)) + 𝑎2𝐾2 sinh(𝑎1𝑏) sinh(𝑎2(𝐵 − 𝑏))

𝑎1𝐾1

𝑆𝑦

𝛼
𝐻0 sinh(𝑎2𝐵) [𝛾1 +(𝛾2 − 𝛾1) cosh(𝑎1𝑏)]

𝑎1𝐾1 cosh(𝑎1𝑏) cosh(𝑎2(𝐵 − 𝑏)) + 𝑎2𝐾2 sinh(𝑎1𝑏) sinh(𝑎2(𝐵 − 𝑏)) )

 
 
 
 
 
 
 
 
 

(2.31) 

where 𝑎1 = √
2𝜋𝑗

𝑃𝐷1
 and 𝑎2 = √

2𝜋𝑗

𝑃𝐷2
. The thickness of the upper layer is b m, while the thickness of the composite 

medium is B m, implying that the thickness of the lower layer is (B – b) m. K1 and K2 represent the vertical hydraulic 

conductivity (in m/d) of upper and lower layers, respectively. 

Note that Equation (2.29) yields Equation (2.22) of the single-layer domain for which K1 = K2 = K, a1 = a2 = a, b = 0, 

and 𝛾1 =𝛾2 = 𝛾. In this case, the constants will be 𝑀1
1 =𝑀1

2 =𝐻0, 𝑀2
1 = 𝑀2

2 = −𝐻0
sinh(𝑎𝐵)

cosh(𝑎𝐵)
, 𝑁1

1 =𝑁1
2 =−𝛾

𝑆𝑦

𝛼
𝐻0, 

𝑁2
1 = 𝑁2

2 = 𝛾
𝑆𝑦

𝛼
𝐻0

sinh(𝑎𝐵)

cosh(𝑎𝐵)
, giving Equation (2.22) accordingly. 
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2.2.3 Summary of the models  

For ease of reference, the full solutions along with their boundary conditions for the 

hydraulic head based on the idealized scenarios highlighted in section 2.2.1 are 

summarized in Table 2.2. Note that I used the characteristic values of parameters 

𝛼 and 𝑆𝑦 (Table 2.1) to modify Equations (2.13), (2.16), (2.19), (2.22), and (2.29) 

to obtain the respective solution of each of the other water-loading scenarios.  
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Table 2:2. Table 2.2: Analytical solution of the hydraulic head at a monitoring depth, z, in the conceptualized aquifer medium. 
D

o
m

ai
n

 
Ty

p
e

 

Sc
e

n
ar

io
 

Solutions 

Step-change Forcing 

Si
n

gl
e

 la
ye

r,
 s

e
m

i-
In

fi
n

it
e

 D
o

m
ai

n
 SW 

ℎ(𝑧, 𝑡) = 𝐻0 [
𝛾𝑆𝑦

𝛼
+ (1 −

𝛾𝑆𝑦

𝛼
) 𝑒𝑟𝑓𝑐 (

𝑧

√4𝐷𝑡
)](𝑆1) 

Given that: 𝜎(𝑡 = 0) = 0; 𝜎(𝑡 > 0) = 𝜎; ℎ(0, 0) = 0; ℎ(0, 𝑡 > 0) = 𝐻0; 
𝜕ℎ(∞,𝑡)

𝜕𝑧
→ 0.  

IN ℎ(𝑧, 𝑡) = 𝐻0 [𝛾 + (1 − 𝛾)𝑒𝑟𝑓𝑐 (
𝑧

√4𝐷𝑡
)](𝑆2) 

Same as (S1), but with α = 1, and Sy = 1. 

WT ℎ(𝑧, 𝑡) = [𝛾𝑆𝑦 + (1 − 𝛾𝑆𝑦)𝑒𝑟𝑓𝑐 (
𝑧

√4𝐷𝑡
)] (𝑆3) 

Same as (S1), but with α = 1, and 𝑆𝑦: 0 <  𝑆𝑦 ≪ 1. 

LD 
ℎ(𝑧, 𝑡) = 𝛾𝜎 (1 − 𝑒𝑟𝑓𝑐 (

𝑧

√4𝐷𝑡
))(𝑆4) 

When α = 0, (S4) applies. 

Si
n

gl
e

 la
ye

r,
 f

in
it

e
 D

o
m

a
in

 SW 

ℎ(𝑧, 𝑡) ≈ 𝐻0 [
𝛾𝑆𝑦

𝛼
+ (1 −

𝛾𝑆𝑦

𝛼
) {𝑒𝑟𝑓𝑐 (2√

𝐵2

4𝐷𝑡
−(

𝑧

𝐵
)√

𝐵2

4𝐷𝑡
) + 𝑒𝑟𝑓𝑐 ((

𝑧

𝐵
)√

𝐵2

4𝐷𝑡
)}] (𝑆5) 

Given that: 𝜎(𝑡 = 0) = 0; 𝜎(𝑡 > 0) = 𝜎; ℎ(0, 0) = 0; ℎ(0, 𝑡 > 0) = 𝐻0; 
𝜕ℎ(𝐵,𝑡)

𝜕𝑧
→ 0. 

IN 

ℎ(𝑧, 𝑡) ≈ 𝐻0 [𝛾 + (1 − 𝛾){𝑒𝑟𝑓𝑐 (2√
𝐵2

4𝐷𝑡
− (

𝑧

𝐵
) √

𝐵2

4𝐷𝑡
) + 𝑒𝑟𝑓𝑐 ((

𝑧

𝐵
) √

𝐵2

4𝐷𝑡
)}](𝑆6) 

Same as (S5), but with α = 1, and Sy = 1. 
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WT 

ℎ(𝑧, 𝑡) ≈ 𝐻0 [𝛾𝑆𝑦 + (1 − 𝛾𝑆𝑦) {𝑒𝑟𝑓𝑐 (2√
𝐵2

4𝐷𝑡
−(

𝑧

𝐵
)√

𝐵2

4𝐷𝑡
) + 𝑒𝑟𝑓𝑐 ((

𝑧

𝐵
)√

𝐵2

4𝐷𝑡
)}] (𝑆7) 

Same as (S5), but with α = 1, and 𝑆𝑦: 0 <  𝑆𝑦 ≪ 1. 

LD 

ℎ(𝑧, 𝑡) ≈ 𝛾𝜎 [1 − 𝑒𝑟𝑓𝑐 (2√
𝐵2

4𝐷𝑡
− (

𝑧

𝐵
) √

𝐵2

4𝐷𝑡
) − 𝑒𝑟𝑓𝑐 ((

𝑧

𝐵
) √

𝐵2

4𝐷𝑡
)](𝑆8) 

When α = 0, (S8) applies. 

Periodic Forcing 

Si
n

gl
e

 la
ye

r,
 s

e
m

i-
In

fi
n

it
e

 D
o

m
ai

n
 

SW 

ℎ(𝑧, 𝑡) = 𝑅𝑒 {𝐻0 [
𝛾𝑆𝑦

𝛼
+ (1 −

𝛾𝑆𝑦

𝛼
) 𝑒𝑥𝑝 (−𝑧√

𝑗𝜔

𝐷
)] 𝑒𝑗𝜔𝑡}(𝑆9) 

Given that: 𝜎(𝑡) = 𝑅𝑒(𝜎0𝑒
𝑗𝜔𝑡); ℎ(0, 𝑡) = 𝑅𝑒(𝐻0𝑒

𝑗𝜔𝑡); 
𝜕ℎ(∞,𝑡)

𝜕𝑧
→ 0.  

IN 

ℎ(𝑧, 𝑡) = 𝑅𝑒 {𝐻0 [𝛾 + (1 − 𝛾)𝑒𝑥𝑝 (−𝑧√
𝑗𝜔

𝐷
)] 𝑒𝑗𝜔𝑡}(𝑆10) 

Same as (S9), but with α = 1, and Sy = 1. 

WT 

ℎ(𝑧, 𝑡) = 𝑅𝑒 {𝐻0 [𝛾𝑆𝑦 + (1 − 𝛾𝑆𝑦)𝑒𝑥𝑝 (−𝑧√
𝑗𝜔

𝐷
)] 𝑒𝑗𝜔𝑡}(𝑆11) 

Same as (S9), but with α = 1, and 𝑆𝑦: 0 <  𝑆𝑦 ≪ 1. 

LD 

ℎ(𝑧, 𝑡) = 𝑅𝑒 {𝛾𝜎0 (1 − 𝑒𝑥𝑝 (−𝑧√
𝑗𝜔

𝐷
)) 𝑒𝑗𝜔𝑡}(𝑆12) 

(S12) applies when α = 0. 
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Si
n

gl
e

 la
ye

r,
 f

in
it

e
 D

o
m

a
in

 
SW 

ℎ(𝑧, 𝑡) = 𝑅𝑒 {𝐻0 [
𝛾𝑆𝑦

𝛼

+ (1 −
𝛾𝑆𝑦

𝛼
) cosh (√

2𝜋𝑗𝐵2

𝑃𝐷
(1 −

𝑧

𝐵
)) (cosh (√

2𝜋𝑗𝐵2

𝑃𝐷
))

−1

] 𝑒𝑗𝜔𝑡}(𝑆13) 

Given that: 𝜎(𝑡) = 𝑅𝑒(𝜎0𝑒
𝑗𝜔𝑡); ℎ(0, 𝑡) = 𝑅𝑒(𝐻0𝑒

𝑗𝜔𝑡); 
𝜕ℎ(𝐵,𝑡)

𝜕𝑧
→ 0. 

IN 

ℎ(𝑧, 𝑡) = 𝑅𝑒 {𝐻0 [𝛾 + (1 − 𝛾) cosh (√
2𝜋𝑗𝐵2

𝑃𝐷
(1 −

𝑧

𝐵
)) (cosh (√

2𝜋𝑗𝐵2

𝑃𝐷
))

−1

] 𝑒𝑗𝜔𝑡}(𝑆14) 

Same as (S13), but with α = 1, and Sy = 1. 

WT 

ℎ(𝑧, 𝑡) = 𝑅𝑒 {𝐻0 [𝛾𝑆𝑦 + (1 − 𝛾𝑆𝑦) cosh (√
2𝜋𝑗𝐵2

𝑃𝐷
(1 − 

𝑧

𝐵
)) (cosh(√

2𝜋𝑗𝐵2

𝑃𝐷
))

−1

] 𝑒𝑗𝜔𝑡}(𝑆15) 

Same as (S13), but with α = 1, and 𝑆𝑦: 0 <  𝑆𝑦 ≪ 1. 

LD 

ℎ(𝑧, 𝑡) = 𝑅𝑒 {𝛾𝜎0 [1 − cosh (√
2𝜋𝑗𝐵2

𝑃𝐷
(1 − 

𝑧

𝐵
)) (cosh(√

2𝜋𝑗𝐵2

𝑃𝐷
))

−1

] 𝑒𝑗𝜔𝑡 }(𝑆16) 

(S16) applies when α = 0. 

2
- 

La
ye

r 
D

o
m

ai
n

 

SW ℎ(𝑧, 𝑡)

= 𝑅𝑒 {[
𝑀1

1 cosh𝑎1 𝑧 + 𝑀2
1 sinh𝑎1 𝑧 + 𝑁1

1 cosh𝑎1 𝑧 +𝑁2
1 sinh𝑎1 𝑧 + 𝛾1

𝑆𝑦

𝛼
𝐻0:0 ≤ 𝑧 ≤ 𝑏

𝑀1
2 cosh𝑎2 𝑧 + 𝑀2

2 sinh𝑎2 𝑧 + 𝑁1
2 cosh𝑎2 𝑧 +𝑁2

2 sinh𝑎2 𝑧 + 𝛾2

𝑆𝑦

𝛼
𝐻0:𝑏 ≤ 𝑧 ≤ 𝐵

] 𝑒𝑗𝜔𝑡}(𝑆17) 

Given that: 𝜎(𝑡) = 𝑅𝑒(𝜎0𝑒
𝑗𝜔𝑡); ℎ(0, 𝑡) = 𝑅𝑒(𝐻0𝑒

𝑗𝜔𝑡); 𝜎𝑝 =
𝑆𝑦

𝛼
𝐻0; 

𝜕ℎ(𝐵,𝑡)

𝜕𝑧
= 0  

Where 𝑎2, 𝑎2; 𝑀1
1, 𝑀2

1, 𝑀1
2, 𝑀2

2, and 𝑁1
1, 𝑁2

1, 𝑁1
2, 𝑁2

2 are defined in equations (2.30) and (2.31). 
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Solution (S1) is adopted from Roeloffs (1988, p. 2112; eqn. 23) and Wang (2000, p. 140; eqn. 6.71); solution (S5) is adopted from Bruggeman 
(1999; solution 133.02) and approximated based on Carslaw and Jaeger (1980, p. 97); and solution (S9) is adopted from Roeloffs (1988, p. 
2111; eqn. (18)). Solution (S13) is derived by following Townley (1995)‘s framework; the equation can also be obtained from the solution of 
the two-layer finite domain (S17). Solution (S17) is derived (Appendix A) by following Trefry (1999)’s framework. It can be shown that 

solution (S17) of the two-layer finite domain gives solution (S13) for the special case of b = 0. Note that 𝑗 = √−1. Other symbols have their 

meanings as stated in the text. 

IN ℎ(𝑧, 𝑡)

= 𝑅𝑒 {[
𝑀1

1 cosh𝑎1 𝑧 + 𝑀2
1 sinh𝑎1 𝑧 + 𝑁1

1 cosh𝑎1 𝑧 +𝑁2
1 sinh𝑎1 𝑧 + 𝛾1𝐻0:0 ≤ 𝑧 ≤ 𝑏

𝑀1
2 cosh𝑎2 𝑧 + 𝑀2

2 sinh𝑎2 𝑧 + 𝑁1
2 cosh𝑎2 𝑧 +𝑁2

2 sinh𝑎2 𝑧 + 𝛾2𝐻0:𝑏 ≤ 𝑧 ≤ 𝐵
] 𝑒𝑗𝜔𝑡} (𝑆18) 

Where 𝑀1
1, 𝑀2

1, 𝑀1
2, 𝑀2

2, and 𝑁1
1, 𝑁2

1, 𝑁1
2, 𝑁2

2 are as in Eqns. (2.30) and (2.31) but using the guide of Table 2.1. 

WT ℎ(𝑧, 𝑡)

= 𝑅𝑒 {[
𝑀1

1 cosh𝑎1 𝑧 +𝑀2
1 sinh𝑎1 𝑧 + 𝑁1

1 cosh𝑎1 𝑧 +𝑁2
1 sinh𝑎1 𝑧 + 𝛾1𝑆𝑦𝐻0:0 ≤ 𝑧 ≤ 𝑏

𝑀1
2 cosh𝑎2 𝑧 +𝑀2

2 sinh𝑎2 𝑧 + 𝑁1
2 cosh𝑎2 𝑧 +𝑁2

2 sinh𝑎2 𝑧 + 𝛾2𝑆𝑦𝐻0:𝑏 ≤ 𝑧 ≤ 𝐵
] 𝑒𝑗𝜔𝑡}(𝑆19) 

Where 𝑀1
1, 𝑀2

1, 𝑀1
2, 𝑀2

2, and 𝑁1
1, 𝑁2

1, 𝑁1
2, 𝑁2

2 are as in Eqns. (2.30) and (2.31) but using the guide of Table 2.1.  

LD 
ℎ(𝑧, 𝑡) = 𝑅𝑒 {[

𝑁1
1 cosh𝑎1 𝑧 + 𝑁2

1 sinh𝑎1 𝑧 +𝛾1𝜎:0 ≤ 𝑧 ≤ 𝑏

𝑁1
2 cosh𝑎2 𝑧 + 𝑁2

2 sinh𝑎2 𝑧 +𝛾2𝜎:𝑏 ≤ 𝑧 ≤ 𝐵
] 𝑒𝑗𝜔𝑡}(𝑆20) 

Where 𝑁1
1, 𝑁2

1, 𝑁1
2, 𝑁2

2  are as in Eqns. (2.30) and (2.31) but using the guide of Table 2.1. 
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2.3 Computing the Commensurability Error in the Arithmetic Averaging of 

Groundwater Storage Time Series 

2.3.1 Conceptualization of the commensurability problem 

Here, a 1-D model of horizontal groundwater flow in non-poroelastic aquifers under 

sinusoidal forcing is conceptualized with a view to developing analytical models 

that can be used to assess hydrogeological controls on commensurability error in 

the arithmetic averaging of groundwater storage time series. I approach the study 

by investigating how hydrogeological factors influence the probability of 

insignificant commensurability error in the arithmetic averaging of groundwater 

storage time series.  

 
Figure 2:3. Schematic of 1-D groundwater flow in a general two-domain aquifer medium having a constant zero-head 
boundary (ZHB) at x = 0 and no-flow boundary (NFB) at x = L. 

The conceptual set-up used for this study describes a general 2-domian aquifer 

system with each domain receiving distinct periodic recharge, ℜ1 and ℜ2, 

respectively (Figure 2.3). The general two-domain aquifer system represents the 

simplest possible hydrogeological heterogeneity observable in the field and some 

field situations may be much more complex than this general model depending on 
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site’s spatial extent, meteorological, geologic, and hydraulic conditions. The 

periodic recharge, ℜ1 and ℜ2, forcing are assumed to be made up of synchronous 

infiltration, evaporation from the water table, and discharge to surface water body 

at the end 𝑥 = 0 (Figure 2.3). Both recharges have the same angular frequency, 

𝜔 = 2𝜋 𝑃⁄ , where P is the period of fluctuation. The surface water body is 

represented with prescribed zero head boundary at 𝑥 = 0 while the no-flow 

boundary at 𝑥 = 𝐿 represents a hydraulic flow divide or a physical barrier to 

groundwater flow e.g., if an impervious outcrop or fault is present at that end.  

For easy identification, the domain closer to the zero-head boundary (hereinafter, 

ZHB) is called ZHB domain while the domain that is contiguous to the no-flow 

boundary (hereinafter, NFB) is called NFB domain (Figure 2.3). Meanwhile, the 

set-up implies that the ZHB domain can also be called the ZHB recharge zone 

(because of ℜ1) and the NFB domain can also be called the NFB recharge zone 

(because of ℜ2). 

The effective hydraulic diffusivity, D [LT-2], is constant in each domain but differs 

from one domain to another (Figure 2.3) (Trefry 1999). Therefore, the 

transmissivity, T [LT-1], and storage coefficient, S [-], represent effective lithology 

and strength and/or status of confinement at the domain level, respectively. This is 

because, like Trefry and Bekele (2004), the conceptualization assumes negligible 

micro- and meso-scale hydraulic properties correlation and variabilities in each 

domain. This assumption is justified because our objective is principally to assess 

the groundwater storage over the entire domain of interest, 𝑥:0 ≤ 𝑥 ≤ 𝐿 (Figure 

2.3).  

It is tractable to solve for heads in composite aquifers having more than two 

domains (see e.g., Trefry (1999)), however, extra potential benefits from such may 

outweigh the time and computing costs. The general system explored here is a 

useful starting point for developing an understanding of the hydrogeological 

controls on the probability of insignificant commensurability error in the 

aggregation of groundwater storage time series in an intuitively accessible way. It 
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is required that continuity conditions be satisfied at the interface (point x = xm, 

Figure 2.3) between the two domains or recharge zones. This conceptual set-up 

gives four scenarios (Table 2.3) which underpins the analysis that are presented in 

Chapter 4. 

Table 2:3. The four scenarios that emanate from the general two-domain set-up conceptualized for 
investigating the influence of hydrogeological factors on the probability of obtaining insignificant 
commensurability error in the arithmetic averaging of groundwater storage time series. 

Scenarios periodic recharge Hydraulic properties Shorthand 

A 1 recharge zone 1-domain medium 1R1D 

B 2 recharge zones 1-domain medium 2R1D 

C 1 recharge zone two-domain medium 1R2D 

D 2 recharge zones  two-domain medium 2R2D 

A limitation of the conceptual set-up (Figure 2.3) is that it cannot be used to 

investigate the effect of having a mixed boundary condition at the domain end 𝑥 =

0. Therefore, a second set-up was conceptualized, although only for a 

homogeneous groundwater system like scenario A (Table 2.3). This second set-up 

(Figure 2.4) aptly describes the groundwater flow dynamics in a homogeneous 1-

domain aquifer that is susceptible to strong influence of (e.g., water level 

fluctuations) in a contiguous surface water body (Townley 1995). The benefit of 

this set-up is that I could then use it to assess how the magnitude of the 

conductance of the separating layer between the external head and the model 

domain influence the probability of obtaining insignificant commensurability error in 

the arithmetic averaging of the groundwater storage time series for the domain. In 

this set-up, I prescribe zero external head like the ZHB of the general two-domain 

conceptual set-up. However, the indication of a periodic external head (Figure 2.4) 

which is used in developing the analytical solution (see sub-section 2.3.2.2) is for 

completeness. 
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Figure 2:4. Schematic of 1-D horizontal groundwater flow in a homogenous aquifer having a mixed 
boundary at x = 0, no-flow boundary at x = L, and forced by uniform periodic recharge, ℜ =
𝑅𝑒(𝑅(𝑥)𝑒𝑥𝑝(𝑗𝜔𝑡)), where R(x) is the magnitude and phase of the periodic ℜ [LT-1], j= √(-1), 
angular frequency, ω = 2π⁄P (P is the period [T] of the forcing signal), and t is time [T]. The 
external head [L] is prescribed as a zero head in this thesis. 

Based on the domain set-ups and boundary conditions, the groundwater flow is 

assumed uniformly horizontal, i.e., parallel to the x-axis (Figures 2.3 & 2.4). 

2.3.2 The analytical models of the hydraulic heads in the model domain 

2.3.2.1 The general two-domain conceptual set-up 

The time series of hydraulic heads recorded by different observation wells embody 

the combined impacts of several distinct geophysical and/or biochemical 

processes (Trefry and Bekele (2004)). Here, I derived the hydraulic head, ℎ(𝑥, 𝑡), 

for the first conceptual set-up (Figure 2.3). I start by describing the governing linear 

groundwater flow Equation (2.32) for flow in a composite domain (Trefry 1999):  

𝑆𝑖
𝜕ℎ𝑖

𝜕𝑡
= 𝑇𝑖  

𝜕2ℎ𝑖

𝜕𝑥2
+ ℜ𝑖 (2.32) 

where ‘i’ represents the index of each identifiable domain in the model composite 

domain. The recharge, 𝑅𝑖, is assumed to be of the form: 
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𝑅𝑖 = 𝑅𝑒[𝑅𝑖(𝑥)𝑒𝑥𝑝(𝑗𝜔𝑡)](2.33) 

Therefore, with appropriate boundary conditions, ℎ(𝑥, 𝑡) is of the form: 

ℎ𝑖(𝑥, 𝑡) = 𝑅𝑒[ℎ𝑖(𝑥)𝑒𝑥𝑝(𝑗𝜔𝑡)](2.34) 

where 𝑗 = √−1, and angular frequency, 𝜔 =
2𝜋

𝑃
 (P is the period of the forcing signal). To 

derive the solutions for ℎ(𝑥, 𝑡), the frameworks provided by Townley (1995) and 

Trefry (1999) are followed whereby I focused on only the periodic aspect of the 

solutions. By substituting Equations (2.33) & (2.34) into (2.32), the following 

differential equation was obtained: 

𝑇𝑖 
𝜕2ℎ𝑖

𝜕𝑥2
− 𝑖𝜔𝑆𝑖ℎ𝑖 + 𝑅𝑖 = 0(2.35) 

The fundamental solution of Equation (2.35) is respectively given by: 

ℎ𝑖 =𝐴𝑖 cosh𝑎𝑖 𝑥 +𝐵𝑖 sinh𝑎𝑖 𝑥 + 
𝑅𝑖

𝑗𝜔𝑆𝑖
(2.36) 

where 𝐴𝑖, and 𝐵𝑖 are integration constants and 𝑎𝑖 =√
2𝜋𝑗𝑆𝑖

𝑇𝑖𝑃
. For our particular case 

of a two-domain aquifer medium (Figure 2.3), ‘i’ is from 1 to 2, hence, Equation 

(2.36) becomes Equations (2.37) & (2.38) for the ZHB domain and NFB domain, 

respectively. 

ℎ1 = 𝐴1 cosh𝑎1 𝑥 + 𝐵1 sinh𝑎1 𝑥 +
𝑅1

𝑗𝜔𝑆1
(2.37) 

 

ℎ2 =𝐴2 cosh𝑎2 𝑥 +𝐵2 sinh𝑎2 𝑥 +
𝑅2

𝑗𝜔𝑆2
(2.38) 

In other words, Equation (2.34) becomes: 

ℎ(𝑥, 𝑡) = [
𝑅𝑒{ℎ1(𝑥)𝑒𝑗𝜔𝑡} ∶ 0 ≤ 𝑥 ≤ 𝑥𝑚

𝑅𝑒{ℎ2(𝑥)𝑒𝑗𝜔𝑡} ∶  𝑥𝑚 ≤ 𝑥 ≤ 𝐿
](2.39) 

which satisfies all boundary and continuity conditions. Substituting Equations 

(2.37) & (2.38) into Equation (2.39) gives Equation (2.40): 
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ℎ(𝑥, 𝑡)

=

[
 
 
 
 𝑅𝑒 {(𝐴1 cosh𝑎1 𝑥 + 𝐵1 sinh𝑎1 𝑥 + 

𝑅1

𝑗𝜔𝑆1
)𝑒𝑗𝜔𝑡} :0 ≤ 𝑥 < 𝑥𝑚

𝑅𝑒 {(𝐴2 cosh𝑎2 𝑥 + 𝐵2 sinh𝑎2 𝑥 + 
𝑅2

𝑗𝜔𝑆2
) 𝑒𝑗𝜔𝑡} ∶  𝑥𝑚 ≤ 𝑥 ≤ 𝐿

]
 
 
 
 

(2.40) 

By rewriting ℎ(𝑥, 𝑡) as ℎ(
𝑥

𝐿
, 𝑡), the respective periodic hydraulic head time series in 

each domain is given by Equations (2.41) & (2.42):  

ℎ (
𝑥1

𝐿
, 𝑡) = 𝑅𝑒 {[𝐴1 cosh (𝑏1

𝑥1

𝐿
) + 𝐵1sinh (𝑏1

𝑥1

𝐿
) +

𝑅1

𝑗𝜔𝑆1

] 𝑒𝑗𝜔𝑡} (2.41) 

ℎ (
𝑥2

𝐿
, 𝑡) = 𝑅𝑒 {[𝐴2 cosh(𝑏2

𝑥2

𝐿
) + 𝐵2sinh (𝑏2

𝑥2

𝐿
) +

𝑅2

𝑗𝜔𝑆2

]𝑒𝑗𝜔𝑡} (2.42) 

where 
𝑥1

𝐿
 represents the dimensionless distance of any point 𝑥 in the ZHB domain 

(0 ≤
𝑥1

𝐿
≤

𝑥𝑚

𝐿
), 

𝑥2

𝐿
 represents the dimensionless distance of any point 𝑥 in the NFB 

domain (
𝑥𝑚

𝐿
≤

𝑥2

𝐿
≤ 1); t is time, 𝑏1 =√

2𝜋𝑗𝐿2

𝑃𝐷1
 , 𝑏2 =√

2𝜋𝑗𝐿2

𝑃𝐷2
; and S1 and S2 represent 

storage coefficient of the ZHB domain and the NFB domain, respectively. 

I define the non-dimensional ratios 
𝐿2

𝑃𝐷1
 and 

𝐿2

𝑃𝐷2
 (Townley 1995) as groundwater 

response indices (GRIs) which are groundwater response times (
𝐿2

𝐷1
 and 

𝐿2

𝐷2
) 

expressed as fractions  of period, P, of forcing (Cuthbert et al. 2019), with respect 

to the ZHB domain and NFB domain, respectively. It is well-known that if GRI >> 1, 

GWL tends to be spatially stable while GWL tends to be spatially variable when 

GRI < 1.  

Applying a prescribed sinusoidal head condition, ℎ1(0, 𝑡) = 𝑅𝑒[ℎ0𝑒𝑥𝑝(𝑗𝜔𝑡)] = 0, at 

𝑥 = 0, no-flow condition at 𝑥 = 𝐿, the recharge conditions (Equation 2.33), and the 

continuity conditions at the interface, 𝑥 = 𝑥𝑚, between the two domains, constants 

𝐴1, 𝐵1, 𝐴2, and 𝐵2 are obtained as. 
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(

𝐴1

𝐵1

𝐴2

𝐵2

)

=

(

 
 
 
 
 
 
 

−
𝑅1

𝑗𝜔𝑆1

𝑆2𝑅1[𝑎1𝑇1 sinh(𝑎1𝑥
𝑚) cosh(𝑎2(𝐿 − 𝑥𝑚)) +𝑎2𝑇2 cosh(𝑎1𝑥

𝑚) sinh(𝑎2(𝐿 − 𝑥𝑚))] +𝑎2𝑇2sinh(𝑎2(𝐿 − 𝑥𝑚)) [𝑆1𝑅2 − 𝑆2𝑅1]

𝑗𝜔𝑆1𝑆2[𝑎1𝑇1 cosh(𝑎1𝑥
𝑚) cosh(𝑎2(𝐿 − 𝑥𝑚)) + 𝑎2𝑇2 sinh(𝑎1𝑥

𝑚) sinh(𝑎2(𝐿 − 𝑥𝑚))]

𝑎1𝑇1 cosh(𝑎2𝐿) [𝑗𝜔𝑆1𝑆2 − 𝑆2𝑅1 − 𝑆1𝑅2 cosh(𝑎1𝑥
𝑚) + 𝑆2𝑅𝑝

1 cosh(𝑎1𝑥
𝑚)]

𝑗𝜔𝑆1𝑆2[𝑎1𝑇1 cosh(𝑎1𝑥
𝑚) cosh(𝑎2(𝐿 − 𝑥𝑚)) + 𝑎2𝑇2 sinh(𝑎1𝑥

𝑚) sinh(𝑎2(𝐿 − 𝑥𝑚))]

−𝑎1𝑇1 sinh(𝑎2𝐿) [𝑗𝜔𝑆1𝑆2 − 𝑆2𝑅1 − 𝑆1𝑅2 cosh(𝑎1𝑥
𝑚) + 𝑆2𝑅1 cosh(𝑎1𝑥

𝑚)]

𝑗𝜔𝑆1𝑆2[𝑎1𝑇1 cosh(𝑎1𝑥
𝑚) cosh(𝑎2(𝐿 − 𝑥𝑚)) + 𝑎2𝑇2 sinh(𝑎1𝑥

𝑚) sinh(𝑎2(𝐿 − 𝑥𝑚))] )

 
 
 
 
 
 
 

2.43) 

where 𝑎1 = √
2𝜋𝑗𝑆1

𝑇1𝑃
 and 𝑎2 = √

2𝜋𝑗𝑆2

𝑇2𝑃
. By assigning R = 

𝑅2

𝑅1
, S = 

𝑆2

𝑆1
, T = 

𝑇2

𝑇1
, and 𝑏1 = √

2𝜋𝑗𝑆1𝐿2

𝑇1𝑃
= √2𝜋𝑗. 𝐺𝑅𝐼1 (where 

𝐺𝑅𝐼1 = 
𝑆1𝐿2

𝑇1𝑃
), Equation (2.43) yields Equation (2.44). 
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(

𝐴1

𝐵1

𝐴2

𝐵2

)

=
𝑅1

𝑗𝜔

(

 
 
 
 
 
 
 
 
 

−1

sinh(𝑏1
𝑥𝑚

𝐿 ) cosh (𝑏1 (1 −
𝑥𝑚

𝐿 ) √𝑆 𝑇⁄ ) +√𝑆𝑇 cosh (𝑏1
𝑥𝑚

𝐿 ) sinh(𝑏1 (1 −
𝑥𝑚

𝐿 )√𝑆 𝑇⁄ )+√𝑆𝑇sinh(𝑏1 (1 −
𝑥𝑚

𝐿 )√𝑆 𝑇⁄ )[𝑅 𝑆⁄ − 1]

cosh(𝑏1
𝑥𝑚

𝐿 ) cosh (𝑏1 (1 −
𝑥𝑚

𝐿 )√𝑆 𝑇⁄ ) +√𝑆𝑇 sinh (𝑏1
𝑥𝑚

𝐿 ) sinh(𝑏1 (1 −
𝑥𝑚

𝐿 )√𝑆 𝑇⁄ )

𝑆 cosh(𝑏1√𝑆 𝑇⁄ )[cosh (𝑏1
𝑥𝑚

𝐿 ) − (𝑅 𝑆⁄ ) cosh (𝑏1
𝑥𝑚

𝐿 ) − 1]

cosh(𝑏1
𝑥𝑚

𝐿 ) cosh (𝑏1 (1 −
𝑥𝑚

𝐿 )√𝑆 𝑇⁄ ) +√𝑆𝑇 sinh (𝑏1
𝑥𝑚

𝐿 ) sinh(𝑏1 (1 −
𝑥𝑚

𝐿 )√𝑆 𝑇⁄ )

−𝑆 sinh(𝑏1√𝑆 𝑇⁄ )[cosh (𝑏1
𝑥𝑚

𝐿 ) − (𝑅 𝑆⁄ ) cosh (𝑏1
𝑥𝑚

𝐿 ) − 1]

cosh(𝑏1
𝑥𝑚

𝐿 ) cosh (𝑏1 (1 −
𝑥𝑚

𝐿 )√𝑆 𝑇⁄ ) +√𝑆𝑇 sinh (𝑏1
𝑥𝑚

𝐿 ) sinh(𝑏1 (1 −
𝑥𝑚

𝐿 )√𝑆 𝑇⁄ ) )

 
 
 
 
 
 
 
 
 

(2.44) 

For scenario A (1-recharge zone, 1-domain medium), R = S = T = 1, and 
𝑥𝑚

𝐿
= 0. Therefore,  

(

𝐴1

𝐵1

𝐴2

𝐵2

) =
𝑅1

𝑗𝜔𝑆1

(

 
 
 

−1
sinh(𝑏1)

cosh(𝑏1)
−1

sinh(𝑏1)

cosh(𝑏1))

 
 
 

(2.45) 

Which gives Townley (1995)’s example 2 solution, but with the boundaries reversed. 
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2.3.2.2 The mixed boundary condition conceptual set-up 

Townley (1995) presented a solution for the periodic hydraulic head in the second 

mixed boundary conceptual set-up (Figure 2.4). Their solution is adopted here by 

noting that my boundary conditions are reversal of theirs in that zero head is 

prescribed at 𝑥 = 𝐿 and no-flow at 𝑥 = 𝐿. Hence, 𝐿 − 𝑥 is substituted for 𝑥 in their 

solution and using dimensionless 
𝑥

𝐿
 to give Equation (2.44).  

ℎ (
𝑥

𝐿
, 𝑡) = 𝑅𝑒 {𝑍 [(

𝐻

𝑍
− 1)(

cosh (𝑏 (1 −
𝑥
𝐿
))

cosh(𝑏) +
𝑇
𝐴𝐿

bsinh(𝑏)
) + 1] 𝑒𝑗𝜔𝑡}(2.46) 

where: H [L] is the amplitude of the periodic component of external head and Z [L] 

= 
𝑅

𝑗𝜔𝑆
. The quantity, Z, represents the spatially uniform GWL fluctuations which 

would occur in the aquifer if T tends to zero (Townley 1995). 𝑏 = √
2𝜋𝑖𝐿2

𝑃𝐷
 and ‘A’ is 

the hydraulic conductance (equals hydraulic conductivity of the separating layer 

divided by the thickness of the separating layer, multiplied by the aquifer’s 

thickness (Townley 1995). Other variables retain their meanings.  

For zero external head, Equation (2.44) becomes: 

ℎ (
𝑥

𝐿
, 𝑡) = 𝑅𝑒 {

𝑅

𝑗𝜔𝑆
[1 − (

cosh(𝑏 (1 −
𝑥
𝐿
))

cosh(𝑏) +
𝑇
𝐴𝐿

bsinh(𝑏)
)] 𝑒𝑗𝜔𝑡}(2.47) 

Based on Table 2.3, the assessment to be done (in chapter 4) with respect to this 

conceptual set-up will be called scenario E. 

2.3.3 Computation of the commensurability errors  

In order to compute commensurability error and the probability of insignificant 

commensurability error in the arithmetic averaging of the groundwater storage time 

series of the 5 conceptualized scenarios, I followed the 4 steps highlighted below. 
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The first step involves determining the groundwater storage (GWS) time series 

for each scenario by multiplying the hydraulic head, ℎ(
𝑥

𝐿
, 𝑡), by the domain storage 

coefficient as appropriate. 

For the general two-domain conceptual set-up (scenarios A, B, C, & D, Table 2.3), 

the GWS time series, for the ZHB domain, 𝐺𝑊𝑆(
𝑥1

𝐿
, 𝑡), and for the NFB domain, 

𝐺𝑊𝑆(
𝑥2

𝐿
, 𝑡), are Equations (2.45) & (2.46), respectively: 

𝐺𝑊𝑆(
𝑥1

𝐿
, 𝑡) = 𝑅𝑒 {[𝑆1𝐴

1 cosh (𝑏1

𝑥

𝐿
) + 𝑆1𝐵

1sinh (𝑏1

𝑥

𝐿
) +

𝑅1

𝑗𝜔
] 𝑒𝑗𝜔𝑡} (2.48) 

𝐺𝑊𝑆(
𝑥2

𝐿
, 𝑡) = 𝑅𝑒 {[𝑆𝑆1𝐴

2 cosh (𝑏2

𝑥

𝐿
) + 𝑆𝑆1𝐵

2sinh (𝑏2

𝑥

𝐿
) +

𝑅𝑅1

𝑗𝜔
]𝑒𝑗𝜔𝑡}(2.49) 

Meanwhile, the groundwater storage time series (denoted as GWSmix) for the 

mixed boundary conceptual set-up (scenario E) is given by Equation (2.47).  

𝐺𝑊𝑆𝑚𝑖𝑥 (
𝑥

𝐿
, 𝑡) = 𝑅𝑒 {

𝑅

𝑗𝜔
[1 − (

cosh (𝑏 (1 −
𝑥
𝐿
))

cosh(𝑏) +
𝑇
𝐴𝐿

bsinh(𝑏)
)] 𝑒𝑗𝜔𝑡}(2.50) 

The second step involves determining the ‘true’ GWS time series of the medium 

(hereinafter, denoted as 𝐺𝑊𝑆𝑇) as the spatial integral of point-based 𝐺𝑊𝑆𝑖. In 

practice, 𝐺𝑊𝑆𝑇 is never accurately known, hence the power of these virtual 

experiments.  

For the first conceptual set-up (Figures 2.3), I determined 𝐺𝑊𝑆𝑇 by carrying out 

the spatial integral given by Equation (2.48) below:  

𝐺𝑊𝑆𝑇(𝑡) =
1

𝐿
( ∫ 𝐺𝑊𝑆(

𝑥1

𝐿
, 𝑡)𝑑 (

𝑥

𝐿
) + ∫ 𝐺𝑊𝑆(

𝑥2

𝐿
, 𝑡)𝑑 (

𝑥

𝐿
)

1

𝑥𝑚 𝐿⁄

𝑥𝑚 𝐿⁄

𝑥=0

)(2.51) 

which after performing some necessary algebra yields: 
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𝐺𝑊𝑆𝑇(𝑡)

= 𝑅𝑒 {(
1

𝑏1

[𝐴1 sinh (𝑏1

𝑥𝑚

𝐿
) + 𝐵1 cosh (𝑏1

𝑥𝑚

𝐿
) − 𝐵1] +

𝑅𝑅1

𝑗𝜔
+

𝑅1𝑥𝑚

𝑗𝜔𝐿
(1 − 𝑅)

+
1

𝑏2

[𝐴2 (sinh(𝑏2) − sinh (𝑏2

𝑥𝑚

𝐿
)) + 𝐵2(cosh(𝑏2))

− cosh (𝑏2

𝑥𝑚

𝐿
)]) 𝑒𝑗𝜔𝑡}(2.52) 

Similarly, I carried out the spatial integral (Equation 2.50) of Equation (2.47) for the 

mixed boundary conceptual set-up (Figure 2.4) and performed the necessary 

algebra to get Equation (2.51). 

𝐺𝑊𝑆𝑇(𝑡) =
1

𝐿
( ∫ 𝐺𝑊𝑆𝑚𝑖𝑥 (

𝑥

𝐿
, 𝑡) 𝑑 (

𝑥

𝐿
)

1

𝑥=0

)(2.53) 

𝐺𝑊𝑆𝑇(𝑡) = 𝑅𝑒 {
𝑅

𝑗𝜔
[1 −

1

𝑏
(

sinh(𝑏)

cosh(𝑏) +
𝑇
𝐴𝐿

bsinh(𝑏)
)] 𝑒𝑗𝜔𝑡}(2.54) 

The third step involves estimating the GWS time series of the model domain as 

the arithmetic average, 𝐺𝑊𝑆𝐴(𝑡), of N available 𝐺𝑊𝑆𝑖(𝑡), 𝑖 from 1 to N. Simple 

arithmetic averaging of point-based 𝐺𝑊𝑆𝑖(𝑡) is commonly done in the literature to 

estimate the GWS time series of study sites (see e.g., (Li et al. 2015; Bhanja et al. 

2017). 

𝐺𝑊𝑆𝐴(𝑡) =
1

𝑁
∑ 𝐺𝑊𝑆𝑖(𝑡)

𝑁

𝑖=1

(2.55) 

Clearly, 𝐺𝑊𝑆𝐴(𝑡) is dependent on the number of observation points, N. 

The fourth step involves calculating the commensurability error, 𝜀𝑐 , in the 

arithmetic average, 𝐺𝑊𝑆𝐴(𝑡). To do this, I followed the Monte Carlo experiment to 

obtain ‘M’ realisations of different N samples of the hydraulic head time series in 

the model domain with respect to ‘M’ random locations of observation points. The 
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various Monte Carlo experiments are run under varying hydraulic conditions to 

understand how commensurability errors in 𝐺𝑊𝑆𝐴(𝑡) (the arithmetic average of 

𝐺𝑊𝑆𝑖(𝑡)) are controlled by hydrogeological factors. 

I then calculated 𝜀𝑐  as the percentage of the RMSE between 𝐺𝑊𝑆𝐴(𝑡) and 

𝐺𝑊𝑆𝑇(𝑡) relative to the amplitude of 𝐺𝑊𝑆𝑇(𝑡) (Equation 1.2) for any N under 

different experimental runs. Note that with respect to the statistical interpolation 

schemes that are investigated in Chapter 5, 𝐺𝑊𝑆𝑇(𝑡) is determined as the 

arithmetic average of all sampled and interpolated 𝐺𝑊𝑆𝑖(𝑡). The computation 

gives unbiased distributions of commensurability errors with respect to N, and M.  

2.4 Conclusion and Going Ahead 

This chapter presents the theoretical frameworks that underpin the solutions to the 

two research problems under focus. 

For the first, representativeness, problem, I have developed new analytical 

solutions for hydraulic head at a given depth in an aquifer induced by periodic 

water-table changes and water-loading for single-layer and two-layer, finite porous 

media. Existing analytical models have also been adapted to obtain expressions of 

the head in single-layer semi-infinite porous media forced by both step-change and 

periodic water-table changes and water-loading. Also, the analytical model for 

single-layer finite porous media forced by step-change was adopted. It is shown in 

Chapter 3 that systematic analysis of the solutions over the affected parameter 

space helps in highlighting the hydrogeological conditions which partition the 

relative dominance of water-loading influence over water-table change in hydraulic 

head observed at monitoring depths in an aquifer medium. 

For the second, commensurability, problem, models for investigating the 

hydrogeological controls on the commensurability error in the arithmetic averaging 

of GWS time series were derived for the general two-domain conceptual set-up 

and the mixed boundary 1-domain conceptual set-up. Inspection of the models 

readily shows that commensurability error in the arithmetic averaging of GWS time 
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series depends on the magnitude and phase of the recharges, relative sizes of 

domains, relative magnitude of hydraulic properties, and boundary conditions. 

Another independent variable that can be identified is what I termed, groundwater 

response indices (𝐺𝑅𝐼 = 
𝐿2

𝑃𝐷
). Based on the steps presented for the calculation of 

the required commensurability error, the effects of the associated hydrogeological 

factors on the probability of insignificant commensurability error are investigated by 

exploring the parameter spaces of the independent variables (Chapter 4).  

In addition to the use the developed mathematical models are put to in this thesis, 

there are potentially many other applications for them. For example, the general 

two-domain model can be used for further improving the WTF technique for 

estimating groundwater recharge (Cuthbert 2010) or evapotranspiration (Wang et 

al. 2014; Yue et al. 2016), and for further understanding the effects of 

heterogeneities on the estimations. 
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Chapter 3 Assessing the Hydrogeological Conditions 

Governing the Representativeness of Hydraulic Heads 

3.1 Introduction 

This chapter aims to evaluate the hydrogeological conditions under which the 

groundwater level (GWLi) at any monitored depth in an aquifer which is forced by 

combined spatially extensive large water-loading and water-table changes is 

dominated by water-table fluctuations (a measure of groundwater storage, GWS) 

or water-loading effects (a measure of total water storage, TWS) or a combination 

of both (Objective 1, Figure 1.3). 

In Chapter 2 (Section 2.2), I presented the models developed to describe hydraulic 

heads at any depths due to combined water-table changes and water-loading in 

single-layer semi-infinite, single-layer finite, and two-layer finite media. This 

chapter presents the results and discussions of a systematic analysis of the 

models over the associated parameter spaces to highlight the hydrogeological 

conditions which partition the relative dominance of water-loading effect over 

water-table fluctuations in hydraulic heads recorded at given depths in aquifer 

media. Before describing the method of the analysis (section 3.3), results 

presentation (section 3.4) and discussion (section 3.5), I first discuss the 

importance of this study within existing literature on the subject matter (section 

3.2). I then highlight the main results of the study in section 3.6 to conclude the 

study. 

3.2 The Importance of Poroelastic Studies and Review of Associated Works 

Continuous monitoring and assessment of groundwater storage change (∆GWS) is 

globally important not only for water resource understanding and management 

purposes but also to guide other environmental science investigations such as 

geohazards control (e.g., (Faunt et al. 2015)). In general, geohazards are the 

natural geological processes that present a direct risk to people or an indirect risk 

by impacting development (BGS research, n.d.). Relevant in the use of GWL 
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measurements are controls of shallow geohazards (BGS Research, n.d.) such as 

subsidence, flooding, rock bursts, and mines collapse, and earth geohazards 

(BGS Research, n.d.) such as earthquakes. 

Point based groundwater level (GWLi) changes are used to compute point based 

GWSi. Depending on the objectives, such as groundwater modelling studies (e.g., 

(Sheets et al. 2005; Cao et al. 2013; Pétré et al. 2019)), calculated GWSi time 

series are aggregated to derive a single GWS time series for the study site. 

Available GWSi time series can be interpolated or extrapolated to cover 

unsampled points before all GWSi time series are aggregated to obtain the study 

site’s GWSi time series. The aggregation is commonly done using arithmetic 

averaging.  

For effective and sustainable resource management, especially where monitoring 

wells are sparse such as in the Indus River Basin (IRB) (Mehmood et al. 2022) or 

the Tibetan Plateau (Gao et al. 2022), the study site’s GWS time series are also 

estimated using remotely sensed data (e.g., GRACE) or through models. The 

model- and/or GRACE-derived estimates are commonly validated using the 

estimates obtained from the aggregation of GWSis as done by  (Swenson et al. 

2006; Yeh et al. 2006; Swenson et al. 2008; Frappart et al. 2011; Döll et al. 2012; 

Scanlon et al. 2012b; Shamsudduha et al. 2012; Feng et al. 2013; Forootan et al. 

2014; Huang et al. 2015; Iqbal et al. 2016; Singh et al. 2017; Mukherjee and 

Ramachandran 2018; Schumacher et al. 2018; Chen et al. 2019) among a large 

body of literature on the subject.  

The inherent presumption in using hydraulic head as a measure of ∆GWS is that 

the changes in hydraulic head are dominantly caused by water-table fluctuations 

(Woodman et al., 2019). However, riding on the theoretical basis of the influence 

of mechanical loading on hydraulic head developed by e.g., Van Der Kamp and 

Gale (1983), Van der Kamp and Maathuis (1991) and Bardsley and Campbell 

(1994) separately presented results that showed that water-loading changes which 

represent total water storage changes (∆TWS) cause annual hydraulic head 
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changes in confined systems. This is due to mechanical loading effect - a 

phenomenon covered under the umbrella of linear poroelasticity theory (Wang 

2000) and championed by Biot (1941).  

The poroelasticity theory is well known in hydrogeology - it underpins fundamental 

concepts such as storage coefficient and explains field observations such as 

barometric and tidal effects in GWL changes (Domenico and Schwartz (1998). For 

instance, based on saturated confined aquifer conceptualization, Rau et al. (2018) 

combined the poroelastic theory with borehole geophysics to derive a more 

accurate range of specific storage values. The theory also explains the geologic 

lysimetery behaviour of deep confined aquifers. Aquifers act as geologic lysimeters 

when recorded ∆GWL tracked ∆TWS signals rather than ∆GWS signals (Van der 

Kamp and Maathuis 1991; Bardsley and Campbell 1994,2007; Boutt 2010; 

Burgess et al. 2017; Islam et al. 2017; van der Kamp and Schmidt 2017). Further, 

Bardsley and Campbell (2007) used the theory to develop an expression for ∆TWS 

at a site in New Zealand based on GWL data from two confined aquifers vertically 

separated by a confining layer. Analysis of field data (e.g., by Boutt (2010) and 

Burgess et al. (2017)) used poroelasticity to show how changes in water-loading 

are reflected in GWL changes at various monitoring depths in confined aquifers. 

Pacheco and Fallico (2015) applied the theory to estimate that the effects of water-

loading and water-table changes which are both induced by surface water 

fluctuations contribute almost equally to hydraulic head changes in the thick 

Montalto Uffugo (Calabria region, southern Italy) confined aquifer.  

Nevertheless, other interesting studies of poroelasticity in unconfined porous 

media exist. For example, van der Kamp and Schmidt (1997) demonstrated the 

robustness of using observed GWL changes in the interior of thick low-

permeability formations to study moisture loading controls. The approach 

eliminates the need to isolate the interference, to head change, caused by 

horizontal groundwater flow. Separately, Timms and Acworth (2005) and 

Anochikwa et al. (2012) presented accounts for using the mechanical loading 

phenomenon to determine improved estimates of in-situ hydrogeological and 
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geotechnical parameters of aquitards. While analytical route based on barometric 

efficiency was followed in the former, the latter employed a numerical model forced 

by moisture loading. Also, the cyclic atmospheric pressure loading on a two-layer 

mudstone sequence at Horonobe URL site in Japan was investigated by Li and Ito 

(2011). The work uses finite element numerical modelling to validate the analytical 

solutions derived through Fourier transforms.  

Unconfined aquifers, in which WTF-induced vertical flow is more pronounced than 

horizontal flow, are also susceptible to water loading effects (Woodman et al. 

2019). For instance, it was affirmed by Rojstaczer and Riley (1990) that water 

levels in wells tapping thick unconfined systems respond in similar way to 

hydraulic heads in wells tapping confined systems when forced by water-loading. 

Before then, Keller et al. (1989) demonstrated that the water-loading effect 

alongside water-table changes would cause head changes in any groundwater 

domain and recommended that water-loading effect be deducted from recorded 

head changes.  Pressure equilibration takes place due to vertical hydraulic 

gradients that develop within the aquifer as a result of difference between the 

instantaneous head caused by the mechanical loading and the top-boundary 

head. Hence, analysis of hydraulic heads at monitoring depths in aquifers are best 

handled by coupling stress and hydraulic fields.   

In progressing, I conceptualize that the piezometric hydraulic head is induced by 

either the effect of water-loading and/or water-table changes. The effect of water-

loading change will be non-existent when either (i) aquifer solid is infinitely 

incompressible i.e., 𝛾 = 0 or (ii) the water-load change itself is negligible (Wang 

2000; Black and Barker 2015; Woodman et al. 2019). However, aquifer solids 

have finite compressibility, and many important large aquifers (e.g., the Bengal 

Aquifer System – BAS) receive large changes in water-loading (Burgess et al. 

2017; Woodman et al. 2019).  

It has been established (see e.g., Rojstaczer (1988), van der Kamp and Schmidt 

(1997), Domenico and Schwartz (1998), and Boutt (2010)) that the sensitivity of 

GWLi to the water-loading effect is dependent on monitoring depth, hydraulic 
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properties of the aquifer, and the characteristics of forcing. The same is true for the 

sensitivity of GWLi to the influence of WTF. It is therefore contended that some 

unique interplays exist between the mentioned factors such that observed GWLi 

may be (i) dominated by ∆TWS, (ii) dominated by ∆GWS, and (iii) significantly 

influenced by both ∆TWS and ∆GWS. This study, therefore, seeks to establish the 

conditions under which each obtains. This will be achieved by systematically 

analysing the analytical models (presented in section 2.2) of the hydraulic head 

under different conceptualized scenarios.  

The general case scenario entails the ‘shared-water pool’ (SW) water-loading 

scenario in two-layer, finite domain and in single-layer domains. It is anticipated 

that results from this study will provide a useful framework for determining at the 

outset whether recorded GWLi at a specified monitoring depth, over a certain time 

interval, significantly represent ∆GWS or ∆TWS or neither. A further aim for the 

two-layer model scenario is to understand the sensitivity of the hydraulic heads to 

the contrasts in the hydraulic properties of the layers and to the thickness of the 

upper layer relative to the thickness of the composite medium. A similar work by 

Wang and Davis (1996) examined head behaviours in a two-layer sub-sea aquifer 

forced by tidal loading. While Wang and Davis (1996) studied a two-layer semi-

infinite medium using a frequency domain solution, finite media using a time 

domain solution are treated here. Another major difference is that Wang and Davis 

(1996) assessed the total head change behaviours within the two-layer medium 

whereas the head induced by water-loading and water-table changes (hL and hW, 

respectively) are comparatively assessed here.  

3.3 Method: Analysing Hydraulic Heads Under Combined Water-Table 

Changes and Water-Loading Effects 

3.3.1 Description of the method employed 

Step I: Determination of the required conditions. Based on the solutions of 

head changes obtained (Table 2.2), the conditions for (i) dominant influence of 

water-loading but insignificant influence of water-table changes, (ii) dominant 

influence of water-table changes but insignificant influence of water-loading, and 
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(iii) significant influence of both water-loading and water-table changes are 

obtained by:  

(A) For step-change forcing scenarios, determining the expression for the ratio, 

AW, of the head change, hW, due strictly to water-table changes relative to 

the total head change, h. This was done for the single-layer domain 

scenario only. 

(B) For periodic forcing scenario, determining the expression for the ratio, µw, 

of the amplitude of the head fluctuation, hW, due strictly to water-table 

changes relative to the amplitude of the total head fluctuation, h; and the 

phase difference, 𝜃𝑤, between hW and h. These were done for both the 

single-layer and two-layer domain scenarios. 

Although the solutions for all identified water-load scenarios are presented (Table 

2.2), the results presented and discussed (Sections 3.4 and 3.5) are for head 

change responses under only the most general, ‘share-water pool’ (‘SW’) water-

loading, scenario.  

Step II: Analysis of the parameter space. I then plotted the contours of AW and 

µw (and 𝜃𝑤). For the single-layer medium, AW and µw were plotted against 

dimensionless depth (√
𝑧2

4𝐷𝑡
 and √

2𝜋𝑧2

𝑃𝐷
 for step-change and periodic forcing, 

respectively; vertical axis) and 
𝛾𝑆𝑦

𝛼
 (horizontal axis). I then showed the conditions 

where Aw (or µw) ≥ 0.90 indicates dominant influence of water-table changes but 

insignificant water-loading influence; Aw (or µw) ≤ 0.10 indicates dominant water-

loading influence but insignificant influence of water-table changes; and 0.10 < Aw 

(or µw) < 0.90 indicates significant influence of both water-loading and water-table 

changes. I also defined a critical time, tc, as a characteristic time that describes the 

time taken for the hydraulic head to switch from being water-loading controlled to 

water-table controlled. Literature values were then summarized on the graphical 

depiction of the conditions obtained for the step-change and periodic forcing in 

order to ‘ground-truth’ the real-world applicability of the approach. For the periodic 
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forcing scenario, I simultaneously ensured that the phase difference, 𝜃𝑤, was such 

that 00 ≤ 𝜃𝑤 ≤ 50. 

As for the single-layer analysis, the amplitude ratio, µw (and the phase difference, 

𝜃𝑤) of head changes in the two-layer model domain were plotted against 
𝑧

𝐵
 (vertical 

axis) and 
𝛾𝑆𝑦

𝛼
 (horizontal axis) given that √

2𝜋𝐵2

𝑃𝐷𝐿𝑜𝑤𝑒𝑟
= 100. The assumption that the 

loading efficiency is same for both layers (i.e., 𝛾1 = 𝛾2 = 𝛾) was used following 

Black and Barker (2015); Rojstaczer (1988); and Verruijt (2018). This allows for 

continuity of the elastic properties at layers interface. In addition, it was assumed 

that Ss1 = Ss2 so that the ratio of diffusivities, DUpper/DLower equals the ratio of 

conductivities, KUpper/KLower. Thereafter, the effects of the dimensionless ratios, 

KUpper/KLower, and b/B (thickness of the upper layer relative to thickness of the 

composite domain) on the head changes in the two-layer model domain were 

examined.  

3.3.2 Selection of the Range of Parameter Values 

Being a generalized study, plausible parameter values are selected to reflect 

aquifer systems which are susceptible to water-loading effect. The justification for 

selection of the values (Table 3.1) are argued in the following sub-sections. 

Table 3:1. Range of values of the associated parameters. 

Parameter Minimum  Maximum 

α 0.1 1.0 

Loading efficiency, ϒ 0.0432 1.0 

Specific yield, Sy,  0.1 0.3/1.0* 

Specific storage, Ss, (m-1) 10-6 10-3 

Vertical hydraulic conductivity, Kv, (md-1) 10-7 10-1 

Vertical hydraulic diffusivity, D, (m2d-1) 10-4  105  

*Maximum 1.0 is used only for the ‘IN’ water-loading scenario while 0.3 is used for all other scenarios.  

3.3.2.1 The period of forcing 

To simulate various fluctuations (e.g., daily, seasonal, decadal, etc.) of the 

(sinusoidal) water forcing, the period, P (in days), can take any value. 
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3.3.2.2 Loading efficiency 

Common aquifers have loading efficiencies in between the range 0.1 – 1.0 (Van 

Der Kamp and Gale 1983; Van der Kamp and Maathuis 1991; Timms and Acworth 

2005). As demonstrated by Roeloffs (1988), the influence of water-loading on 

hydraulic heads at monitoring depths is insignificant when the loading efficiency is 

less than 0.0432. Therefore, the parameter space: 0.0432 – 1.0 was set for 

loading efficiency in this study to include as much of the plausible parameter space 

as possible. 

3.3.2.3 Fractional amount of water-loading that reach the water-table 

The fractional amount of the ∆TWS that reaches the saturated zone, 𝛼, is 

described by 𝛼: 0 ≤ 𝛼 ≤ 1 (section 2.2.1). 𝛼 = 0 gives a load only (‘LD’) scenario 

which, although does not serve the purpose of this study, is nonetheless important. 

It is noted that recharge to precipitation ratios is commonly at least equal to 0.1 

although they can be well below this in arid parts of the world (Thomas et al. 2016; 

West et al. 2022). In such instances where the recharge to precipitation ratios is 

well below 0.1, the system approaches the ‘LD’ scenario. Therefore, in this thesis, 

𝛼 is fully explored in the range from 0.1 to 1.0.  

3.3.2.4 Specific yield 

The specific yield, Sy, of water-table aquifer formation is highly variable and is 

equivalent to the drainable porosity of the formation. Typically, the Sy of most 

water-table aquifers is from 0.1 to 0.3 (Lohman 1972; Freeze and Cherry 1979). 

However, values of specific yield lower than 0.1 and higher than 0.3 have been 

reported. For example, a minimum of 0.02 was reported for the Bangladesh 

aquifer System (Michael and Voss 2009a,b) while 0.01 was quoted as typical for 

clayey formations (Domenico and Schwartz 1998). Meanwhile, in the theoretical 

development of the head changes under the different water-loading scenarios, Sy 

was mathematically assumed to be equal to 1 under the ‘IN’ scenario (see sub-

section 2.2.1). In this study, the minimum value of Sy was taken as 0.1 while the 
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maximum value was taken as 0.3 except under the ‘IN’ scenario where the 

maximum value was set as 1.0.  

3.3.2.5 Specific storage  

Based on the derived profile of specific storage, Ss, (Woodman et al., 2019, fig. 3; 

Rau et al. (2018), the global range of values for Ss is 4 x 10-7 – 10-3 m-1 while 

Lohman (1972) gave ranges of about 10-6 to 10-2 m-1. Here, I took 10-6 – 10-3m-1, 

which still conforms to the range given by Lohman (1972). 

3.3.2.6 Vertical hydraulic conductivity  

For some named unfractured sandstone and granite rocks, Van Der Kamp and 

Gale (1983) reported measured and estimated vertical hydraulic conductivity in 

range of about 10-12 – 2 x 10-6 ms-1. In their study on the assessment of the 

response times of global aquifers, Rousseau-Gueutin et al. (2013) reported the 

horizontal hydraulic conductivity of some large aquifers including the Albian and 

Dogger aquifers in the Paris Basin, Hungarian Aquifer, Western Siberia Basin, 

North China Plain Aquifer, and the Ogallala Aquifer. The values reported fall in the 

range 10-9 – 10-3 ms-1. Applying a reduction factor to account for anisotropy and 

large-scale effects, it may be justified to use 10-12 – 10-6 ms-1 (8.64 x 10-8 – 8.64 x 

10-2 md-1 or approximately 10-7 – 10-1 md-1) for the local scale vertical hydraulic 

conductivity of the mentioned aquifers. Hence, the range 10-7 – 10-1 md-1 is used 

here. Thus, the range of values used for the vertical hydraulic diffusivity (vertical 

hydraulic conductivity divided by specific storage) is 10-4 m2d-1 – 105 m2d-1 (Table 

3.1).  

3.3.3 Datasets for ground-truthing the established conditions 

To test the veracity of the conditions established, I carried out a literature search 

(Table 3.2).  for scholarly works between 1990 – 2020, using ‘(mechanical) 

moisture- or water-loading’, ‘geolysimeter’, as primary keywords for the search. 

The studies whose data are presented represented those with adequate 
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information on which the conditions can be evaluated (see Appendix B1) for more 

information). 

I plotted the data (Table 3.2) on the graphical representations of the conditions I 

established to confirm the reasonableness of the conditions. I then highlight the 

data points whose records signify GWS time series and those that do not. I 

discuss my findings against what each study reports about the data points. 

As recognized by van der Kamp and Schmidt (2017), I suspected that many 

studies on GWS estimation from GWLis aggregation exist which did not recognise 

water-loading effects. Results of those studies may, therefore, contain subtle, yet 

important, misinterpretations of the used GWL records. 
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Table 3:2. Datapoints taken from literature and used for ground truthing the aimed hydrogeological conditions. 

Forcing 
type 

Source Description* z (m) D  
(m2d-1) 

t or P/2π  
(days) 

Step Wang (2000) Four hypothetical monitoring depths 
based on their figure 6.14, page 142 

1 864 0.1 

10 864 10 

100 864 1000 

1000 864 100000 

Boutt (2010) For the poroelastic rise limb (their 

figure 4) in respect of the three 
riverbank piezometers at Deerfield 
River Basin, Massachusetts, USA 

2.4 2930 0.03 

8.5 2930 0.03 

17.1 2930 0.03 

For the hydraulic-effect-induced rise 
limb in the first 0.5 days (their figure 

4) in respect of the three riverbank 
piezometers at Deerfield River Basin,  
Massachusetts, USA 

2.4 2930 0.5 

8.5 2930 0.5 

17.1 2930 0.5 

Burgess et al., 

(2017) 

Laksmipur site, Bengal Aquifer 

System (BAS), Bangladesh 

91 13 2 

152 13 2 

244 13 2 

91 13 90 

152 13 90 

244 13 90 

Periodic van der Kamp 
and Maathuis 
(1991) 

A surficial sand aquifer at the 
research sites in southern 
Saskatchewan, Canada 

12.4 8.64 x 105 58.09 

Five piezometers in a clayey till at the 
Warman site, southern 

Saskatchewan, Canada 

4.9 8.64 x 10-2 58.09 

6.7 8.64 x 10-2 58.09 

16.5 8.64 x 10-2 58.09 

16.8 8.64 x 10-2 58.09 

32.6 8.64 x 10-2 58.09 

38.4 8.64 x 10-2 58.09 
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van der Kamp 

and Schmidt 
(1997) 

An unfractured clay aquitard at a site 

in Prairie region of Saskatchewan, 
Canada 

26.5 8.64 x 10-2 58.09 

Timms and 
Acworth (2005) 

Wells sited in the Yarramanbah site, 
Liverpool Plains, northern NSW, 
Australia 

15 254 58.09 

28 254 58.09 

50 254 58.09 

80 254 58.09 

102 254 58.09 

Boutt (2010) Three riverbank piezometers  

at Deerfield River Basin,  
Massachusetts, USA 

2.4 2930 0.16 

8.5 2930 0.16 

17.1 2930 0.16 

Li and Ito 
(2011) 

The mudstone system of Japan’s 
Horonobe underground research 
laboratory site 

0.2 34 0.48 

1.0 34 0.48 

5.0 34 0.48 

20.0 34 0.48 

100.0 34 0.48 

500.0 34 0.48 

Anochikwa et 
al. (2012) 

An aquitard model domain 15 1.2 348.55 

100 1.2 348.55 

Burgess  

et al. (2017) 

Three piezometers at Gabura study 

site, Bengal Basin, Bangladesh 

67.0 13 2.39 

116.0 13 2.39 

212.0 13 2.39 

Woodman et al. 

(2019) 

Typical wells of the Bengal Aquifer 

System, Bangladesh 

30 43 58.09 

100 43 58.09 

300 43 58.09 

*More information about the respective geological environment and each datapoint is discussed in Appendix B1.
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3.4 Results  

3.4.1 Hydraulic head variation in single-layer domain under step-change forcing 

When a water-load at the top of a vertical aquifer column and water-table head are 

suddenly raised (from zero) to a constant level, 𝜎0 and ℎ0 respectively, the 

hydraulic head observed, h(z, t), at a monitoring depth, z, in the aquifer, after time, 

t,  is given by solutions (S1) and (S5) (Table 2.2) for semi-infinite domain and finite 

domain, respectively.  

With respect to a semi-infinite medium, AW is obtained from solution (S1) (which is 

the composite of Equations 2.11 & 2.12) as: 

𝐴𝑊 = 
ℎ𝑊(𝑧, 𝑡)

ℎ(𝑧, 𝑡)
=

𝑒𝑟𝑓𝑐 (√ 𝑧2

4𝐷𝑡
)

𝛾𝑆𝑦

𝛼
+ (1 −

𝛾𝑆𝑦

𝛼
) 𝑒𝑟𝑓𝑐 (√ 𝑧2

4𝐷𝑡
)

(3.1) 

With respect to a finite medium, AW is obtained from solution (S5) (which is the 

composite of Equations 2.17 & 2.18) as: 

𝐴𝑊 ≈ 

𝑒𝑟𝑓𝑐 (2√ 𝐵2

4𝐷𝑡
−(

𝑧
𝐵
)√ 𝐵2

4𝐷𝑡
) + 𝑒𝑟𝑓𝑐 ((

𝑧
𝐵
)√ 𝐵2

4𝐷𝑡
)

𝛾𝑆𝑦

𝛼
+ (1 − 

𝛾𝑆𝑦

𝛼
) [𝑒𝑟𝑓𝑐 (2√ 𝐵2

4𝐷𝑡
− (

𝑧
𝐵
) √ 𝐵2

4𝐷𝑡
) + 𝑒𝑟𝑓𝑐 ((

𝑧
𝐵
) √ 𝐵2

4𝐷𝑡
)]

 (3.2) 

where 0 ≤ 
𝑧

𝐵
≤ 1. 

By inspection of Equation (3.1), as the dimensionless depth √
𝑧2

4𝐷𝑡
 approaches zero, 

ratio Aw → 1 (Figure 3.1). Hence, the influence of water-table fluctuations 

dominates while the influence of water-loading will be insignificant in that situation. 

Conversely, as the dimensionless quantity √
𝑧2

4𝐷𝑡
 becomes infinite, ratio Aw → 0 

(Figure 3.1). Hence, the influence of water-loading is dominant, but the influence of 
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water-table fluctuation is insignificant in that situation. In general, for all plausible 

values of 
𝛾𝑆𝑦

𝛼
 (Appendix B2), it is deduced that (1) when √

𝑧2

4𝐷𝑡
≤ 0.04, 

approximately (the blue dashed line upwards, Figure 3.1), Aw  is approximately ≥ 

0.90; (2) when√
𝑧2

4𝐷𝑡
≥ 2, Aw is approximately ≤ 0.10 (the red dashed line 

downwards, Figure 3.1); and (3) when 0.04 < √
𝑧2

4𝐷𝑡
< 2, Aw is approximately given 

by 0.10 < 𝐴𝑊 < 0.90 (in-between the two dashed lines, Figure 3.1).  

 

Figure 3:1. Contour plot of AW as a function of dimensionless depth (√
𝑧2

4𝐷𝑡
) under the general 

‘shared-water pool’ (‘SW’) water-loading scenario showing the parameter space favouring 
dominant water-table and water-loading influence, respectively. 

Influence of water-table 

fluctuations is dominant. 

Influence of water-loading 

is dominant. 



   

 

64 
 

(1) Therefore, for all plausible values of 
𝛾𝑆𝑦

𝛼
, h(z, t) is dominated by the 

influence of water-table changes when:  

𝑡 ≥ 
2500𝑧2

16𝐷
(3.3) 

(2) On the other hand, for all plausible values of 
𝛾𝑆𝑦

𝛼
, h(z, t) is dominated by the 

influence of water-loading when:  

𝑡 ≤ 
𝑧2

16𝐷
(3.4) 

(3) So that the influence of both water-table changes, and water-loading is 

significant when: 

𝑧2

16𝐷
< 𝑡 <

2500𝑧2

16𝐷
 (3.5) 

Similar analysis of Equation (3.2) for single-layer, finite domain also shows that 

conditions (3.3, 3.4, and 3.5) all hold. For example, the influence of step water-

loading changes on hydraulic head changes recorded at a depth z = 10 m below 

the top of a porous medium having vertical diffusivity D = 102 m2d-1 (≈ 0.00116 

m2s-1) (e.g., sandstone) will be significant before the first 156 days. But, from the 

156th day onwards, the influence of water-loading will become insignificant. 
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3.4.1.1 Critical time 

 
Figure 3:2. Hypothetical plots of head changes due to water-table changes, hW (equation 2.11), 
water-loading, hL (equation 2.12), and total head changes, h (equation 2.13) at monitoring depth, 

z = 10 m, within a porous medium having vertical hydraulic diffusivity, Dv = 1 m2/day, and 
𝛾𝑆𝑦

𝛼
=

0.75 showing the critical time, tc (days), for this hypothetical case under the step-change forcing. 

I define a critical time, 𝑡𝑐, at which ℎ𝑊(𝑧, 𝑡𝑐) = ℎ𝐿(𝑧, 𝑡𝑐) (Figure 3.2), which indicates 

the time when the hydraulic head switches from being water-loading controlled to 

water-table controlled. Equating Equations (2.11) & (2.12), and performing some 

algebra gives: 

𝑡𝑐 =
𝑧2

4𝐷 [𝑒𝑟𝑓𝑐−1 (
𝛾𝑆𝑦

𝛼 + 𝛾𝑆𝑦
)]

2 (3.6) 

Equation (3.6) is interesting in at least two respects. First, it provides another useful 

way of describing the two ‘endpoint’ water-loading scenarios of ‘LD’ and ‘HO’. For 

the ‘LD’ scenario, 𝛼 = 0, therefore the critical time, 𝑡𝑐  is infinite. This implies that 

tc 

hL 

hW 

h 
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heads within the medium will never be controlled by water-table changes. On the 

other hand, 𝛼 = 1 and Sy → 0 for the ‘HO’ scenario, therefore the critical time, 𝑡𝑐  is 

zero. This implies that the head change is instantly controlled by water-table 

changes on the application of the forcing. Thus, the ‘LD’ scenario obtains when the 

critical time is infinite while the ‘HO’ is obtained when the critical time is zero. In 

general, as the ratio 
𝛾𝑆𝑦

𝛼+𝛾𝑆𝑦
 tends to 1, the larger the critical time, 𝑡𝑐, thereby the 

influence of water-loading becomes more dominant. Whereas the influence of 

water-loading becomes insignificant as the ratio 
𝛾𝑆𝑦

𝛼+𝛾𝑆𝑦
 tends to zero.  

 
Figure 3:3. Critical time, tc, as a function of z and D for the different indicated ratio value. Note 
that the colour bars have different value ranges. 

Second, the expression of the critical time, 𝑡𝑐, (Equation 3.6) provides a quick 

indication of how the interrelationship between monitoring depth, z, and the vertical 

diffusivity of the aquifer material control the extent of water-loading influence on 
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head change. Clearly, provided the ratio 
𝛾𝑆𝑦

𝛼+𝛾𝑆𝑦
 is constant, the deeper the monitoring 

depth, z, the larger the critical time; thereby water-loading effect dominates head 

change at depth (Figure 3.3; van der Kamp and Schmidt, 2017). In addition, the 

larger the vertical diffusivity, the lower the critical time implying that water-loading 

influence does not dominate head change when the aquifer material is highly 

diffusive (Figure 3.3). In each case, the converse is true.  

3.4.2 Head variation in single-layer domains under periodic forcing 

Although, like Roeloffs (1988) asserts, the examination of hydraulic head induced 

by step-change forcing (section 3.4.1) is more useful for illustrative purposes, it is 

however more analytically tractable to examine the response to periodic changes in 

forcing. Besides, most hydraulic drivers exhibit periodicity with period ranging from 

<days (e.g., tidal loads), to seasonal cycles, to decades (e.g., El NiNo-Southern 

Oscillation, Pacific Decadal Oscillation, Currell et al. (2016)).  

Where there is a synchronous periodically fluctuating water-load at the top of a 

vertical domain and water-table head, 𝜎(𝑡) = 𝜎0𝑒
𝑗𝜔𝑡 and ℎ(0, 𝑡) =  ℎ0𝑒

𝑖𝜔𝑡, 

respectively (where h0 is the amplitude of top-boundary head change, and 𝜔 is the 

angular frequency of the forcing signals with period, P [T]), the periodic head 

fluctuation, h(z, t), for semi-infinite domain and finite domain, are respectively given 

by S9 and S13 (Table 2.2).  

As for step-change forcing, I ascertain the conditions under which the influence of 

water-loading is insignificant, significant but not dominant, and dominant. I 

determine the ratio, µw, of the amplitude of head fluctuation, hw, due strictly to water-

table changes relative to the amplitude of the total head fluctuation, h. For 

insignificant water-loading influence, I define µw ≥ 0.90 and, simultaneously, I want 

phase difference, 𝜃𝑤, between hw and h to be such that 𝜃𝑤 , ≤ 50. On the other hand, 

for dominant water-loading influence, I define µw ≤ 0.10 and, simultaneously, I want 

phase difference, 𝜃𝑤, of the total head fluctuation to be such that 𝜃𝑤 > 50. The 

choice of 50 minimum is to ensure that the desired head fluctuation, hw, due strictly 

to water-table fluctuation remains closely in phase with the total head fluctuation, h.  
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With respect to a semi-infinite medium, µw is obtained from solution (S9) (which is 

the composite of Equations 2.14 & 2.15) as: 

𝜇𝑊(𝑧) =

|𝑒𝑥𝑝 (−√𝑗√
2𝜋𝑧2

𝑃𝐷
)|

|𝑒𝑥𝑝 (−√𝑗√
2𝜋𝑧2

𝑃𝐷
)| + |

𝛾𝑆𝑦

𝛼
−

𝛾𝑆𝑦

𝛼
𝑒𝑥𝑝 (−√𝑗√

2𝜋𝑧2

𝑃𝐷
)|

 (3.7) 

With respect to finite medium, µw is obtained from solution (S13) (which is the 

composite of Equations 2.27 & 2.28) as: 

𝜇𝑊(𝑧)

= 

cosh(√2𝜋𝑗𝐵2

𝑃𝐷
(1 −

𝑧
𝐵
))

|cosh (√2𝜋𝑗𝐵2

𝑃𝐷
(1 − 

𝑧
𝐵
))| + |

𝛾𝑆𝑦

𝛼
cosh (√2𝜋𝑗𝐵2

𝑃𝐷
) −

𝛾𝑆𝑦

𝛼
cosh (√2𝜋𝑗𝐵2

𝑃𝐷
(1 −

𝑧
𝐵
))|

(3.8) 

By inspection of equation (3.7), similar deductions as with the step change solutions 

are made. Namely: (i) as the dimensionless quantity 
2𝜋𝑧2

𝑃𝐷
 → 0, ratio µw → 1, so the 

influence of water-loading fluctuation on head fluctuation is insignificant in this 

situation; and (ii) as 
2𝜋𝑧2

𝑃𝐷
→ ∞, ratio µw → 0, so the influence of water-loading 

fluctuation on head fluctuation is dominant in this situation (Figure 3.4). 

In general, for all plausible values of 
𝛾𝑆𝑦

𝛼
, it is deduced that (I) when √

2𝜋𝑧2

𝑃𝐷
≤ 0.04 

(approximately), µw is approximately ≥ 0.90; (II) when√
2𝜋𝑧2

𝑃𝐷
≥ 8, µw ≤ 0.10; and (III) 

when 0.04 < √
2𝜋𝑧2

𝑃𝐷
< 8, µw is approximately given by 0.10 < µw < 0.90 (Figure 3.4).  
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Figure 3:4. Contour plots of amplitude ratio, µw, and phase difference, θw, of the single-layer 

model domain as a function of dimensionless depth (√
2𝜋𝑧2

𝑃𝐷
) under the general ‘shared-water 

pool’ (‘SW’) periodic water-loading scenario. The parameter spaces favouring dominant water-
table changes and water-loading influence are shown. The white dashed lines demarcate the 
parameter spaces into water-table dominance, combined influence, and water-loading 
dominance. Note that the recorded oscillating phase differences (panel b) show that water-
loading effect dominates at depths within the model domain.  

(I) In other words, the influence of water-loading will be insignificant if: 

𝑃

2𝜋
≥ 

625𝑧2

𝐷
(3.9) 

(II) On the other hand, the influence of water-loading is dominant if: 

𝑃

2𝜋
≤ 

𝑧2

64𝐷
 (3.10) 

(III) whereas the influence of water-loading is significant but not dominant if: 

𝑧2

64𝐷
< 

𝑃

2𝜋
<

625𝑧2

𝐷
(3.11) 

The analysis of Equation (3.8) for the finite domain shows that conditions (3.9, 

3.10, and 3.11) all hold.  
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3.4.3 Graphical representation and empirical verification of the established 

conditions  

The established conditions, inequalities (3.3, 3.4, and 3.5) – and – (33.9, 3.10, and 

3.11), for step-change forcing and periodic forcing, respectively delineate the 

zones of behaviour of the relative dominance of water-loading effect and water-

table fluctuations on hydraulic head at piezometric depts, z.  The zones are 

presented graphically as shown in Figures 3.5a & b, respectively for step-change 

and periodic forcing. Note that ratio z2/D is a diffusive timescale like L2/Dh (see 

e.g., in Simpson et al. 2013), where L is domain length and Dh is horizontal 

hydraulic diffusivity used for horizontal flow analysis.  

 

 
Figure 3:5. Contours of the established conditions for: (a) step-change forcing, and (b) periodic 
forcing under the general ‘shared-water pool’ (‘SW’) water-loading scenario showing datapoints 
from the literature (Table 3.2) to test the established conditions: Wang (Wang, 2000; based on 
their figure 6.14, p142), Bou_s1 (Boutt, 2010; their step-change results for t = 0.03 d), Bou_s2 
(Boutt, 2010; their step-change results for t = 0.5 d), Bur_s (Burgess at al., 2017; their step-change 
result), vKM (van der Kamp and Maathuis, 1991), vKS (van der Kamp and Schmidt, 1997), Tac 
(Timms and Acworth, 2005), Bou_p (Boutt, 2010; their periodic result), Lit (Li and Ito, 2011), Ano 
(Anochikwa et al., 2012), Bur_p (Burgess et al., 2017; their periodic result), Wdm (Woodman et 
al., 2019). More information about the datapoints is discussed in Appendix B. 

The influence of water-
loading is dominant. 

The influences of both 
are significant 
dominant 

The influence of water-
table changes is dominant. 

(b) (a) 
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The deductions from the foregoing are (Figure 3.5): (1) at constant time, t (or 

angular period, 
𝑃

2𝜋
), the larger the ratio z2/D (i.e., the deeper the depth, z, or the 

lesser the vertical diffusivity, D, of the system or both), the more dominant the 

influence of water-loading becomes; and (2) at constant value of the ratio, z2/D, 

the higher the time, t (or the angular period, 
𝑃

2𝜋
), the less dominant the influence of 

water-loading becomes.  

A key result is that the plotted data points from all the literature studies I collated 

corroborate the conditions for the degree of water table or loading dominance that 

my analytical models predict (Figure 3.5). This is despite the simplifications 

inherent in the analytical approach in comparison with the real-world field studies 

and indicate the robustness of the assumptions made in deriving the models. 

Hydraulic head fluctuations in the three Boutt (2010)’s piezometers (Appendix B) 

all respond to the rise in the water releases from the dam. Further, the influence of 

loading on head fluctuations in the shallow piezometer is nearly negligible whereas 

influence of loading on head fluctuations in the medium and deep piezometers are 

significant but non-dominant. On the other hand, head fluctuations recorded by the 

three Burgess et al. (2017)’s piezometers (Appendix B) are dominated by influence 

of loading. My observations correspond to the findings of the two papers. 

My results align with that of Li and Ito (2011) in that the influence of loading is 

insignificant only at shallowest monitoring depths (Appendix B). Similarly, my 

observations correspond to the conclusions reached in van der Kamp and 

Maathuis (1991) and van der Kamp and Schmidt (1997) which presents data 

points (Appendix B) that are under significant but non-dominant loading influence 

and data point whose hydraulic head fluctuation is dominated by loading influence. 

The data points (Appendix B) for Timms and Acworth (2005) all signify that the 

influence of loading is significant but not dominant. Although head fluctuations 

here are better examined using two-layer model domain (section 3.4.4), our 

observation here tallies with the conclusions of Timms and Acworth (2005) 
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wherein the hydraulic heads in their observation wells responded to moisture 

loading.  

In Woodman et al. (2019), the three monitoring depths, z = 30, 100, and 300 m 

modelled were plotted with D value ≈ 43 m2d-1 (Appendix B) to show that only at 

300 m depth is dominant loading influence suggested whereas the other points 

suggest significant but non-dominant influence of loading. This observation 

corroborates the assertion by Woodman et al. (2019) that piezometric head 

fluctuations at 300 m depth accurately track the top-boundary load whereas the 

head at the 30 m depth does not. It is important to note that my model adequately 

models their ‘IN’ water-loading scenario whereby the maximum value of the ratio 

𝛾𝑆𝑦

𝛼
 equals 1. On assessing the hydrological report presented by Anochikwa et al. 

(2012), head fluctuations at the shallower monitoring depth (z = 15 m, Appendix B) 

tend to be more controlled by water-table fluctuations although influence of water-

loading is significant. On the other hand, head fluctuations at the deeper 

monitoring depth (z = 100 m, Appendix B) is majorly dominated by water-loading 

influence. Anochikwa et al. (2012) made the same conclusions in their work.  

3.4.4 Head variations in two-layer finite domain under periodic forcing  

Here, the hydraulic head behaviour in a two-layer medium under periodic forcing is 

presented. Only assessments under periodic change forcing are implemented 

because hydraulic drivers commonly exhibit periodicity with periods ranging from ≤ 

days (e.g., tidal loads), to seasonal cycles, to decades (Currell et al., 2016).  

3.4.4.1 The effects of hydraulic conductivity contrast  

The two layers in a composite model domain may have hydraulic conductivities 

which differ by at least an order of magnitude. It then becomes important to study 

the potential impacts of such scenarios.  

When KUpper < KLower by at least an order of magnitude both layers are susceptible 

to the influence of water-loading (Figure 3.6a & b). This is because the low 

conductivity of the upper layer and depth of the second layer favour influence of 



   

 

73 
 

loading. This explains the assertion by Maliva et al. (2011) that the presence of 

effective confining layer means that confined aquifers are significantly susceptible 

to the influence of loading. It is also observed that the influence of loading in the 

upper layer is more pronounced for KUpper/KLower = 0.01 than for KUpper/KLower = 0.1. 

Overall, the results imply that the lower the conductivity of upper layer relative to 

that of the lower layer, the more the upper layer becomes an effective confining 

layer and thus the greater the significance of the influence of change in loading 

within the two layers.  

 
Figure 3:6. The effects of hydraulic conductivity contrast on the head changes in two-layer finite 
domain for: (a) KUpper/KLower = 0.01, (b) KUpper/KLower = 0.1, (c) KUpper/KLower = 10, and (d) KUpper/KLower = 
100. The thickness of the upper layer is fixed at 0.001 of the composite thickness as demarcated 
by the white dashed line in each plot. 

However, the patterns of head changes for KUpper > KLower (Figure 3.6c & d) 

conceptually correspond to those of the single-layer medium (Figure 3.4). The 

(d) (c) 

(b) (a) 
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influence of loading is completely restricted to the lower, less-conductive layer. 

This result is expected since depth and low conductivity favour significant influence 

of loading on head changes. In effect, head fluctuations in a two-layer domain in 

which the upper layer is more conductive than the lower layer closely resemble 

head fluctuations in single-layer domain. 

3.4.4.2 The effects of varying thickness of upper layer relative to the composite thickness 

The two results highlighted in sub-section 3.4.4.1 is subject to the proviso that the 

thickness of the upper layer relative to the composite thickness is at most 10-3. 

Hence, the effect of increasing upper layer thickness is examined by varying b/B 

and setting KUpper/KLower = 0.1 and 10 in turns.  

 
Figure 3:7. The effects of varying thickness of the upper layer relative to the composite thickness, 
b/B, on the head changes in two-layer finite domain for (a) b/B: = 0.001, (b) 0.005, (c) 0.01, and 
(d) 0.05, respectively with fixed KUpper/KLower = 0.1. The thickness of the upper layer is demarcated 
by the white dashed line in each plot. 

(b) (a) 

(d) (c) 
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It is observed that in the circumstance of a less conductive upper layer (Figure 

3.7), the significance of loading influence, which is maximum at depths in the lower 

layer, increases into the deeper portion of the upper layer the thicker the layer is 

relative to the composite thickness (compare Figure 3.7d against c, against b, and 

against a). Therefore, head changes near the base of a thick, low-conductive 

upper layer are unlikely to be a valid measure of top-boundary GWS changes. It is 

also observed that the thicker the low-conductive upper layer, the more 

pronounced is the influence of loading in the lower layer (compare Figure 3.7d 

against c, against b, and against a). This is because the influence of top-boundary 

head fluctuation will be effectively stopped at a penetration depth within the upper 

layer. This result essentially explains another important reality of a confined 

aquifer, namely: that the thicker the overlying aquitard relative to the thickness of 

the composite medium, the larger the dominance of the influence of loading in the 

confined aquifer. 
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Figure 3:8. The effects of varying thickness of the upper layer relative to the composite thickness, 
b/B, on the head changes in two-layer finite domain for (a) b/B: = 0.001, (b) 0.005, (c) 0.01, and 
(d) 0.05, respectively with fixed KUpper/KLower = 10. The thickness of the upper layer is demarcated 
by the white dashed line in each plot. 

In the circumstance of a more conductive upper layer (Figure 3.8), the influence of 

water-loading expands in significance upwards from the lower layer to the upper 

layer as b/B increases (compare Figure 3.8d against c, against b, and against a). 

However, unlike in the circumstance of a less conductive upper layer where the 

influence of loading affects upper layer as thin as 0.001 of the composite 

thickness, the influence of loading begins to significantly affect the upper layer 

when the thickness of upper layer is at least 0.005 of the composite thickness 

(compare Figure 3.7d against c). Secondly, the only factor which enhances the 

influence of loading in the circumstance of a more conductive upper layer is the 

increase in relative thickness of the high-conductive upper layer. On the other 

hand, both low conductivity and increase in the relative thickness of the low-

(b) (a) 

(d) (c) 
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conductive upper layer enhance the influence of water-loading in the circumstance 

of a less conductive upper layer (compare Figures 3.8 against 3.7). 

In both circumstances (Figures 3.7 & 3.8), it can be concluded that increasing the 

thickness of the upper layer (I) predisposes the layer to increased significant 

influence of loading at depth in the layer, and (II) causes the influence of loading in 

the lower layer to increase in dominance upwards. It should be noted, however, 

that the threshold of the relative thickness at which results (I) and (II) hold under 

KUpper < KLower differ from when KUpper > KLower. This threshold relative thickness is 

smaller when KUpper < KLower than when KUpper > KLower. With reference to the 

parameter values used for Figures 3.7 and 3.8, it is deduced that the threshold 

relative thickness when KUpper/KLower = 0.1 is less than 0.001, whereas the 

threshold relative thickness when KUpper/KLower = 10 is approximately 0.005. 

3.4.4.3 The conditions for using single-layer representation to model two-layer 

composite domain 

From the totality of the results of sub-sections 3.4.4.1 to 3.4.4.2, head changes in 

a two-layer composite domain may be adequately modelled using head changes in 

a single-layer domain (setting D = DLower) when the following conditions are 

concurrently met: 

(i) The relative thickness b/B must not be greater than 0.005 (i.e., b/B ≤ 

0.005); and 

(ii) The vertical hydraulic conductivity contrast KUpper/KLower must always be 

greater than 1 (i.e., 
𝐾𝑢𝑝𝑝𝑒𝑟

𝐾𝑙𝑜𝑤𝑒𝑟
> 1). 

The above conditions explain why a two-layer representation gave better result 

than a single-layer representation in the study by Black and Barker (2015). For that 

study, condition (ii) was met in that 
𝐾𝑢𝑝𝑝𝑒𝑟

𝐾𝑙𝑜𝑤𝑒𝑟
> 10, while condition (i) was not met in 

that b/B = 0.36 >> 0.005 (thickness, b, of the upper layer was 720 m and the 

thickness of the composite medium was 2,000 m). 
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3.5 Discussion  

3.5.1 Analysis in respect of the IN, WT, and LD scenarios 

Analysis of the response of hydraulic head to the influence of water-loading and 

water-table changes was carried out by assessing the head change ratio and 

amplitude of the head fluctuation under the ‘share-water pool’ (‘SW’) water-loading 

scenario. The analysis applies to the ‘inundation’ (‘IN’) and ‘water-table variation’ 

(‘WT’) water-loading scenarios. To extend the analysis to the ‘inundation’ (‘IN’) and 

‘water-table variations’ (‘WT’) water-loading scenarios, the ratio 
𝛾𝑆𝑦

𝛼
 for the ‘SW’ 

scenario should be replaced with 𝛾: 0.0432 ≤ 𝛾 ≤ 1 and 𝛾𝑆𝑦: 0.00432 ≤ 𝛾𝑆𝑦 ≤

0.3, respectively. Because the range of values of the variables 𝛾 and 𝛾𝑆𝑦 are in the 

range of values used for the ratio 
𝛾𝑆𝑦

𝛼
 (Appendix B2), the ‘IN’ and ‘WT’ scenarios 

are also covered by the conditions established. 

However, the analysis cannot be extended to the ‘load only’ (‘LD’) water-loading 

scenario since the head responses in this scenario are due only to water-loading. 

The ratio, Aw or µw, is zero at all monitoring depths under the ‘LD’ scenario while 

the ratio, AL or µL, equals 1 at all monitoring depths. Therefore, in the ‘LD’ 

scenario, there is no partitioning into water-table fluctuations dominance against 

water-loading dominance. However, a condition guiding when piezometric heads 

under the ‘LD’ scenario exactly match the influencing water-load changes is given 

by 𝑡 = 10𝑧2 55𝐷⁄  (Appendix C). This differs from the 𝑡 = 𝑧2 4𝐷⁄  of Wang (2000, 

Eqn. 6.23, page123) because I have used 90% matching while Wang (2000) used 

85% matching (Appendix C).  

3.5.2 The significance of the results for estimating GWS and TWS changes 

If recorded hydraulic head changes at a certain monitoring depth can be attributed 

to ∆GWS or ∆TWS, then the next obvious question is how the head changes can 

actually be used to estimate the ∆GWS or ∆TWS. To estimate ∆GWS and ∆TWS 

(or ∆TWS minus ∆GWS) one or more of 𝛾, Sy, and α is required. When and how 

the estimation can be done are illustrated in Table 3.3. It should be noted that 
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under the ‘LD’ scenario, ∆TWS is made up of other water storage components 

excluding the water-table ∆GWS.  

For other situations not covered by conditions given in Table 3.3, the use of 

observed head changes to infer water-table ∆GWS or ∆TWS would be erroneous 

because doing so would neglect the significant influence of either water-loading or 

water-table changes, respectively. For example, Woodman et al. (2019) describes 

the nature and amount of the uncertainty obtainable as a result of this neglect 

when observed heads from the BAS typical monitoring wells are analysed to 

estimate water-table ∆GWS. Because this uncertainty can be significant in 

different aquifers, I suggest that head changes under any conditions not covered 

by the conditions specified in Table 3.3 should not be used to infer water-table 

∆GWS or ∆TWS.  

Table 3:3. When and how to estimate GWS and TWS from head changes/fluctuations. 

When To  

Get 

Do 

Step Periodic SW IN WT LD 

𝒕 ≥
𝟐𝟓𝟎𝟎𝒛𝟐

𝟏𝟔𝑫
 

𝑷

𝟐𝝅
≥

𝟔𝟐𝟓𝒛𝟐

𝑫
 

∆GWS ∆𝐺𝑊𝑆 = 𝑆𝑦∆ℎ ∆𝐺𝑊𝑆 = ∆ℎ ∆𝐺𝑊𝑆 = 𝑆𝑦∆ℎ N/A 

𝒕 ≤
𝒛𝟐

𝟏𝟔𝑫
 

 

𝑷

𝟐𝝅
≤

𝒛𝟐

𝟔𝟒𝑫
 

 

∆TWS 
∆𝑇𝑊𝑆 =

𝛼∆ℎ

𝛾𝑆𝑦

 ∆𝑇𝑊𝑆 =
∆ℎ

𝛾
 ∆𝑇𝑊𝑆 =

∆ℎ

𝛾𝑆𝑦

 ∆𝑻𝑾𝑺 =
∆𝒉

𝜸
 

𝛼 > 0; 𝑆𝑦 > 0; and 0.0432 ≤ 𝛾 ≤ 1. N/A: Not Applicable. 

3.5.3 Implications of the critical time on temporal frequency of GWL 

measurements 

Where all the parameters are known or can be assumed, deducing a value for the 

critical time, 𝑡𝑐(Equation 3.6), can be reasonably useful for guiding the adequate 

temporal resolution of GWL monitoring for different purposes, despite the inherent 

subjectively. This work presents a critical time expression which suggests the time 

below which influence of water-loading dominates the hydraulic head measured at 

a given monitoring depth. At later times beyond the critical time, influence of water-

table fluctuations dominates hydraulic head changes measured at a given 

monitoring depth.  This critical time therefore has implications for the temporal 

monitoring frequency needed in order to be able to apply GWL measurements for 
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estimating water-table GWS or not. For example, to detect the influence of water-

loading only, the frequency of the data needs to be at most the value of the critical 

time and commensurate with the Nyquist frequency (Russo and Jury 1987).  

As shown in Figure 3.3, the critical time (which is controlled by the interplays 

between monitoring depth, hydraulic diffusivity of the medium and the hydro-

mechanical properties of  
𝛾𝑆𝑦

𝛼
) can range from minutes to decades. For example, at 

shallow depths (e.g., 2 m) within a highly diffusive medium (vertical diffusivity = 

100 m2/d, say) the critical time would range between about 15 minutes to 100 days 

(Figure 3.3). However, at a monitoring depth of 80 m in a porous medium having 

vertical hydraulic diffusivity of about 10 m2/d, the critical time would range from 

less than 100 days to about 30 millennia depending on the value of 
𝛾𝑆𝑦

𝛼
 (Figure 

3.3). In general, critical time increases (i) the deeper the monitoring depth, (ii) the 

smaller the vertical hydraulic diffusivity of the porous medium, and (iii) the higher 

the value of the combined parameter 
𝛾𝑆𝑦

𝛼
 (see Figure 3.3). 

3.5.4 Real-world hydrologic forcing 

Real-world forcing usually shows erratic temporal changes so real TWS drivers are 

not perfectly step-change or periodic as portrayed in this work. Hence, direct 

application of our results to field observations which are induced by combinations 

of more complex drivers may require some modifications. It is potentially tractable 

to derive analytical models for cases of complex drivers by expressing the drivers 

as superposition of many periodic drivers. Doing so extends the learning points 

provided in this work to real life problems especially where the porous medium is 

suspected to have lower vertical diffusivity. In general, the results of this study are 

useful for giving some indications of how much concern about mechanical-loading 

effect on hydraulic head changes to be expected when point-based GWL changes 

are to be used to estimate GWS changes.  
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3.6 Conclusions 

Here, head responses under the combined forcing of top-boundary head changes 

and water-load changes were assessed to understand where and when head 

changes significantly represent water table fluctuations or not. The analysis 

focused on single-layer and two-layer vertical aquifer domains and is underpinned 

by the established theory of linear poroelasticity, and new analytical solutions I 

derived in section 2.2, chapter 2.  

Results of the above analysis enable a determination of the interplays between the 

monitoring depth, z, vertical hydraulic diffusivity of the medium, D, and the time 

duration or frequency of the forcing, t or P, to signpost whether influence of 

changes/fluctuations in water-load on head changes/fluctuations is insignificant, 

dominant, and significant but non-dominant.  

For the single-layer domain types, the conditions I established for insignificant, and 

dominant influence of water-table changes on head responses (Table 3.3) agree 

well with data points from the literatures which indicate water-loading effects in real 

world settings. Overall, if upon application of the established conditions, GWL 

measurements at certain locations are judged to be significantly influenced by 

water-loading effect, the exclusion of such GWL records from the computation of 

site GWS is recommended.  

Analysis on two-layer domains shows that the lower the conductivity of upper layer 

relative to that of the lower layer, the greater the significance of the influence of 

water-loading within the two layers. It is also found that the thicker the upper layer 

the more the influence of water-loading increases in dominance in the layer 

regardless of the hydraulic conductivity contrast between the two layers. Further, it 

is found that hydraulic head changes in a two-layer domain in which the upper 

layer is more conductive than the lower layer closely resemble head fluctuations in 

single-layer domain provided that relative thickness of the upper layer to the 

composite thickness is not greater than 0.005. 
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Chapter 4 Assessing the Hydrogeological Controls on the 

Commensurability Error in Groundwater Storage: A 1-D 

Analytical Study 

4.1 Introduction 

In section 2.3, I present the theoretical underpinnings of the second research 

problem of this thesis. The models were derived to reveal the hydrogeological 

controls on commensurability error in the aggregation of groundwater storage 

(GWS) time series for two differently conceptualised groundwater domains 

subjected to periodic recharge.  

Using the analytical models presented in Chapter 2, this chapter presents the 

results and discussions of a systematic analysis of the sensitivity of the probability 

of obtaining insignificant commensurability error (PICE) in the arithmetic averaging 

of the GWS time series to hydrogeological controls. This endeavour aims to meet 

research objective 2 (section 1.3).  

To progress, I first present a brief review of works which strengthen the context for 

the research already outlined more briefly in Chapter 1, and further underscores its 

objective (section 4.2). This is followed up with a description of the method used 

for the assessment (section 4.3), presentation of results (section 4.4) and a 

discussion of the significance of the results (section 4.5). The key learning points 

from the research are then highlighted in section 4.6 – conclusions. 

 

4.2 The Research Context 

In estimating the GWS time series of a study area, available point based GWS 

time series are often aggregated, most commonly by a simple arithmetic averaging 

method (e.g., Bhanja et al. (2017); Li et al. (2015) and Rateb et al. (2020)). For 

example, a simulated nodal head representing the large groundwater volume of a 

grid cell in a global groundwater/hydrological modelling is often compared to 

arithmetic average of heads observed at points in the grid cell (de Graaf et al. 
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(2017); Reinecke et al. (2018, 2019b); Reinecke et al. (2020). This practice 

assumes that GWSA, the average of GWSi (where i ≥ 1 represents sampling points 

at which GWS time series are recorded) gives a more commensurable GWS time 

series compared to the ‘true’ GWS time series than any individual GWSi 

(Tregoning et al. 2012). This assumption underpins the use of aggregation of 

GWSi for verifying outputs of hydrological investigations. The obvious problem is 

the level of confidence to be placed on GWSA in terms of whether it accurately 

measures the ‘true’ GWS level time series (hereinafter, GWST) of the study site. 

As introduced in Section 1.2.2, the problem is termed commensurability error in 

this thesis while ‘representativeness’ problem is reserved for the water-loading 

problem (section 2.2, Chapter 2, and Chapter 3). Commensurability error presents 

a source of concern (in situations where it is nonnegligible) because it varies with 

scale (Tustison et al. 2001). 

While arguing for the use of a combination of observation-, model-, and expert-

based model evaluation approaches to improve the realism of groundwater 

representation in large-scale models, Gleeson et al. (2021) advises that 

commensurability issues should be properly accounted for as it is a significant 

problem at different scales of any hydrological system. Understanding and 

quantifying commensurability error is important so that robust evaluation of model 

performance using comparison of aggregated point values at a given spatial scale 

and the single large-scale value at that scale can be made (Gleeson et al., 2021).  

A further subtle, important, yet unresolved commensurability issue stems from 

studying the same site using different conceptual models which are obtained after 

the examination of different scales and/or data or interpreting geology differently 

(Troldborg et al. 2007). However, this aspect of commensurability issues is not 

considered in this thesis. Similarly, the concern about the uncertainty introduced in 

reconciling the hydraulic heads simulated by global gradient-based groundwater 

models (Fan et al. (2013), de Graaf et al. (2017), and Reinecke et al. (2018,2019b) 

– the G3M model) and observed water-table depths (WTDs) which is espoused by 
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Reinecke et al. (2020) represents a major problem in the evaluation of large-scale 

models, but it is outside the scope of this work.  

One known cause of commensurability error is the unavailability of enough 

observation wells to capture the groundwater variability at given study site. To 

ameliorate this problem requires installing and maintaining new sampling wells 

which come at, normally large, additional costs. It may therefore be necessary, 

much like for soil moisture estimation (see e.g., Hills and Reynolds (1969), Wang 

et al. (2008), Chen et al. (2016)), to reach a trade-off between obtaining accurate 

GWSA from fewer sampling wells and the cost of installing new sampling wells. 

This is a potential benefit of this PhD research in terms of providing insights into 

how to choose the most efficient strategy for locating observation wells. Another 

cause may be situations whereby, as has been shown in many field studies, 

sampling wells are biased to certain region(s) of the study site (Reinecke et al. 

2020). These situations are borne out of necessity because wells are often sited 

preferentially at location(s) with higher groundwater yield (Tregoning et al. 2012).  

As introduced (Section 1.2.2), commensurability error,𝜀𝐶 , is defined as the root-

mean-square-error between GWSA and GWST as a percentage of the amplitude of 

the GWST time series (Equation 1.2). A value of 𝜀𝐶 = 0% is desired as the optimal 

value while positive values suggest that the GWSA either overestimates or 

underestimates GWST.  

It is impossible in practice to quantify 𝜀𝐶 because the ‘true’ GWS time series, 

GWST, cannot be determined accurately. To sidestep the inability to adequately 

compute commensurability error, I contend that building some understanding of 

how probability of insignificant commensurability errors (PICE) is controlled by 

hydrogeological factors represents an important, potentially beneficial research 

outcome. Learnings from such research may enable us to predict when 

commensurability error is likely to be insignificant, given some knowledge of the 

hydrogeology of the study area in question.  
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Figure 4:1. Illustrative forms of the possible distribution of commensurability error, 𝜀𝐶 , in using 
GWSA to estimate GWST. The desired distribution is that represented by the black curve while the 
other three curves show examples of the possible distributions depending on number and locations 
of observation points, and all associated hydrogeological factors.  

If a 𝜀𝐶 such that 𝜀𝐶 ≤ 10% is defined as insignificant commensurability error, then 

a sampling arrangement that maximises the value of PICE is desired. As 

illustrations, for a given number of observation points, N, it is desired that the 

commensurability error distribution obtained from 1000 (used in this thesis) Monte 

Carlo selections of observation points under each experimental run is as close as 

possible to that described by the black curve in Figure 4.1. Regardless of the 

number, N, and how the observation points are sited; this error distribution gives 

PICE of at least 99%. However, depending on the number, N, and locations of 

observation points, and nature of site’s hydrogeological conditions, many other 

possible distributions could be obtained. A few of such outcomes (other curves in 

Figure 4.1) yield commensurability error distributions of which PICE are less than 
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99%. It is part of my aims in this chapter to indicate how hydrogeological controls 

may lead to such a range of commensurability variation.  

The models derived in section 2.3 have been set-up to investigate how the PICE in 

GWSA depends on the number and locations of observation points, and the 

hydrogeological factors controlling the variability structure of the GWS of a study 

area. This will be achieved by systematically analysing the commensurability 

errors obtained using the analytical scheme presented in sub-section 2.3.3 over 

the associated parameter spaces of the five identified scenarios (A to D of Table 

2.3; and E for the mixed boundary conceptual set-up). The ‘true’ GWST time series 

(Equations (2.51) & (2.52)) were used as appropriate. The next section describes 

the steps employed for carrying out the assessments. A direct consequence of this 

study is an ability to understand how the Number of Required Observation Points 

(NuROP) is controlled by hydrogeological factors, where NuROP represents the 

number of observation points whose GWS records can be aggregated by 

arithmetic averaging to give the average series, GWSA, with a PICE ≥ 90%. 

4.3 Workflow of the Steps Employed for the Assessment of PICE versus N 

4.3.1 Experimental runs 

As summarised in Table 4.1, the different experimental runs that were undertaken 

are described next. 

Scenario A (1R1D) (5 runs) 

To understand how PICE is controlled by the ratio of groundwater response time of 

a porous medium to the period of the hydrologic forcing controls, experiments 

were run for five groundwater response indices (𝐺𝑅𝐼 =
𝐿2

𝑃𝐷
) values of 0.01, 0.1, 1, 

10, and 100, in turns. 

Scenario B (2R1D) (60 runs) 

To build an understanding of how PICE is controlled by recharge variability. 

Experiments were run for GRI values of 0.1, 1, 10, and 100, in turns with the 
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relative length, xm, of the ZHB recharge zone varied as 0.1, 0.5, and 0.9, in turns, 

along with recharge contrasts R2/R1 of 0.1, 0.5, 1, 2, and 10.  

Table 4:1. The range of value of the parameters that were varied in the different experimental 
runs of each scenario identified based on the conceptualisations summarised in Table 2.3 (Sub-
section 2.3.1). 

Scenarios Parameter being 
varied 

Range of variation Other parameters 
that were additionally 
varied 
(number of combined 
runs in brackets) 

A (1R1D) Groundwater response 
index (GRI) 

0.01, 0.1, 1, 10, 100 None  
(5) 

B (2R1D) Recharge contrast 
(R2/R1) 

0.1, 0.5, 1, 2, 10 GRI: 0.1, 1, 10, 100 
Relative length of the 
ZHB recharge zone: 
0.1,0.5, 0.9 
(60) 

C (1R2D) (C1) Transmissivity 
contrast (T2/T1) 
 
(C2) Storage coefficient 
contrast (S2/S1) 

0.1, 1, 10 
 
 
0.01, 0.05, 0.1, 0.5, 1 

GRI: 0.1, 1, 10, 100 
Relative length of the 
ZHB recharge zone: 
0.1,0.5, 0.9 
(96) 

D (2R2D) Recharge contrast 
(R2/R1) 
 
Transmissivity contrast 
(T2/T1) 

0.1, 0.5, 1, 2, 10 
 
 
0.1, 1, 10 
 

GRI: 0.1, 1, 10, 100 
Relative length of the 
ZHB domain: 0.1, 0.5, 
0.9 
(180) 

E (mixed 
boundary)* 

Conductance 0.001, 0.01, 0.1, 1, 10, 100 GRI: 0.1, 1, 10, 100 
(24) 

*This scenario is discussed in Sub-section 2.3.1. 

Scenario C (1R2D) (96 runs) 

These experiments were run for GRI values of 0.1, 1, 10, and 100, in turns under 

two variants. The first variant used S1 = S2 but allowed contrast in transmissivity, 

T2/T1, to vary as 0.1, 1, and 10. The variant was to study the influence of 

transmissivity contrasts on PICE. The second variant was used T1 = T2 but allowed 

contrast in storage coefficient, S2/S1 to vary as 0.01, 0.05, 0.1, 0.5, and 1. This 

variant was used to study the influence of storage coefficient contrasts on PICE. 

Additionally, under each GRI value and each contrast, the relative length, xm, of 

the ZHB domain was varied as 0.1, 0.5, and 0.9, in turns for further insights. 
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Scenario D (2R2D) (180 runs) 

These experiments entail varying recharge and transmissivity contrasts under GRI 

values of 0.1, 1, 10, and 100, in turns. Additionally, under each GRI value, the 

relative length, xm, of the ZHB domain (also, recharge zone) was varied as 0.1, 

0.5, and 0.9, in turns. Recharge contrasts R2/R1 were set equal to 0.1, 0.5, 0.1, 1, 

2, and 10 in sequential combination with transmissivity contrast, T2/T1, of 0.1, 1, 

and 10. 

Scenario E (mixed boundary) (24 runs) 

This scenario of experiments was run for 
𝑇

𝐴𝐿
 = 0.001, 0.01, 0.1, 1, 10, and 100 

which indicates highly conductive to non-conductive boundary layers in 

conjunction with GRI values of 0.1, 1, 10, and 100, in turns. Additionally, under 

each GRI value, the relative length, xm, of the ZHB domain (also, recharge zone) 

was varied as 0.1, 0.5, and 0.9, in turns. 

4.3.2 Random sampling analysis 

I used random sampling analysis (Chen et al, 2016; Wang et al. 2008) to obtain 

1,000 realizations of commensurability errors for different values of N (= 1, 2, 3, 4, 

5, 6, 8, 10, 12, 14, 16, 18, 20, 25, 30, 35, 40, 45, 50, 60, 70, 80, 90, 100) under 

each experimental run given in Table 4.1. I chose these specific N values so that a 

smooth profile of commensurability errors can be obtained.    

Step 1: I determined 𝐺𝑊𝑆𝑖(
𝑥

𝐿
, 𝑡) relative to 

𝑅1

𝑗𝜔
 by substituting the values given in 

Table 4.1 into Equations (2.48) & (2.49) for the 4 scenarios of the first conceptual 

set-up (Figure 2.3 & Table 2.3) and into Equation (2.50) for the one scenario of the 

second conceptual set-up (Figure 2.4). I did the computation for each N over M = 

1000 random observation locations. 

Step 2: I determined 𝐺𝑊𝑆𝑇(𝑡) relative to 
𝑅1

𝑗𝜔
 by substituting the values given in 

Table 4.1 into Equation (2.52) for the 4 scenarios of the first conceptual set-up 
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(Figure 2.3 & Table 2.3) and into Equation (2.54) for the one scenario of the 

second conceptual set-up (Figure 2.4). Thereafter, for each N, I computed the 

arithmetic average, GWSA, of the GWS time series determined in step 1 (in 1000 

places). This step gives 1000 realizations of GWSA for each N.  

Step 3: For each N, I then computed the commensurability errors, 𝜀𝐶 (Equation 

1.2), in the different GWSA. This gives 1,000 commensurability errors for any given 

experimental run.  

Step 4: For a given experimental run and each N, I calculated the PICE as the 

probability for obtaining a 𝜀𝐶 such that 𝜀𝐶 ≤ 10%.  

Step 5: For a given experimental run, the PICE were plotted against the 

corresponding N, and assessments were made by comparing profiles of PICE vs 

N obtained under the relevant experimental runs of the homogeneous (1R1D) 

scenario. 

4.4 Results  

4.4.1 Impacts of groundwater response index on PICE vs N profiles  

The profile of the probability of insignificant commensurability error (PICE) versus 

N is approximately identical for all GRI ≤ 1 (Figure 4.2a). However, the profile 

improves (i.e., shifts upwards) as GRI increases above unity (Figure 4.2a). 

Therefore, at any given N, the value of PICE is approximately constant for all GRI 

≤ 1, and PICE increases as GRI becomes greater than 1 (Figure 4.2b). These 

results suggest that for any uniform aquifer which responds at least as fast as the 

recharge forcing is changing (i.e., GRI ≤ 1), the PICE merely depends on N. 

Furthermore, when GRI ≤ 1, an approximated linear-log relationship is established 

(Appendix D1) between PICE and N (Equation 4.1, 𝑟2 ≈ 0.95).  
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Figure 4:2. Sensitivity of the profile of probability of insignificant commensurability error, 𝜀𝐶 , 
(PICE) versus N to GRI: (a) PICE vs N for various GRI, and (b) PICE vs GRI for various N under the 
1R1D scenario (i.e., whereby 𝑅2 𝑅1⁄ =𝑇2 𝑇1⁄ = 𝑆2 𝑆1⁄ = 1 were set). Note that PICE vs N profiles 

are obtained from frequency distributions (histograms) of 𝜀𝐶  for the various experimental runs. 

Appendices D2 and D3 show the histograms of 𝜀𝐶  in respect of 1R1D scenario under GRI =1, 
and 100. 

PICE ≅ 17.9 ln(𝑁) + 16.3(4.1) 

As GRI increases more than unity, it is observed that PICE are approximately at 

least 90% for all N when 𝐺𝑅𝐼 ≥ 100 (Figure 4.2). In other words, the chance of 

obtaining insignificant commensurability error using any N would be at least 90% if 

the domain length is at least 10 times the length scale given by √𝑃𝐷. Therefore, 

provided the medium is characterized as a single recharge and hydraulic diffusivity 

domain (1R1D), it is likely justified to disregard commensurability error in the 

arithmetic average aggregation of ‘point’ GWLs when 𝐺𝑅𝐼 ≥ 100 regardless of the 

number of observation points.  

For 1 < 𝐺𝑅𝐼 < 100, PICE depends on both N and GRI. In that range of values for 

GRI, a generalizable relationship cannot be readily established. To summarize, 

PICE for a porous medium that can be characterized as a single domain for both 

recharge and hydraulic diffusivity (scenario A, Table 2.3) is given by Equation 

(4.2). 

(a) (b) 

Profiles for GRI ≤ 1 
correspond to one 
another. 
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𝑃𝐼𝐶𝐸(𝑁, 𝐺𝑅𝐼) = {

≥ 90%, GRI ≥ 100
𝑓(𝑁, 𝐺𝑅𝐼), 1 < GRI < 100

≅ 17.9 ln(𝑁) + 16.3,GRI ≤ 1; 𝒓𝟐 ≈ 𝟎. 𝟗𝟓

(4.2) 

Furthermore, it is deduced that, for all GRI, the minimum N required to give PICE ≥ 

90% is about 30 (Figure 4.2a).  

4.4.2 Impacts of recharge contrasts on PICE vs N profiles 

Comparing the results of the 2R1D scenarios (Table 4.1) to those of the 1R1D 

scenarios reveals three important insights:  

(1) Where the GRI ≤ 1, the PICE vs N profiles with recharge contrasts do not 

greatly deviate from the PICE vs N profile of the homogeneous (1R1D) 

scenario (Figures 4.3a to f).  

(2) Where the GRI > 1, recharge contrasts (2R1D scenario) never cause 

improved PICE profiles than those obtained under the spatially constant 

recharge (1R1D) scenario (Figures 4.3g -l). The observed deviations of the 

PICE vs N profiles are further influenced by the relative sizes of the two 

recharge zones (compare Figures 4.3 g - i, and j - l). 

(3) The greatest negative deviations from the PICE vs N profile of the 

homogenous (1R1D) scenario occurred under the biggest contrasts in 

recharge (𝑅2 𝑅1⁄ = 0.1 and 𝑅2 𝑅1⁄ = 10). However, this occurs only where 

the GRI > 1 (Figures 4.3g to l).   

The influence of the magnitudes of recharge contrasts is confirmed with results 

obtained when the relative sizes of the ZHB recharge zone equals that of the NFB 

recharge zones (i.e., for 
𝑥𝑚

𝐿
= 0.5, Figures 4.3 h & k). In this case, despite both 

recharge zones being of equal size their PICE vs N profiles do not match as would 

have been the case if relative sizes of the recharge zones were the only control.  

In general, when GRI ≤ 1, recharge contrasts do not influence PICE vs N profiles. 
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Figure 4:3. Effects of recharge contrast on the probability of insignificant commensurability error (PICE) versus N profiles under different 
groundwater response index, GRI, of the 1R1D scenario (i.e., whereby 𝑇2 𝑇1⁄ = 𝑆2 𝑆1 = 1⁄ ).  

(a) (c) (b) 

(j) (l) (k) 

(d) (f) (e) 

(g) (h) (i) 
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Figure 4:4. Effects of phase difference between the recharges of the 2R1D scenario (i.e., whereby 𝑇2 𝑇1⁄ = 𝑆2 𝑆1 = 1⁄ ) on the variation of 
the probability of insignificant commensurability error (PICE) versus N profiles under different groundwater response index, GRI.  

(a) (c) (b) 

(j) (l) (k) 

(d) (f) (e) 

(g) (h) (i) 
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Recharge in one recharge zone may not be synchronous with that of another zone 

due to variations in the thickness and hydraulic properties of the unsaturated zone, 

or due to preferential flow paths. For larger domains, the occurrence of climate 

variations across the domain could also cause asynchronous recharge in different 

recharge zones. Therefore, the PICE vs N profiles obtained when the recharge R2 

leads (
𝑅2

𝑅1
 = j, where 𝑗 = √−1), and lags (

𝑅2

𝑅1
 = - j) R1 by 𝜋 2⁄  radians are assessed 

by comparing the profiles with the PICE vs N profiles obtained under the 1-domain 

scenario (
𝑅2

𝑅1
 = 1) (Figure 4.4). Each of the three 

𝑅2

𝑅1
 values mean that the two 

recharges have equal magnitude i.e., |R2| = |R1|.  

Some observed mismatch among the PICE v N profiles (Figure 4.4) is indicative of 

the effects of phase differences between the two recharges. In addition to the 

results obtained earlier based on Figure 4.3, the profiles shown in Figure 4.4 

reveal two important results.  

(1) Where the GRI ≤ 1, the influence of R2 leading or lagging R1 by 𝜋 2⁄  radians 

is not strong when one recharge zone is substantially bigger than the other. 

Under this GRI range, the zero-head and no-flow boundaries are able to 

attenuate the variability of the GWS field caused by the phase differences. 

The damping effects of the two boundaries appear insufficient when the two 

recharge zones are of equal size (i.e., when 
𝑥𝑚

𝐿
=0.5), hence causing larger 

deviations in the PICE profiles (Figure 4.4e) 

(2) R2 leading or lagging R1 by 𝜋 2⁄  radians does not cause positive deviations 

from the PICE vs N profile of the 1R1D scenario where GRI = 100. 

irrespective of the relative sizes of the two recharge zones. However, where 

the GRI < 100, phase differences in net recharges may cause the PICE vs 

N outcomes to be better than the PICE vs N outcomes of the 1R1D 

scenario. 
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4.4.3 Impacts of contrast in hydraulic properties on PICE vs N profile  

4.4.3.1 Contrast in storage coefficient 

In the following results, the modelled transmissivity of the ZHB domain is set as 

equal to that of the NFB domain so that 
𝐷1

𝐷2
= 

𝑆2

𝑆1
. 

All PICE vs N profiles for the smallest variation applied, 
𝑆2

𝑆1
= 0.5, lead to the 

smallest variations in PICE versus the profile for 1-domain scenario (Figure 4.5). It 

is also observed that the profiles under xm/L = 0.9 deviate little from the 1-domain 

profile for all GRIs (Figure 4.5c, f, I, & l).   

Meanwhile, the profiles under xm/L = 0.1 largely differ from one another except for 

𝑆2

𝑆1
= 0.5 and 

𝑆2

𝑆1
= 1 which are very similar for all GRIs (Figure 4.5a, d, g, & j). The 

non-correspondence of the profiles of 
𝑆2

𝑆1
= 0.01, 0.05, 0.1 with those of 

𝑆2

𝑆1
= 0.5, 1 

may be due to the at least 1 order of magnitude difference in the storage 

coefficients of the two domains. The smaller the storage coefficient contrasts, the 

poorer the PICE vs N profiles become compared to the profile for the 

homogeneous (1R1D) scenario (this is seen in Figures 4.5a, b, d, e, g, h, j, & k). 

Further, it is clear from the result that the storage coefficient of the NFB domain 

cannot act as the effective storage coefficient for the composite medium. This 

implies that using the storage coefficient value at a given point for other points may 

undermine computed GWS change for the study area.  

In general, PICE vs N becomes poorer when the storage coefficient of the NFB 

domain is orders of magnitude less than that of the ZHB domain. This result 

suggests that commensurability errors may be a bigger problem when aggregation 

of GWLs from confined and unconfined aquifers within a study area is attempted 

without using storage coefficients as appropriate. Moreso, the result suggests that 

storage coefficient contrasts and relative sizes of domains are more important 

controls of PICE vs N than GRI.  
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Figure 4:5. Effects of storage coefficient contrast between the two sub-domains of a 1R2D model medium on the variation of the 

probability of insignificant commensurability error (PICE) with N. Note that 
𝑅2

𝑅1
=

𝑇2

𝑇1
= 1 is fixed for all experimental runs, and  

𝑆2

𝑆1
= 1 

represents the reference scenario (Table 2.3). The S2/S1 = 0.5 and S2/S1 = 1 profiles correspond under xm/L = 0.1 of GRI1 = 10 and 100. 

(a) (c) (b) 

(j) (l) (k) 

(d) (f) (e) 

(g) (h) (i) 
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4.4.3.2 Contrast in transmissivities 

Further results show that the PICE vs N profiles are sensitive to transmissivity 

contrasts only when GRI ≤ 1 in the ZHB domain (Figure 4.6a to e). It is generally 

observed that the profiles obtained when T2 = 10T1 are never poorer than the 1-

domain profile while the profiles obtained when T2 = 0.1 T1 are never better than 

the 1R1D profile (Figure 4.6). In other words, where the transmissivity of the ZHB 

domain is smaller than that of the NFB domain, PICE vs N profiles cannot be 

worse (but can be better) than for the 1R1D scenario. The reason for this result is 

that less equilibration of the whole domain with the ZHB occurs, thereby the ZHB 

has less control on the overall GWS field. Therefore, the variability of GWS in the 

domain is more likely to be spatially uniform causing high PICE to be achieved 

with fewer N. On the other hand, where the transmissivity of the NFB domain is 

smaller than that of the ZHB domain, PICE vs N profiles cannot be better than is 

obtained for the 1R1D scenario. This is because the whole domain quickly 

equilibrates with the ZHB occurs as the ZHB exerts pronounced control on the 

overall GWS field. Therefore, high spatial variability of the GWS field occurs in the 

domain thereby more N will be required to achieve a high PICE.  
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Figure 4:6. Effects of transmissivity contrast between the two sub-domains of a 1R2D model medium on the variation of the probability of 

insignificant commensurability error (PICE) with N. Note that 
𝑅2

𝑅1
=

𝑆2

𝑆1
= 1 is fixed for all experimental runs, and  

𝑇2

𝑇1
= 1 represents the 

1R1D scenario (Table 2.3).  

T2/T1 = 0.1 means that GRI1 < GRI2. 
T2/T1 = 10 means that GRI1 > GRI2. 

 (a) (c) (b) 

(j) (l) (k) 

(d) (f) (e) 

(g) (h) (i) 

The three profiles are collinear. 

The three profiles are collinear. 

The three profiles are collinear. The three profiles are collinear. 

The three profiles are collinear. 
The three profiles are collinear. 

The three profiles are collinear. 

The three profiles are collinear. 

The T2/T1 = 0.1 and T2/T1 = 1 

profiles correspond. 
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4.4.4 Impacts of combined recharge and transmissivity contrasts on PICE vs 
N profiles 

Combined recharge and transmissivity contrast generally have observable effects 

on PICE vs N profiles for all experimented 𝐺𝑅𝐼1 values (Figure 4.7). It is observed 

that profiles for different transmissivity contrasts under same recharge contrast 

and GRI1 value correspond to one another (Figure 4.7). This outcome shows that 

the influence of transmissivity contrasts may be subordinate to the influence of 

recharge contrasts, and GRI1.   

It is also observed that recharge contrasts may not generally cause better PICE vs 

N profiles than the PICE vs N profile of the 1R1D scenario (Figure 4.7). However, 

exceptions are observed under xm/L = 0.1 for GRI1 ≤ 10 (Figure 4.7a, d, g) where 

almost all recharge contrasts R2/R1 give better PICE vs N profiles when GRI1 ≤ 1 

that that of the 1R1D scenario (Figure 4.7a, d) while the recharge contrast R2/R1 = 

10 gives better PICE vs N profiles when GRI1 = 10 than that of the 1R1D scenario 

(Figure 4.7g).  This could be due to the small size of the ZHB recharge zone in 

relation to the GRI of the domain.
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Figure 4:7. Effects of combined recharge and transmissivity contrast (2R2D) on the variation of probability of insignificant 

commensurability error (PICE) with N for the indicated values of 𝐺𝑅𝐼1. Note that  
𝑆2

𝑆1
= 1 is fixed for all experimental runs.  

(a) (c) (b) 

(j) (l) (k) 

(d) (f) (e) 

(g) (h) (i) 
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4.4.5 Impacts of boundary conductance on PICE vs N profile 

PICE vs N profiles improve upwards as 
𝑇

𝐴𝐿
 increases; the profile reaches maximum 

as 
𝑇

𝐴𝐿
> 1 (Figure 4.8). Specifically, 100% PICE vs N is observed for all GRI when 

𝑇

𝐴𝐿
≥ 10 (Figure 4.8). This means, as intuitively expected, that when the 

conductance of the layer separating the porous medium and the external head is 

very small compared to the transmissivity of the porous medium, the boundary 𝑥 =

0 behaves as a no-flow boundary. Thereby, the ∆GWS field becomes spatially 

uniform everywhere in the porous medium and commensurability error will be 0% 

for all N.  

 
Figure 4:8. Effects of boundary conditions (T/AL) on the variation of probability of insignificant 

commensurability error (PICE) with N for 𝐺𝑅𝐼 = 0.1, 1, 10, and 100. 
𝑇

𝐴𝐿
≤ 0.01 means that the 

separating layer is highly conductive; 
𝑇

𝐴𝐿
= 0.1 represents fairly conductive layer (Townley 1995), 

𝑇

𝐴𝐿
= 1 is taken as representing low conductive layer, and 

𝑇

𝐴𝐿
≥ 10 signifies non-conductive layer 

(i.e., a barrier to flow).  

(a) (b) 

(c) (d) 
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4.5 Discussion  

4.5.1 Controls on the Number of Required Observation Points  

The overall result from this study is that the Number of Required Observation 

Points (NuROP) changes as GRI changes; provided the porous medium can be 

characterized as a 1-domain medium (1R1D), NuROP decreases as GRI 

increases, and vice versa (Figure 4.2). This is because a high-GRI medium is 

relatively slow in responding to hydrological forcing thereby spatial variability in the 

resultant GWS changes are minimal. On the contrary, the relatively quick response 

of a low-GRI medium to hydrological forcing causes greater spatial variability of 

the resultant hydraulic head amplitudes. Thus, fewer observation points are 

sufficient to estimate the GWS of a high-GRI study site than a lower-GRI site. It is 

specifically found that If PICE ≥ 90, 95, 99% is desired for a 1R1D medium, then 

the NuROP is approximately 30, 40, 60, respectively for all GRI ≤ 1 (Figure 4.2).  

The Shropshire catchment, UK (Cuthbert, 2009, 2010a, b) is a good example of a 

site where existing observation wells monitor the relatively homogeneous Permian 

Bridgnorth Sandstone aquifer which underlies the catchment. According to Li et al. 

(2015), the extent, L, of the catchment can be assumed to be the square root of 

the area (about 22.5 km2). Therefore, L is approximately equals to 4.7 km. With 

assumed transmissivity values of 200 m2/d, specific yield of 0.1 (Streetly and 

Shepley 2005), the GRI is about 30. This GRI value suggests that (based on 

results depicted in Figure 4.2) observation points fewer than 10 but more than 1 

may give PICE of at least 90% for the catchment. Therefore, the currently 

available 15 observation wells at the catchment should be adequate for effective 

estimation of the GWS of the catchment provided the influence of water-loading on 

the GWLs of the available observation wells is minimal.   

Other important specific results are highlighted below. 

(I) For 2R1D porous medium scenario, contrasts in recharge do not 

significantly change the NuROP when GRI is at most unity but may 

considerably change the NuROP when GRI is greater than unity (Figure 



   

 

103 
 

4.3). This is because the influence of the contrast in recharge is subdued by 

the influence of the low GRI. On the other hand, contrasts in recharge 

increase the spatial variability of the GWS field in a 1-domain medium when 

GRI > 1.  

(II) For 1R2D porous medium scenario, contrasts in the storage coefficients of 

the two domains means that many N is required to get high PICE (Figure 

4.5). In the same circumstance, contrasts in the transmissivities of the two 

domains do not change the NuROP when GRI > 1 but may change the 

NuROP when GRI ≤ 1 (Figure 4.6).  

4.5.2 Implications for situations of biased observation points   

The assessment presented in this work is underpinned by randomization of 

observation points in 1,000 different combinations. This means that many of the 

combinations will entail observation points that are biased to different regions of 

the model domain. Thus, many possible combinations of biased observation points 

would have been present in each of the experimental runs. The approach of not 

separating out different scenarios for biased observation points is informed by the 

desire to understand how hydrogeological factors control the probability of 

obtaining insignificant commensurability error by studying large number of different 

combinations of observation points. However, in reality, biased observation points 

are common in groundwater level monitoring and assessment (Tregoning et al. 

2012).  

Spatial variability of the amplitude of GWS fluctuations is generally more 

pronounced nearer the ZHB due to the damping effect of the boundary but less 

pronounced closer to the NFB due to the decreased influence of the ZHB 

boundary. The implication is that there will be lower PICE if observation points are 

biased closer to the ZHB, and the aggregated GWS time series will most likely 

underestimate the degree of fluctuation. In contrast, if observation points are 

biased closer to the NFB, then the aggregated GWS time series will most likely 

overestimate the magnitude of GWS fluctuation. If the observation points are sited 
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around the mid-point of a 1R1D porous medium, the commensurability error in the 

aggregated GWS time series may be low depending on the GRI of the medium. 

4.5.3 General implications for groundwater storage change estimations 

The results of this chapter can powerfully inform how variations of climatology and 

geology control PICE and how much confidence we could place on the commonly 

applied arithmetic averaging method for deriving large scale GWS estimates. 

When estimating a site’s mean GWS time series from a given number of point 

based GWS, information about the site’s spatial variability in hydrological inputs, 

hydraulic properties heterogeneity, conditions at the domain boundaries, and the 

spread of observation points is critically important. Armed with such information, 

informed decisions can be made about the extent to which the possibility of the 

problem of commensurability error can be discountenanced, avoided, or 

accounted for. 

4.6 Summary and Conclusions 

My results are consistent with existing theories that commensurability error 

depends on location of observation points and the number, N, of observation 

points; many N gives a higher probability of insignificant commensurability error 

(PICE) than fewer N. In addition, the following important conclusions are drawn 

from my results: 

(I) The groundwater response index, GRI, (
𝐿2

𝑃𝐷
, dimensionless) is a primary control 

on the PICE in aggregated ΔGWS estimates. Provided the porous medium could 

be assumed to be a 1R1D scenario, PICE sits within three bounds of GRI. (i) PICE 

depends on only N if the GRI is not greater than 1: where it increases as N 

increases; (ii) PICE is at least 90% if the GRI is at least 100 for all N; and (iii) PICE 

versus N increases as GRI increases if the GRI lies between 1 and 100. The 

implication is that lesser N are required to accurately capture aggregated GWS 

changes when the GRI is not less than 100 than otherwise. 
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(II) Heterogeneity in recharge does not generally cause more N to be required to 

robustly spatially aggregate GWS time series than when recharge is 

homogeneous. Whether more N are required depends on the value of the GRI and 

the relative sizes of the recharge contrast and recharge zones. When GRI is at 

most unity, the N required is as if there is no contrast in net recharge. When GRI is 

greater than unity, the N required will always be greater than or same as when 

there is no contrast in recharge.  

(III) With or without heterogeneity in recharge, heterogeneity in the hydraulic 

properties of the medium generally causes poorer PICE vs N profiles. This implies 

that more N will be required to accurately capture the spatial mean GWS than if 

there were no contrasts.  

(IV) The lower the conductance of a separating layer between the zero-head 

boundary and the porous medium of a mixed boundary domain, the lower the 

commensurability error in the average GWS. When the conductance is very low 

compared to the transmissivity of the porous medium, commensurability error may 

be disregarded regardless of N, and GRI. On the other hand, surface water bodies 

which are well connected (i.e., have high conductance) to the porous media by 

higher permeability bank and bed materials have more influence on the heads in 

the media, and thus more influence on the likely commensurability errors.  

Understanding how the probability of obtaining insignificant commensurability error 

behaves when upscaling ‘point’ GWL changes for large scale GWS changes under 

different hydrological and/or hydraulic variables is key to developing methods to 

derive improved estimates of large-scale groundwater storage changes. This 

chapter outlines the main controls and is a first, and major, step towards solving 

this research challenge. However, since this study employs 1-D groundwater flow 

theory, a range of more complex real-world scenarios, most importantly of 

geological heterogeneities cannot be investigated. This next challenge is taken up 

in the next chapter. 
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Chapter 5 Assessing the Hydrogeological Controls on the 

Commensurability Error in Groundwater Storage: A 2-D 

Numerical Study  
 

5.1 Introduction 

In Chapter 4, using the analytical models developed in Section 2.3, I presented an 

assessment of how hydrogeological factors control the commensurability error in 

the arithmetic average aggregation of point-based groundwater storage (GWS) 

time series. In particular, I investigated the sensitivity of PICE vs N profiles to 

hydrogeological controls using experimental runs drawn from four scenarios of a 

general two-domain aquifer conceptualisation and one scenario of a mixed 

boundary 1-domain conceptualisation. The results generally indicate that the 

achievement of a better or worse PICE vs N profile than is obtained in a 1-domain 

porous medium depends on interplays between the groundwater response index 

(GRI), the heterogeneities, and the boundary conditions.  

However, (i) it became cumbersome to apply the same approach to more realistic 

heterogeneities wherein an aquifer is characterised as being composed of more 

than two hydraulic property domains and/or more than two recharge zones, and (ii) 

the approach does not apply to cases of stochastic heterogeneities (de Marsily 

1986) which often describe real porous media having spatially random hydraulic 

properties. It was therefore necessary to extend the 1-D analytical analysis to use 

2-D numerical models to assess how complex heterogeneities in hydraulic 

properties and recharge forcing may control PICE.   

Furthermore, the results presented in Chapter 4 showed clearly that arithmetic 

average aggregation of GWS time series generally performed poorly when the 

number of observation points is small and, sometimes, when the variability of the 

GWS field is high even if the number of observation points is large (e.g., scenarios 

under GRI1 = 100, Figure 4.5, where PICE < 80% even when N =100). It was 

therefore deemed necessary to investigate alternative interpolation methods which 
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might provide improved aggregation of GWS time series.  Although there exist a 

few studies (e.g., Béjar-Pizarro et al. (2017); Masood et al. (2022)) which use 

different types of interpolators for GWS studies, none has systematically 

addressed the commensurability error problem.  

Hence, to advance the research presented in Chapter 4, I used this current 

chapter to provide insights into how more complex hydrogeological variations 

control the probability of obtaining insignificant commensurability error (PICE) in 

the commonly implemented arithmetic averaging of GWS time series (Objective 

3). Additionally, I assessed the performance of kriging and radial basis function 

interpolators in producing high probability of insignificant commensurability error 

when they are used in the aggregation of GWSs (Objective 4).   

In this chapter, the 2-D numerical modelling employed is first introduced (sub-

sections 5.2.1 and 5.2.2) while a review of the three statistical interpolators used to 

assess if interpolation at unsampled locations can produce minimal 

commensurability error is then presented (sub-section 5.2.3). Thereafter, results 

obtained are presented (section 5.3) followed by a discussion of my reckoning of 

the results (section 5.4) and a summary of the learning points of the study (section 

5.5). 

5.2 Materials and Methods 

This section starts by describing the modelling tools used (sub-section 5.2.1) and 

the hypothetical numerical model underpinning the experimental runs conducted in 

this study (sub-section 5.2.2). It then reviews the three statistical interpolators 

(ordinary and universal kriging, and radial basis functions) employed in this study 

(sub-section 5.2.3).  

5.2.1 The Modelling Tools 

MODFLOW 2005 (Harbaugh 2005) was used to build the idealized groundwater 

flow models used for this study with the aid of Flopy, a Python package for 

scripting MODFLOW input files (Bakker et al. 2016)). Through Flopy, the 
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MODFLOW groundwater models built were ran and post-processed. Flopy was 

used in place of the commonly used GUIs (Graphic User Interfaces, e.g., 

Groundwater Vistas) to enable reproducibility of models as efficiently as possible. 

In addition, the use of Flopy for running MODFLOW groundwater model has at 

least four other advantages (Bakker et al. 2016).  

(1) Although considerable time are necessarily spent on learning the scripting 

procedures and acquiring the skills, the use of Flopy scripting for creating the input 

files for running groundwater models is achieved with a few lines of readable code 

(Bakker et al. 2016).  

(2) Flopy scripting is more flexible than the use of GUIs. For example, different 

model grid cell resolutions, various boundary conditions, numerous scenarios of 

hydraulic conductivity, and sensitivity analysis are implemented without setting up 

new models unlike in the use of GUIs (Bakker et al. 2016).  

(3) Beside the ease with which Flopy reads various formats of input and output 

files, Flopy also has robust capacity to conveniently manipulate model outputs for 

evaluation of results as may be desired (Bakker et al. 2016). This is done in this 

research by using applicable python libraries such as Numpy and Matplotlib.  

(4) Another advantage is that Python and all its packages (including Flopy) are 

both free-to-use and open-source software. Therefore, users can create bespoke 

software by modifying and enhancing the source code of the Python libraries. 

MODFLOW 2005 is an industry-standard software for conducting groundwater flow 

simulations whereby the general 3-D groundwater flow equation (Equation 5.1, 

see, e.g., Anderson (2015)) for flow through a heterogeneous, anisotropic porous 

medium is solved using the finite difference method.  
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where x, y, and z (the location of a given observation point, [L]) and t (the time of 

the observation [T]) are the independent variables. S [-] (the storage coefficient), T 

[LT −2] (the hydraulic transmissivity of the porous medium), and R [LT −1] 

(representing groundwater recharge as the hydrologic input) are parameters while 

h [L] (the groundwater level above the no-flow layer underlying the porous 

medium) is the dependent variable. It should be noted that Equation 5.1 assumes 

that the coordinate axes are aligned with the principal directions of transmissivity. 

Python’s gstools (GeoStatTools) package (Müller and Schüler 2019) was also 

used to create heterogeneous stochastic hydraulic transmissivity fields which are 

assigned to the grid cells of the built groundwater model domains. The gstools 

package, geostatistical tools for random field generation and variogram estimation, 

was accessed from https://geostat-framework.github.io/ and installed into the 

Python work environment. For reference purposes and to allow reproducibility, all 

my python scripts for the model development, analysis of outputs, and for plotting 

results are available on GitHub and Zenodo (Oshinlaja et al., 2023) release 

version 1.0. 

5.2.2 The Numerical Models  

2-D groundwater flow in an idealized isotropic, porous medium under periodic 

forcing is modelled by building a generic model in MODFLOW. This enables me to 

derive hydraulic head fields upon solving Equation 5.2, which I then used for 

subsequent analysis. Simplification of Equation 5.1 to Equation 5.2 assumes that 

the vertical components of the 3-D flow described by Equation 5.1 are negligible 

compared to the horizontal flow components. This assumption is justified for 

cuboid-like regional aquifers whose horizontal dimensions are much larger than 

their thickness (Anderson (2015); Houben et al. (2022).  
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https://geostat-framework.github.io/
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5.2.2.1 The general attributes of the numerical model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

The model domain was built to reflect an idealized cuboid-shaped aquifer with a 

square cross-section as its plan view (Figure 5.1). As with the 1-D analytical 

conceptualization, the numerical formulation is designed by prescribing a fixed 

zero head boundary condition at x = 0 and no-flow boundary condition at x = L, y = 

0 and y = L (Figure 5.1). This conceptualization typifies a fully penetrating large 

surface water body e.g., ocean, river, and lake (Sheets et al. 2005; Cuthbert 2014) 

at the x = 0 perimeter boundary, and a flow divide indicating a vertical 

y = 0 

Homogeneous 

Transmissivity, T (m2/d) 
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Figure 5:1. The plan view geometry and perimeter boundary conditions of an idealized model 
domain with homogeneous hydraulic properties (sub-section 5.2.2.2). Note that the bottom 
boundary of the 2-D model domain has a no-flow boundary condition. 
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impermeable boundary or stable flow divide (Anderson 2015) at the x = L 

perimeter boundary.  

Owing to the single layer 2-D structure, the base of the domain is a no-flow 

boundary (NFB) in the assumption that the underlining medium represents a low-

permeable aquitard such as clayey formation or unfractured basement rocks 

(Anderson 2015) which renders zero vertical flow as desired.  

A spatial discretization of 100 × 100 grid cells for all simulations was implemented . 

Each simulation is run for a period of tens to hundreds of years to mimic typical 

maximum (or future aspirational) regional monitoring durations, and weekly time 

steps were employed. The length of the simulation run time is selected to be much 

longer than the expected duration of the spin-up period in order to achieve a quasi-

steady state (Anderson 2015). For example, while 20 years simulation run time 

was set where the medium GRI ≤ 10, simulation run time of 200 years was set for 

GRI = 100. Two stress periods were defined: period 1 is for the steady state, while 

period 2 is for the transient simulations. The initial condition of each of the 

(transient) simulations was defined as the hydraulic head outputs of the steady-

state simulation forced by the groundwater recharge at time instant, t = 0. For all 

analysis done, I used modelled heads for only the last two years of the transient 

run, having checked that these results had ‘converged’ to a periodic steady-state 

condition.  

The specific yield, Sy, was set to 0.1 to represent a typical unconfined sandy 

aquifer (Whitehead and Lawrence, 2006). The unconfined assumption was 

deemed most useful since such aquifers cover ≥ 80 % of the globe (de Graaf et al. 

2017), using a single-layer model implementation. To linearize the problem, the 

single-layer model domain was defined numerically as a ‘confined’ domain in 

Flopy-MODFLOW enabling the use of Equation 5.2, while applying the 

‘unconfined’ value for the storage coefficient. This is reasonable in the context of 

large aquifers where the head variations are not a significant proportion of the total 

saturated aquifer thickness. 



   

 

112 
 

As a Neumann boundary condition, the spatially uniform groundwater recharge, 

R(t), is added at the top of the model domain and is modelled using Equation (5.3) 

as temporally periodic having mean, RM = 0.0 m/d, amplitude, R0 = 0.00015 m/d, 

and period, P = 365 days (Equation 5.3; see, e.g., Townley (1995)). The 

linearisation of the groundwater flow equations means that the choice of zero 

mean recharge does not impact the results but simplifies the analysis to only 

consider the transience in heads. Based on the results presented as shown in 

Chapter 4, PICE is insensitive to the chosen values of Sy and R0.  

𝑅(𝑡) = 𝑅𝑀 +𝑅𝑒𝑎𝑙(𝑅0𝑒
−𝑖𝜔𝑡)(5.3) 

where  𝜔 = 2𝜋 𝑃⁄  , P is period in days, and t is time in days. 

For this study, I built varied model scenarios (categorized into five: A, B, C, D, and 

E; Table 5.1) which differ with respect to the nature of the transmissivity field and 

the recharge conditions specified in each scenario (sub-sections 5.2.2.2 – 5.2.2.6). 

This range of scenarios has been chosen to represent idealised, but nevertheless 

plausible, ranges of typical aquifer hydraulic properties and boundary conditions 

found in the real world. The mass balance was checked for every scenario and 

was confirmed to be balanced in each scenario. 
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Table 5:1. Categories of simulation scenarios implemented under the 2-D numerical study of 
commensurability error. 

Category Name Details No. of 
Scenarios 

A Homogeneous 
transmissivity 

Sub-section 
5.2.2.2 

6 

B 1-D deterministic 

heterogeneous 
transmissivity 

Sub-section 

5.2.2.3 

44 

C 2-D deterministic 

heterogeneous 
transmissivity 

Sub-section 

5.2.2.4 

9 

D 2-D stochastic 

heterogeneous 
transmissivity 

Sub-section 

5.2.2.5 

6 

E 
 

Recharge variability Sub-section 
5.2.2.6 

24 

 

For all experimental runs, the GWS time series at each grid-cell node, GWS(xi, t) 

was output from the model to use as potential point ‘observations’ with zero 

observational error.  

5.2.2.2 Category A: the homogeneous transmissivity scenarios 

This category presents the aquifer as homogeneous in transmissivity (Figure 5.1) 

and being forced by spatially uniformly recharge (Figure 5.1). It is included in this 

study to undertake a due diligence (fit-for-purpose) check on the developed 

numerical model for the intended analysis of this study. Since the transmissivity is 

homogeneous, and with spatially uniform recharge, the groundwater flow Equation 

5.2 reduces to Equation 5.4:  

𝑆
𝜕ℎ

𝜕𝑡
= 𝑇 (

𝜕2ℎ

𝜕𝑥2
+

𝜕2ℎ

𝜕𝑦2
) + 𝑅(𝑡)(5.4) 

In this category, the value of the transmissivity, T, was indirectly set by fixing a 

value for groundwater response index, GRI, (Equation 5.5). GRI value equals 1, 

10, and 100 were defined along with L = 1 km, and 10 km in turns to give 6 

transmissivity values (Table 5.2) used in 6 experimental scenarios (Table 5.1). GRI 
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< 1 were not used because results will be identical to GRI = 1 as shown by the 

results in Chapter 4.  

𝑇 =
𝐿2𝑆

𝐺𝑅𝐼 × 𝑃
(5.5) 

Table 5:2. Values of T from ranges of values for L and GRI (as per Equation 5.5). 

Scenario GRI L (m) T (m2/d) 

A1 1 1,000 274 

A2 1 10,000 27,400 

A3 10 1,000 27.4 

A4 10 10,000 2740 

A5 100 1,000 2.74 

A6 100 10,000 274 

 

5.2.2.3 Category B: 1-D deterministic heterogeneous transmissivity scenarios 

The homogeneous transmissivity scenario A1 (Table 5.2), serving as the baseline 

scenario, was altered in three ways to develop deterministic heterogeneities as 

follows:  

1. Six scenarios (B1 to B6, Table 5.3) of two sub-domain media (simple 

heterogeneity) whose transmissivities differ by an order of magnitude were 

created by fixing GRI1 = 1, and L = 1,000 m (so that T1 = 274 m2/d as per 

Equation 5.5) in each scenario. These scenarios serve as a further check 

on the developed numerical model by comparing results against the results 

of the corresponding analytical experiments of Chapter 4.  
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Table 5:3. The details of the simple heterogeneous (two sub-domains only) scenarios modelled under category B (1-D 
deterministic heterogeneous transmissivity) simulations. 

Scenario 

Point of 

contrast (m) 

Relationship of 

transmissivities (m2/d) 

B1 0.1L T2 = 0.1T1 

B2 0.1L T2 = 10T1 

B3 0.5L T2 = 0.1T1 

B4 0.5L T2 = 10T1 

B5 0.9L T2 = 0.1T1 

B6 0.9L T2 = 10T1 

 

2. A further 28 category B scenarios of three sub-domains (B7 to B34, see 

section 5.3.1) of various harmonic means were created by setting the 

transmissivities of the sub-domains as multiples of T = 240 m2/d (Appendix 

E). Results of the 28 scenarios were systematically compared with that of 

the homogeneous scenario when T = 240 m2/d.  

3. Also, 10 category B scenarios of five sub-domains (B35 to B44, see section 

5.3.1) of various harmonic means were also created by setting the 

transmissivities of the sub-domains as multiples of T = 240 m2/d (Appendix 

E). Results of the 10 scenarios were also systematically compared with that 

of the homogeneous scenario when T = 240 m2/d.  

The 1-D experimental scenarios involving 3 and 5 sub-domains are also motivated 

by the common occurrence of more than two sub-domains of an aquifer along 

groundwater flow lines in the real world. This is seen in many different types of 

aquifers across many landscape settings (Freeze and Cherry 1979; Liang and 

Zhang 2013). However, such complex heterogeneous transmissivities commonly 

exist in 2-D, hence the next set of experimental runs explore such situations (sub-

sections 5.2.2.4 and 5.2.2.5). 

5.2.2.4 Category C: 2-D deterministic heterogeneous transmissivity scenarios 

To explore the influence of 2-D heterogeneous transmissivity on the 

commensurability error in the arithmetic average aggregation of GWS time series, 

9 scenarios of twenty-five 2-D distinct zones of transmissivities (C1 to C9, section 

5.3.1) were modelled. Each scenario is used to reflect situations in which real 
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aquifers exhibit distinct transitions from one hydraulic material to the others along 

each of the two dimensions thereby giving zones of discrete transmissivity values 

in the study domain. Several such complex heterogeneities were explored as are 

possible in real-world porous media, however, only the identified 9 scenarios are 

reported to illustrate the overarching findings of this study. The result of each 

scenario was compared with that of the homogeneous scenario with T = 240 m2/d. 

5.2.2.5 Category D: stochastic heterogeneous transmissivity scenarios 

Since real porous media can also often be well-characterized by using randomly 

distributed transmissivities, category D (2-D stochastic transmissivity) scenarios 

were built to experiment with this practical reality. For this category, 6 

transmissivity fields were generated using the Python’s gstools package (Müller 

and Schüler 2019) by setting random, isotropic, and Gaussian distributed 

transmissivity fields. For all the 6 transmissivity fields, the variance was set to a 

tenth of the geometric mean of the transmissivity and range of correlation lengths 

of 500 m, 1000 m, and 1,500 m were defined (Table 5.4). The six stochastic 

transmissivity fields were imposed, in turns, on the model domain.  

Table 5:4. The parameters for the 6 stochastic transmissivity fields (category D) scenarios implemented. 

Scenario Geometric Mean of the 
Transmissivity (m2/d) 

Correlation 
length (m) 

D1 1000 500 

D2 1000 1000 

D3 1000 1500 

D4 5000 500 

D5 5000 1000 

D6 5000 1500 

 

5.2.2.6 Category E: recharge variability scenarios 

So far, all simulations have been forced with the defined spatially uniform periodic 

recharge (Equation 5.3). To explore the influence of the variability in recharge 

which the analytical model of chapter 2 cannot handle, I developed 24 scenarios of 

spatially varying periodic recharges (E1 to E24, Appendix F).  I then applied the 

spatially varying periodic recharge scenarios, E1 to E24, to the homogeneous 
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transmissivity scenario, A1, having transmissivity equal to 274 m2/d. Analysis of 

the results obtained was then carried out by comparing (a) E1 to E16, (b) E17, 

E18, E19, & E20, and (c) E3, E21, E22, E23, & E24.  

(a) The recharge zones of scenarios E1 to E16 are equally sized, but the 

amplitude varies from one scenario to another. Hence, comparing results of 

scenario E1 to E16 will show the effect of variable amplitude of the periodic 

recharge on the PICE vs N profiles.  

(b) The recharge variabilities zones of E17, E18, E19, & E20 are equally sized but 

each scenario trends differently or have different minimum amplitude. Hence, 

comparing results of these scenarios will show the effect of the trending patterns 

along with magnitudes of the amplitude of the variable recharge. 

(c) The recharge variabilities of scenarios E3, E21, E22, E23, & E24 have equal 

amplitude. However, the corresponding zones differ in relative sizes. Hence, 

comparing results of E3, E21, E22, E23, & E24 will show the effect of the relative 

sizes of the recharge zones. 

5.2.2.7 The analysis implemented on the numerical model data 

For all simulations, the commensurability error was computed with respect to the 

number of observation points, N = 1, 2, 3, 4, 5, 6, 8, 10, 12, 14, 16, 18, 20, 25, 30, 

35, 40, 45, 50, 60, 70, 80, 90, and 100. These N values were chosen to be 

consistent with the analytical model scenarios (Chapter 4). Also, to be consistent 

with Chapter 4, I used the random sampling analyses, RSA (Sub-section 4.3.2) for 

the assessment conducted in this section of the study with 1,000 realisations of 

commensurability error computed from taking 1,000 randomly selected N nodes. 

Finally, for each N, the probability of obtaining insignificant commensurability error 

(PICE) in GWSA was again computed with respect to N as was done with the 

analytical model (Chapter 4). 

However, I sampled as described thus: let GWS(xi, t) be the ground water storage 

at grid cell x and time t. I choose N series, GWSi(t) = GWS(xi, t) for i = 1, …, N, by 
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randomly choosing N grid cells x1, …, xN. The arithmetic average, GWSA(t), of 

GWSi(t), which is an approximation of the ‘true’ ground water storage, GWST(t), of 

the study domain was obtained by averaging over all cells. This process was 

repeated 1000 times to obtain 1000 realizations of GWSA(t) for each N. 

The random sampling was done 1000 times, and I computed the arithmetic 

average, GWSA, of each set to obtain 1000 realizations of GWSA. Finally, I 

calculated the PICE against N for all experimental runs. Recall that PICE is the 

probability of obtaining a commensurability error, 𝜀𝐶, less than 10%.  

By design, our experimental runs are devoid of measurement errors, parameter 

errors, and model errors so only commensurability error (as defined in this thesis) 

can cause a lack of correspondence between GWSA and GWST. The PICE vs N 

profile of a given experimental run was assessed by comparing the profile against 

the PICE vs N profile obtained from the experimental run of the relevant 

homogeneous scenario (equivalent to the 1R1D scenario, Table 2.3). 

5.2.3 The use of kriging and radial basis function interpolators 

For this study, I applied two statistical interpolators (Kriging and radial basis 

functions) to estimate GWST. Both have been previously applied to different 

aspects of groundwater level and GWS problems. The specific objective 

addressed here is as follows. 

I. To assess the performance of kriging and radial basis function interpolators 

for producing highly commensurable GWS estimates from sparse GWL 

records.  

5.2.3.1 Kriging 

Kriging (see e.g., Isaaks and Srivastava (1989)) is arguably the most used 

interpolation method in the field of geology and hydrology (Kitanidis 1997; 

Tapoglou et al. 2014; Béjar-Pizarro et al. 2017; Masood et al. 2022). Like all 

interpolators, kriging assumes the underlying surface varies continuously. Kriging 

is an exact interpolator, which means that if a data point is located exactly at a grid 
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node, the interpolated value should be equal to the known value of the data point 

(Kitanidis 1997). Although the mathematical theories and equations through which 

Kriging estimates are made are complicated, it is however simple to use software 

for the implementation of Kriging interpolation (Kitanidis 1997; Yi-Hwa and Ming-

Chih 2016).   

Kriging has been widely used for interpolating water level elevations (Gundogbu 

and Guney 2007; Campbell and Coes 2010; Tapoglou et al. 2014; Sherif et al. 

2021); and computing regional groundwater storage estimates from point-based 

groundwater level values (Béjar-Pizarro et al. 2017; Masood et al. 2022). Sun et al. 

(2012) applied universal kriging techniques to interpolate annually averaged GWL 

before obtaining the study site’s ∆GWS as the arithmetic average of all (measured 

and interpolated) point based ∆GWS. 

In this study, I performed the kriging using the PyKrige (version 1.7.0) Python 

package (Murphy et al. 2022). I did both ordinary and universal kriging since the 

PyKrige code supports both. Using the homogeneous transmissivity scenario A1, I 

experimented with five of the built-in standard variogram models (linear, power, 

exponential, gaussian, and spherical) for both kriging types. The hole-effect 

variogram model was excluded because it is only suitable for 1-D variables 

(Kitanidis 1997). For the ordinary kriging code, two other parameters were varied, 

namely: ‘nlags’ (default equals 6); and ‘weight’ (default is ‘False’). For the universal 

kriging, I experimented with the three built-in drift functions: ‘regional-linear’, ‘point-

logarithmic’, and ‘external-drift’. Based on these parameters, 5 ordinary kriging 

(OK) experimental runs and 5 universal kriging (UK) experimental runs (Table 5.8) 

were run to interpolate the GWS time series of the scenario.  
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Table 5:5. The basic scenarios of the kriging interpolation that was implemented on scenario A1 
transmissivity field. 

Interpolator Scenario Variogram model Notes 

Ordinary 
kriging (OK) 

OK_lin linear (lin) 1. All other 
parameters for the 
interpolators are 
default as 
contained in 
PyKrige.                                     
2. The performance 
of the OK and UK 
are assessed w.r.t. 
variogram model. 

OK_pow power (pow) 

OK_exp exponential (exp) 

OK_gau gaussian (gau) 

OK_sph spherical (sph) 

Universal 
kriging (UK) 

UK_lin linear (lin) 

UK_pow power (pow) 

UK_exp exponential (exp) 

UK_gau gaussian (gau) 

UK_sph spherical (sph) 

Other parameters are left at the default setting because they are judged to not 

interfere with the results. For example, leaving the ‘coordinate_type’ at the default 

‘euclidean’ is okay because the interpolation points are on a plane as against the 

alternative ‘geographic’ which would have been used if the interpolation points 

were on a geographic sphere. 

5.2.3.2 Radial basis function 

The radial basis function (RBF) interpolator is also an exact interpolator. This 

technique was promoted by Ruso and Ruso (2006) who compared its performance 

with the Kriging geostatistical methods using the daily mean values of gamma 

dose rates measured in an area of approximately 400 x 700 km in Southwest 

Germany as a case study. The researchers found that although the RBF gave 

quite similar results and ran within almost same execution time as Kriging, RBF is 

much easier to use because the user only needs the radial functions type and the 

smoothing parameter. Also, the RBF is a less assumption dependent approach 

and performed slightly better for small datasets (Ruso and Ruso, 2006).  

RBF has been applied in a few groundwater studies. For example, Fei et al (2012) 

achieved favourable results using RBF to simulate groundwater dynamics. Further, 

Alizamir et al (2018) successfully used RBF to model long-term groundwater level 

(GWLs) fluctuations in the Hormozgan province, Iran.  Zheng et al. (2019) showed 
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that RBF performed satisfactorily in interpolating unsteady groundwater flow 

governed by nonlinear elliptic partial differential equations (PDEs). 

In this thesis, the ‘InterpolateRBF’ Python code (docs.scipy.org., n.d.) was used for 

the interpolation. The code requires specifying the radial functions and a 

parameter called ‘epsilon’, which accounts for the correlation length of the 

variability in the variable being interpolated. I used the homogeneous model 

scenario A1 in experimenting with the three available radial functions of ‘linear’, 

‘multiquadric’, and ‘thin plate’. I started the experiments with epsilon equals 10, 

being the average euclidean distance between two closest nodal points.  Basically, 

three scenarios (tagged as: ‘RBF_lin_epsilon=10’, ‘BF_mul_epsilon=10’, and 

‘BF_tpl_epsilon=10’) were run under the RBF interpolation. I then varied the 

epsilon value thereafter to examine the sensitivity of results to epsilon. 

5.2.3.3 The approach employed and the analysis implemented with the interpolators 

Given a number of observation points, N, I used the three (ordinary kriging, 

universal kriging, and RBF) interpolation approaches to generate 1000 realizations 

of GWS(t) at all unsampled nodes. I chose N = 5, 10, 20, 40, 80, and 100 because 

the interpolators require at least 4 sampling points, and the chosen N are 

considered adequate for comparison with the results of the arithmetic average 

aggregation.  

I then determined the average of the GWS time series at all 10,000 nodal points as 

GWST. In the third step, the commensurability errors (as the normalised RMSE, 

Equation 1.2, with respect to the difference between GWSA and GWST) are 

computed. Finally, the PICE vs N profiles are made and assessed against the 

arithmetic average results. 

I tested variants of the default parameters of each interpolator on a homogeneous 

scenario A1 to get the best performing variants specific to the data for this study. 

The chosen variants were then applied on scenario(s) whose arithmetic averaging 

results may be poor even at large N.  
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5.3 Results and Discussion 

By comparing the results of (a) scenarios A1 to A6, and (b) scenarios B1 to B6 

with their corresponding analytical model results, it is found that results of the 

developed numerical model are consistent with the results from the developed 

analytical model (Appendix G). Hence, the numerical model is judged to be robust 

enough for the extended analysis of this chapter which the analytical model 

(Chapter 4) cannot handle.  

In the next sub-sections, the results of the influence of complex heterogeneous 

transmissivity (sub-section 5.3.1) and variable recharge (sub-section 5.3.2) on the 

PICE vs N are assessed. Also, results on the performance of kriging (ordinary and 

universal) and RBF interpolators are evaluated (sub-section 5.3.3).    

5.3.1 The Influence of complex heterogeneous transmissivity on PICE vs N 

profiles 

5.3.1.1 Complex 1-D deterministic heterogeneous transmissivity 

The key observations from the analysis of scenarios B7 to B30 (Figures 5.2 – 5.4) 

are summarised as follows.   

The results show that 1-D Complex deterministic heterogeneity in transmissivity 

causes higher (i.e., better) PICE vs N profiles than that of the homogeneous 

transmissivity when the ZHB domain has the smallest transmissivity or the biggest 

groundwater response index, GRI (Figures 5.2 – 5.4). On the other hand, 1-D 

Complex deterministic heterogeneity in transmissivity causes lower (i.e., worse) 

PICE vs N profiles than that of the homogeneous transmissivity when the ZHB 

domain has the largest transmissivity or the smallest GRI (Figures 5.2 – 5.4). 

Lower T closer to the ZHB implies that it is harder for the whole domain to 

equilibrate with the zero head boundary. Thus, the head variations are less 

controlled by the damping impact of the boundary. Therefore, the domain's GWS 

variations are likely to be more spatially uniform thereby high PICE will be easier to 

achieve with fewer N.  
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Further, it is found that the more variable the transmissivity contrast is, the more 

the PICE vs N profile matches that of the homogeneous transmissivity profile 

(compare B7, B8, B11, B12, B15, B16, B17, and B18 with B9, B10, B13, and B14; 

Figures 5.2). It is also interesting to note that the bigger the contrast in 

transmissivity, the better or worse the PICE vs N profile becomes compared to the 

homogeneous transmissivity profile. This observation is shown by scenarios B9, 

B10, B13, and B14 (Figures 5.2a & b). Better profiles, than the homogeneous 

profile, are obtained for B9 and B13 (Figures 5.2a & b) because the domain 

nearest the ZHB has the lowest transmissivity causing less equilibration to occur 

with the ZHB and spatially uniform GWS field. Thus, high PICEs will be easily 

obtained with very few N. On the other hand, worse profiles are obtained for 

scenarios B10 and B14 (Figures 5.2a & b). Therefore, high PICE can only be 

obtained with many N. 
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Figure 5:2. Influence of complex 1-D heterogeneous deterministic transmissivity on PICE vs. N 
profiles in respect of 3 sub-domains with sizes 0.2L, 0.6L, and 0.2L. Dashed lines: T = 274 m2/d. 
More details are given in the texts and Appendix E. 
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(b) 

(c) 
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Also, it is observed that the bigger the domains closer to the two perimeter 

boundaries are, the significantly better or worse the PICE vs N profiles become 

(Figure 5.3). The PICE vs N profile is significantly better when the transmissivity of 

the domain closest to the zero head boundary is the smallest or significantly worse 

when the transmissivity of the domain closest to the zero head boundary is the 

biggest (Figure 5.2b; and Figures 5.3a, b & c). In the case of the domain with the 

smallest transmissivity, the domain has a bigger GRI than other domain(s), hence 

its PICE vs N profile becomes better than obtained under homogeneity. On the 

other hand, in the case of the domain with the biggest transmissivity, the domain 

has a smaller GRI than other domain(s), hence its PICE vs N profile becomes 

worse than obtained under homogeneity.  
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Figure 5:3. PICE vs. N profiles under trending deterministic heterogeneous transmissivity in 
respect of 3 sub-domains with sizes: (a) 0.3L, 0.4L, and 0.3L, (b) 0.4L, 0.2L, and 0.4L, and (c) & (d) 
0.5L (0.2L), 0.3L, and 0.2L (0.5L). The dashed lines equal T = 274 m2/d for scenarios B19 to B30. 
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(b) 
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B22 B21 
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B27 B29 
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Figure 5.3 (contd.). Comparisons of PICE vs. N profiles under trending deterministic heterogeneous 

transmissivity in respect of 3 sub-domains with sizes: (a) 0.3L, 0.4L, and 0.3L, (b) 0.4L, 0.2L, and 0.4L, and 

(c) & (d) 0.5L (0.2L), 0.3L, and 0.2L (0.5L). The dashed lines represent the harmonic mean (T = 125 m2/d) 

of each transmissivity scenario. More details are given in the texts and Appendix E. 

Meanwhile, it is observed that even with equal effective transmissivity, the varied 

relative sizes of the domains cause only slight differences in PICE vs N profiles 

(compare B31 & B33, and B 32 & B34, Figure 5.3d). However, at equal domain 

sizes, the influence of heterogenous transmissivity is more pronounced with bigger 

transmissivity contrast than with small transmissivity contrast (compare B37, B40, 

B43, and B44 with other scenarios in Figure 5.4). These two observations imply 

that heterogeneity in transmissivity is a more important control of the variations of 

PICE vs N profiles than the relative sizes of the domains. In general, spatially 

heterogeneous transmissivities and relative size of the domains combine to serve 

as additional controls on the variation of PICE vs N profiles. 

 

B31 B33 

B34 B32 

(d) 
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Figure 5:4. Impacts of 1-D complex heterogeneous transmissivity on PICE vs N profiles for 5 sub-
domains. The dashed lines represent T = 274 m2/d for scenarios B35 to B44. More details are 
given in the texts and Appendix E. 
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5.3.1.2 Impact of 2-D deterministic heterogeneous transmissivity  

Where the heterogeneity pattern has transmissivities which differ by an order of 

magnitude between diagonally oriented stratigraphy bands, it is observed that the 

influence of the heterogeneity is constrained by the range of the transmissivity 

(Figure 5.5). In the case where the range in transmissivity is small, the 

heterogeneity causes negligible impact on the PICE vs N profile (Figure 5.5a). On 

the other hand, where the range of heterogeneity is large, the heterogeneity 

significantly influences the PICE vs N profile (Figure 5.5b). Simply put, the results 

depicted in Figure 5.5 show that the angled nature of the strips hitting the 

boundary leads to behaviour similar, in aggregate, to the homogeneous result. 

Thereafter, greater transmissivity contrasts cause greater divergence of the PICE 

vs N profiles away from the homogeneous profile.  
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Figure 5:5. Impacts of 2-D deterministic heterogeneous transmissivity, T, (section 5.2.2.4) on PICE 
vs N profiles. The mean T is equal for scenarios in (a) & (b), respectively. Homo T = 274 m2/d. 
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In contrast, if recharge is spatially uniform, the arrangements of deterministic 

heterogeneity applied in the transmissivity shown in Figure 5.6 does not cause a 

different PICE vs N profile from that of the homogeneous transmissivity regardless 

of the range of variability in transmissivity. This is because the pressure wave 

proceeds easily along the large-scale (principal) transmissivity axes and 

propagates into the surrounding lower transmissivity zones perpendicular to the 

principal transmissivity axes. Hence, the aggregate response is due to a 

combination of the large-scale transmissivity on the principal axis and the lower 

transmissivities on the perpendicular axes. This combination of these 

transmissivities results into an overall low aggregate GRI value. Thereby, the 

eventual PICE vs N profile matches that of the corresponding homogeneous 

transmissivity. It is therefore suspected that high heterogeneity of transmissivity 

does not influence the commensurability error in the arithmetic averaging of GWS 

time series, in such geometrical arrangements.  

 
Figure 5:6. Impacts of 2-D deterministic heterogeneous transmissivity on PICE vs N profiles. The 
homogeneous profile (as the mean transmissivity, ‘Homo’) is equal under each scenario. 

C7 C8 

C9 
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5.3.1.3 Impact of 2-D stochastic transmissivity field 

Like the case of 2-D deterministic heterogeneity in transmissivity, it is found that 

stochastic transmissivity fields do not impact the PICE vs N profile of the 

homogeneous transmissivity (Figures 5.7a & b). This results from the groundwater 

flow dynamics being such that pressure propagation proceeds along any large-

scale (principal) transmissivity axes thereby behaving similar to the flow dynamic 

of the homogeneous transmissivity. Hence, provided recharge is spatially uniform, 

GRI rather than randomly distributed transmissivity controls the commensurability 

error in the arithmetic averaging of GWS time series. 
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Figure 5:7. Impact of 2-D stochastic transmissivity field on PICE vs N profile. The fields are 
obtained as given in Table 5.7. Note that all the PICE vs N profiles correspond to one another. 
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5.3.1.4 The implications for large-scale groundwater modelling  

Resolving incommensurability problems in large-scale groundwater models is 

necessary to advance the benefits of such models (Reinecke et al. 2020; Gleeson 

et al. 2021). These problems exist because large-scale groundwater models 

necessarily cover regions where there are sparse observation points and are 

typically run with coarse spatial resolution. Hence, in those situations, the 

arithmetic average aggregation of observed point values may be incommensurable 

with the modelled grid value (Tustison et al. 2001; Pappenberger et al. 2009; 

Beven 2016).  

Having built understanding here about how commensurability errors are controlled 

by a range of heterogeneous transmissivity, it is now possible to identify situations 

where the existence of the incommensurability problem can be discountenanced, 

and where alternative aggregation methods other than the commonly applied 

arithmetic averaging may be employed. This can be done by examining the 

transmissivity characteristics of the coarse grid cells of any developed large-scale 

models on a case-by-case basis. Certainly, this step would not fully resolve the 

incommensurability problem for any large-scale model being developed because 

some grid cells may not have high-quality transmissivity data (Reinecke et al. 

2020). Similarly, in advancing the development and deployment of gradient-based 

groundwater models which improves the established global hydrological models 

(Reinecke et al. 2020), more high-quality hydraulic head observations are required 

especially for evaluation of the models. The learnings in this study can surely 

inform heterogeneous transmissivity scenarios wherein head observations that are 

bedeviled with, or not affected by, commensurability problems occur.   

5.3.2 The influence of spatial recharge variability on PICE vs N profiles 

Comparison of the results obtained for 3 and 5 recharge zones (Figures 5.8 & 5.9) 

to that of the homogeneous scenario reveals that spatially variable recharge (on a 

homogeneous transmissivity field) does not cause better PICE vs N profiles than 

obtained under the homogeneous scenario in all of the cases tested. As was found 
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under the simplest recharge contrasts scenarios (2-recharge zones, Sub-section 

4.4.2), this result holds only where GRI1 > 1.  
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Figure 5:8. Impact of 1-D complex variability in recharge on PICE vs N profile. Note that the amplitude of the spatially uniform recharge is 
originally set to 0.00015 m/d (black dashed lines in each recharge plot). The recharge fields shown have maximum at 0.00015 m/d and 
minimum at zero. See Appendix E for details.  
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Figure 5:9. Further impact of 1-D variable recharge zones on PICE vs N profile under trending 5 
recharge zones. Note that the amplitude of the homogeneous recharge is originally set to 0.00015 
m/d. The recharge fields shown have maximum at 0.00015 m/d and minimum at zero. Note that 
scenario E17 differs from E20 in that the amplitude of the recharge at the domain closest to the 
NFB is 0 and 0.000075 m/d, respectively. The same distinction applies to scenarios E18 and E19. 
See Appendix E for details. 

 
Figure 5:10. Impact of the sizes of 1-D variable recharge zones on PICE vs N profile. Note that the 
amplitude of the homogeneous recharge is originally set to 0.00015 m/d. The recharge fields 
shown have maximum at 0.00015 m/d and minimum at zero. See Appendix E for details. 

Further results obtained (Figure 5.10) reveal, as shown before, the importance of 

the relative sizes of the domains as a key control of the variation of PICE vs N 

profiles. Given that the amplitudes of the recharge fluctuations of the three 

E17 E19 

E18 E20 

E21 E23 

E22 E24 
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domains in each scenario (E3, E21, E22, E23, & E24) are equal, respectively, the 

lack of correspondence between the profiles is only due to the different relative 

sizes of the recharge zones (Figure 5.10). The fact that the profile for scenario E22 

corresponds with the uniform recharge scenario is not surprising because this 

recharge variability is effectively uniform.  

Meanwhile, it can be anticipated that the behaviours of PICE vs N profiles in the 

real world would depend on the relative magnitude of transmissivity contrasts and 

spatial variations of recharge. Therefore, it would be interesting to explore the 

impacts of spatially variable recharge on 2-D stochastic heterogeneities of 

transmissivity fields in causing deviations from the PICE vs N profile of 

homogeneous porous media. This is an important question that requires solid 

research so that the extent to which different possible interplays between 

transmissivity and recharge variations influence the commensurability of GWL-

derived GWS estimates can be understood. Another significance of such potential 

studies is the ascertainment of which of the variations exert a stronger control on 

the variation of PICE vs N profiles than the other.  

5.3.3 Evaluating the performance of the kriging and RBF interpolators  

5.3.3.1 Testing the performance of the ordinary and universal kriging interpolators 

The application of ordinary kriging and universal kriging to interpolate the GWS 

time series of the homogenous scenario (A1) shows that the linear and power 

variants of kriging generally perform better than the exponential, gaussian and 

spherical variants of kriging and basic arithmetic mean aggregation with ‘default’ 

parameters as set in PyKrige (Figures 5.11a & b).  
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Figure 5:11. Comparison of the performance of variants of (a) ordinary kriging (OK) and (b) 
universal kriging (UK) under the homogeneous transmissivity scenario A1. Note that: ‘lin’ 
represents linear variogram, ‘pow’ represents power variogram, ‘exp’ represents ‘exp’ represents 
exponential variogram, and ‘sph’ represents spherical variogram. 

It was observed that the performance of the ordinary kriging is insensitive to 

whether the weight parameter was defined as ‘False’ or ‘True’ (not shown). This 

implies that it is immaterial to ascribe greater weight to nearer GWS observations 

than farther GWS observations with respect to the nodal point whose value is 

being interpolated. The sensitivity analysis of the ordinary kriging’s gaussian and 

the power models (note that the linear model is a special case of the power model) 

to the parameter ‘nlags’ shows that the performance of ordinary kriging is generally 

not affected when nlags ≥ 6 (Figures 5.12a & b). Meanwhile, it is observed that the 

performance of the gaussian and power variants of the universal kriging are equal 

(Figure 5.12c). However, the ‘regional-linear’ drift function performs better for the 

GWS time series interpolation than the other two drift functions (Figure 5.12c).  

While an overarching superiority in performance among the kriging variants is not 

being suggested, it is taken, here, that the power variant, ordinary kriging with 

nlags of 10 (say) (‘OK_pow_nlags=10’) and the gaussian variant universal kriging 

with regional linear drift function (UK_gau_rlr) are the two best kriging interpolation 

options for the GWS time series interpolation investigated in this study.  

(a) (b) 
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Figure 5:12. More comparison of the performance of variants of ordinary kriging (a & b), and 
universal kriging (c) under the homogeneous transmissivity scenario A1. Note that: ‘rlr’ represents 
regional-linear drift variogram, ‘plc’ represents point logarithmic drift variogram, and ‘edt’ 
represents external drift term variogram. 

5.3.3.2 Testing the performance of the RBF interpolator 

On applying the RBF to interpolate the GWS time series of scenario A1, it is found 

that while results from the three variants are insensitive to the epsilon value 

(Figure 5.13), the ‘thin plate’ variant performs better than the ‘linear’ and 

‘multiquadric’ variants (compare Figure 5.13c with Figures 5.13a & b). Therefore, 

the thin plate RBF is taken, here, as the best RBF option for the GWS time series 

interpolation. 

 
Figure 5:13. Comparison of the performance of variants of RBF interpolator under the 
homogeneous transmissivity scenario A1. Note that: ‘lin’ represents linear radial function, ‘mul’ 
represents multiquadric radial function, and ‘tpl’ represents thin-plate radial function. 

(a) (b) (c) 

(a) (b) (c) 
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5.3.3.3 Performance of kriging against RBF  

The power variant, ordinary kriging with nlags of 10 (‘OK_pow_nlags=10’), the 

power variant universal kriging with regional linear drift function (UK_pow_rlr), and 

the thin-plate RBF (RBF_tpl) interpolators were then applied to scenario C6 and 

results are compared to that obtained using arithmetic averaging (Figure 5.14). 

Scenario C6 (Figure 5.5b) was selected because it is one of two scenarios (the 

other being scenario B30, Figure 5.3c) whose arithmetic-averaged-derived PICE 

result even at N = 100 is less than 90%. It is observed that, contrary to the low 

PICE (= 60%) achieved by arithmetic average aggregation, the three interpolators 

give highly commensurable GWS time series estimates (PICE > 95%) when N = 

40 (Figure 5.14b). Therefore, kriging and RBF interpolators can tremendously 

improve GWS time series estimation. 

 
Figure 5:14. Comparison of the performance of ordinary kriging, universal kriging, and radial basis 
function interpolators for the aggregation of point based GWS time series of the C6 scenario. 

5.3.3.4 Reducing commensurability error by using statistical interpolation  

This study has demonstrated that statistical interpolations can be used to obtain 

highly commensurable GWS estimates from sparse groundwater level records. It 

can therefore be useful to upscale sparse GWL records using statistical 

(a) (b) 
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interpolation. Hence, the estimates obtained using this scheme can be reliably 

used to validate estimates from other GWS estimation methods.  

Meanwhile, the interpolation, as demonstrated here, might only be more valuable 

where the available observation wells are very few. The scheme does not give 

more benefits than arithmetic averaging when there are large enough observation 

points. From results obtained in this study, a clear case for which interpolation 

scheme (where few observation points are available) should be applied is when 

heterogeneity in the medium is such that transmissivity is smallest nearer surface 

water bodies in the study area. However, there is no clear advantage of kriging 

methods over the RBF method and many more experiments with many diverse 

scenarios and real data would be required before robust generalizations of 

potential interpolation workflows can be reached. The challenges to applying 

interpolation scheme as suggested in this study are the difficulty in building the 

empirical variogram model based on field data, selecting tuning parameters, and 

deciding on the adequate gridding of the study area.    

5.4 Conclusions 

In this chapter, the following conclusions have been reached. (1) 1-D complex 

heterogeneous transmissivity changes the PICE vs N of the homogeneous 

transmissivity. PICE increases when the transmissivity decreases towards the zero 

head boundary, but PICE decreases when the transmissivity increases towards 

the zero head boundary. In other words, PICE increases when the groundwater 

response index (GRI) increases towards the zero head boundary, but PICE 

decreases when the GRI decreases towards the zero head boundary Therefore, a 

larger number of observation points are likely required to produce a more 

commensurable GWS time series when GRI decreases towards a connected 

surface water body than otherwise. This may be the case, for example, near the 

incised stream Walnut Creek watershed, Iowa, USA where horizontal hydraulic 

conductivity was lowest near the upland flow barrier dominated by glacial drift 
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deposits and highest in the alluvium lowland connected to Walnut Creek (Liang 

and Zhang, 2013; Shilling et al., 2004) 

(2) 2-D complex heterogeneities of transmissivity fields change the PICE vs N of 

the homogeneous transmissivity for the worse when the range of the transmissivity 

contrast is large. Hence, a higher number of observation points are required to 

produce a more commensurable GWS time series in such a situation. 

(3) 2-D stochastic heterogeneities of transmissivity fields do not change the PICE 

vs N of the homogeneous transmissivity. The combined influence of spatially 

variable recharge and complex heterogeneous transmissivity requires dedicated 

research for effective assessment. 

(4) Improved (commensurable) estimates of a site’s GWS time series can be 

obtained by using interpolation scheme especially where there are very few 

observation points. However, more studies are still needed to be able to develop 

robust workflow for using interpolation schemes to produce improved GWS time 

series under diverse hydrogeological scenarios. The studies would include how to 

optimize each method in different ways without jettisoning fairness in methods 

comparison.  
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Chapter 6 Conclusions and Outlook  
  

6.1 Introduction 

This thesis aims to make significant advances towards understanding how 

hydrogeological factors control the ‘representativeness’ and ‘commensurability’ 

problems (as identified in Chapter 1) in the use and interpretation of groundwater 

level measurements. Robust interpretation of such observations is fundamental to 

a wide range of theoretical and practical groundwater and related engineering 

issues of key societal importance for the sustainable management of water 

resources.  

The first research problem focussed on developing novel understanding of the 

hydrogeological controls on when and where measured groundwater level 

variations (∆GWL) actually represent groundwater storage (GWS) changes, or 

whether poroelastic effects of water loading may be influencing the signal. The 

second research problem focussed on understanding how hydrogeological factors 

influence the magnitude of the commensurability errors in the aggregation of point 

based GWS time series for purposes of constraining and reducing uncertainty of 

larger scale groundwater storage variation estimates. In developing a methodology 

for investigating the two problems, I identified four objectives (Chapter 1).  The key 

results of the investigations conducted in this thesis are now highlighted and 

discussed in turn in relation to the four objectives. 

6.2 Conclusions 

Objective 1: Evaluating the conditions under which groundwater level changes 

(∆GWL) in poroelastic aquifers are dominated by WTFs (i.e., groundwater storage 

changes, ∆GWS) or total water storage changes (∆TWS) or a combination of both 

(Chapters 2 and 3).  

In a poroelastic porous medium, existing theory suggests that the interplay 

between the monitored depth within the medium, the vertical hydraulic diffusivity of 

the medium, and the temporal attribute of the top boundary water forcing controls 
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whether ∆GWL is dominated by the influence of WTFs or ∆TWS or a combination 

of both. However, without a general approach for partitioning of the specific 

thresholds of these interplays, recorded ∆GWLs may be incorrectly interpreted 

thereby rendering the hydrologic inference therefrom unreliable. Hence, 

understanding the hydrogeological conditions controlling the partitioning between 

WTF and loading effects in point-based ∆GWL measurements helps to avoid 

mischaracterization and misapplication of these fundamental hydrogeological data. 

In addition, this understanding can guide the sorting of groundwater observation 

wells to exclude those whose measurements may not validly meet the specific 

purpose of groundwater investigation, either for GWS or TWS estimations. 

After identifying the range of conceptual hydrogeological scenarios which frame 

this problem, I developed a suite of new analytical models to describe the GWL 

response in single-layer and two-layer vertical aquifer domains based on the 

theory of linear poroelasticity (Section 2.2, Chapter 2). Aside from the applications 

presented within this thesis, the new two-layer solutions represent a novel and 

significant contribution to the corpus of knowledge in, and of, themselves because 

they have potential applicability to a wide range of other hydrogeological problems. 

For example, the solutions are applicable for interpreting tidally induced 

subseafloor hydraulic heads (see e.g., Wang and Davis (1996)) and the influence 

of dam releases on hydraulic heads in the contiguous aquifers (see, e.g., Boutt 

(2010)). 

I explored the parameter spaces of the single-layer solutions for the first time and 

conditions for signposting insignificant, significant but not dominant, and dominant 

influence of WTF were established (Chapter 3). I showed that the conditions are 

valid by testing it against a wide range of published values thereby suggesting that 

studies which used GWL to estimate GWS but neglected the possibility of the 

influence of water loading may need some improvements. Therefore, these 

conditions can be used by hydrogeologists to make a first pass assessment of 

when and where observed GWL at a particular monitoring depth represent WTF 

(i.e., GWS at the water-table) or not. Since WTF is the most widely used method 
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for estimating recharge, I recommend that researchers use the conditions I 

established herein to satisfy themselves that the influence of water loading can be 

discountenanced in their GWL records before progressing with using the records 

for recharge or GWS estimation.  

With respect to two-layer poroelastic aquifer domains, I found that the influence of 

water-table fluctuations become insignificant in the lower layer the thicker the 

upper layer is regardless of whether KUpper < KLower or KUpper > KLower (Chapter 3). In 

addition, I found that when the relative thickness of the upper layer to the 

composite thickness ≤ 0.005 and KUpper > KLower, a two-layer domain can be 

modelled using a single-layer representation. This result makes intuitive sense in 

that the high-conductive upper layer is not thick enough (0.5 m of 100 m, for 

example) to cause any deviation to the influence of top-boundary forcing passing 

into the lower layer. Hence, such a system will behave as if it were consisting of 

only the lower layer. 

Although this thesis focusses on the usage of GWLi for the estimation of 

groundwater storage, the several applications of GWLis, like those highlighted in 

section 1.2.1, cannot be overemphasized. Hence, more studies that focus on 

understanding the hydrogeological conditions governing the representativeness of 

GWLi, like this current study, are highly important.  

Objective 2: Using 1-D analytical models to assess how hydrogeological factors 

influence the commensurability error in the commonly computed arithmetic 

averaging of ∆GWS time series. 

Robust validation of ∆GWS derived from global hydrological modelling, 

computation based on GRACE data, and large-scale groundwater modelling 

requires the aggregation of available of GWL observations. However, it is 

practically impossible to quantify the commensurability error in the GWS time 

series estimates obtained from available GWL data because the ‘true’ GWS time 

series is unknown (Tregoning et al. 2012). It is generally clear from existing 

research that commensurability errors depend on the number and locations of 
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observation points, the spatial structure of the GWS field, and the aggregation 

scheme applied. There is a clear need to properly understand how hydrogeological 

factors severally and jointly influence the commensurability error in GWS time 

series estimates and move towards the ability to provide best-practice guidance to 

practitioners for constraining and reducing such errors. 

To this end, I conceptualized and developed 1-D models to describe the 

hydrogeological dependency of the probability of insignificant commensurability 

error (Section 2.3, Chapter 2).  I then used the developed models to build intuitive 

understanding of how the probability of obtaining insignificant commensurability 

error (PICE) is controlled by hydrogeological factors with respect to number, N, of 

observation points (Chapter 4). I firmly established that the measure of how fast, 

relative to the forcing, the equilibration of the pressure wave in a porous medium 

proceeds (as signified by groundwater response index, GRI, in this thesis) controls 

the PICE with respect to N. The higher the GRI, the higher the PICE for any N. 

The influence of the GRI is modified by the damping influence of surface water 

bodies (i.e., a constant head boundary, CHB), heterogeneous transmissivity and 

recharge variability. The effect of the GRI dominates only where the damping 

influence of the CHB is negligible which is the case when (a) the porous medium is 

homogeneous, and the transmissivity of the medium is small or (b) the porous 

medium is heterogeneous and the transmissivity of the domain closest to the CHB 

is the smallest. In general, variable spatial recharge causes lower PICE for all N 

compared regardless of the nature of the hydraulic properties of the porous 

medium, compared to the PICE obtained where recharge is spatially uniform. 

Practically, the results signpost conditions under which researchers may, if armed 

with basic details of the study area’s hydrogeology, discountenance 

commensurability error in their study. If conditions are not suitable for using the 

arithmetic average, then other aggregation schemes may give acceptable 

commensurability errors (as discussed in Objective 4 below). 

In addition to the learning derived (as highlighted above) from this thesis’ usage of 

the new 1-D, general two-domain models I developed (section 2.3, Chapter 2 and 
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Chapter 3), the models represent a novel and significant contribution to the body of 

knowledge in, and of, themselves because they have potential applicability to a 

wide range of other hydrogeological problems. For example, the model can be 

used to characterize hydraulic properties of a mixed aquifer (see e.g., Rousseau-

Gueutin et al. (2013)) whereby one end of the aquifer is unconfined, and the other 

end is confined. This possible field scenario tallies with this thesis’ 2-recharge-

zones conceptualization in that the recharge at the unconfined end is usually 

different from that at the confined end.   

Furthermore, the general version of my 1-D, general two-domain model wherein 

there is a variable head boundary can be applied to characterizing coastal and 

riverine aquifers forced by tidal loadings at one end as done by e.g., Trefry and 

Bekele (2004); and Guo et al. (2010). My finite domain conceptualization aligns 

with Trefry and Bekele (2004)’s two-domain island aquifer scenario but not with 

that of Guo et al. (2010) which conceptualized 2-domain, semi-infinite model to 

represent a coastal aquifer with extensive landmass. My 1-D, general two-domain 

model has an advantage over Trefry and Bekele (2004) and Guo et al. (2010)’s 

models in that variable recharges are modelled hence aquifers could be 

investigated under both boundary and parametric excitations (Trefry and Bekele 

2004). Using my general two-domain model (e.g., in the two example scenarios 

cited), heterogeneities in aquifer media can be effectively characterized so that 

estimates of aquifer diffusivity can be consistent with estimates obtained using 

phase-difference or amplitude-ratio expressions derived from 1-domain model 

formulation (Trefry 1999). My solutions can also be potentially applied to improving 

the estimation of evapotranspiration from riparian areas via analysis of diurnal 

WTFs (Yue et al. 2016) especially where heterogeneity is important. 

Objective 3: Assessing how complex heterogeneities control the 

commensurability error in the aggregation of GWS time series using a 2-D 

numerical study.  

As far reaching as the results from the 1-D analytical models are, the inability of 

the models to handle complex heterogeneities led me to develop generic 2-D 
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numerical models for the extended analysis. I also considered doing this to be very 

important for checking that the findings of the 1-D analytical study (Chapter 4) 

were robust enough under more ‘real-world’ conditions.  After due diligence 

checks, whereby the analytical and numerical models were found to be precisely in 

agreement, I proceeded to use the numerical models to carry out the sensitivity of 

PICE vs N curves to various forms of heterogeneous transmissivity and recharge 

variability. 

Results of the analysis generally confirmed the theory established using the 1-D 

analysis under Objective 2 (Chapter 4). Specifically, it was confirmed that 

contrasts in transmissivities of a heterogeneous porous medium control PICE vs N 

along with the impact of the effective GRI of the medium. Additionally, the control 

of heterogeneous transmissivity on PICE vs N was found to be subject to the 

damping influence of the CHB. If the domain closest to the CHB is highly 

transmissive, then the GRI of the domain is small, the damping effect of the CHB 

becomes strong, and thus the variability of the GWS will be high. Hence, in such 

situations the arithmetic mean performs poorly in estimating the study area’s GWS 

time series.  

Transmissivity variations representative of stratigraphy striking at an angle to the 

downstream hydraulic boundary can produce varied PICE vs N results depending 

on the pattern and orientation of the transmissivity banding. It was found that 

where a highly transmissive band at the principal diagonal is flanked by bands of 

lower transmissivity at either side, the medium does not behave differently from 

the homogeneous transmissivity scenario. However, aquifer stripes of increasing 

and decreasing transmissivity values (varying by an order of magnitude) cause 

better and worse PICE vs N profiles, respectively. Where the increment in the 

zones’ transmissivity values is away from the CHB, fewer N will produce high 

PICE. However, where the increment in the zones’ transmissivity values is towards 

the CHB, as many N as possible will be required to produce high PICE. Because 

the range of the transmissivity bands explored in this thesis is not exhaustive, my 

results here, although effectively coherent with other results, cannot yet be fully 
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generalized. I therefore call for more research wherein the full range of the 

transmissivity values that describe possible ‘real-world’ scenarios can be explored.  

Meanwhile, 2-D stochastic transmissivity appeared to not cause deviations in the 

PICE vs N profile of the homogeneous scenario. Therefore, it is tempting to 

suggest that such porous medium should be treated like the corresponding 

homogeneous transmissivity scenario. However, since the full parameter space of 

transmissivity values have not been tested, the best that can be said is that some 

scenarios of 2-D stochastic transmissivity may not influence the PICE vs N profile 

of the homogeneous scenario. Secondly, it is possible that spatially variable 

recharge forcing may change this behaviour. Therefore, the need to experiment 

with several scenarios in future research is recommended before the exact 

impacts of 2-D stochastic transmissivity on the PICE vs N profile of the 

homogeneous scenario can be confirmed and to unlock the potentially useful 

insights therefrom. 

Objective 4: Investigating the conditions under which kriging and radial basis 

function statistical interpolators produce low commensurability error when the 

methods are used in the aggregation of GWS time series. 

One of the key conclusions from the assessments described above to demonstrate 

the sensitivity of PICE vs N to hydrogeological factors (objectives 2 and 3) is that 

the commonly applied arithmetic averaging aggregation technique is deficient 

when N is low and/or when the GWS field is highly variable.  Although previous 

studies have demonstrated the performance of statistical interpolators, such as 

kriging and radial basis function (RBF), in contouring groundwater level elevations 

for a variety of purposes, an exploration of the performance of such interpolators in 

the quantification of commensurable aggregated GWS time series has not been 

previously undertaken. I addressed this research gap by applying the well-known 

kriging and RBF interpolators to my range of numerical models to compare the 

effort-reward ratio (which in the real-world may be a proxy for a cost-benefit 

analysis) for each technique in improving aggregated GWS estimates.   
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I showed that kriging and RBF interpolation can yield higher PICE than obtained 

with the widely applied arithmetic averaging technique. I identified variants of the 

interpolators that are capable of deriving estimates of GWS time series which have 

high PICE even from very few observation points. The ordinary and universal 

kriging produced better performance when non-stationary variogram models 

(linear and power) were used than when stationary variogram models 

(exponential, Gaussian, and spherical) were used. The universal kriging gave 

much better results when the drift function is the regional linear model than the 

point logarithmic and external drift functions. 

It was further shown that variants of the interpolators generally yield high PICE in 

the aggregation of highly variable GWS field unlike the direct arithmetic mean 

approach even with reasonably many observation points. These results are 

important because obtaining commensurable GWS time series for any study area 

gives credibility to groundwater modelling and management studies where the 

data are then used, and robust estimation of the state variables predicted are 

ensured. In practice there is a trade-off between the effort (cost) needed to apply 

these more time- and data-intensive interpolation techniques in comparison with 

the much more simpler applied arithmetic averaging, and reward (benefit) derived 

in terms of reduced or better constrained uncertainties. My results are a first step 

towards deriving a workflow to enable this cost-benefit analysis to be realised for 

practicing hydrogeologists. 

6.3 Outlook 

In highlighting the key conclusions from the works in this thesis (Section 6.2), I 

have highlighted some aspects of the research which require more work in the 

future. I called for more research to explore all the possible range of transmissivity 

variations for scenarios of stratigraphy striking at an angle to the downstream 

hydraulic boundary and their impacts on the PICE vs N of the homogeneous 

scenario. I also raised the need to run exhaustive scenarios of 2-D stochastic 

transmissivity and evaluate their impacts on the PICE vs N profile of the 

homogeneous scenario. The effects of temporally variable perimeter boundary 
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should also be undertaken in future research. The suggested research, when 

done, can satisfactorily provide further insights into how transmissivity fields 

control the PICE in GWS estimates of their associated study area. In addition to 

these aspects, other important future research are proposed as follows. 

6.3.1 Assessing the impact of groundwater abstraction  

The impact of dynamic groundwater abstractions (GWAB) on the established 

hydrogeological conditions for telling whether GWL changes measure WTFs or 

water loading effect needs to be explored in future studies.  It will be useful to 

understand, for example, (i) how the rate of changes of GWAB affect where and 

when GWL changes measure GWS or otherwise, and (ii) how dynamic GWAB 

interact with the compressibility of aquifer materials to influence hydraulic head 

behaviours in the aquifer (e.g., Kasmarek (2012)) which then impacts what 

deductions can be drawn from observed GWL.  

Similarly, the effect of GWAB, which was subsumed into the hydrologic forcing in 

building the analytical models used in assessing commensurability error (section 

2.3, Chapter 2), should be separately investigated in future research. The effect of 

GWAB was also neglected in the numerical modelling used for the extended 

evaluation of the influence of complex heterogeneity on PICE vs N profiles 

(Chapter 5). However, disentangling GWAB from recharge may be necessary to 

provide further insights - for example, to explore how the effects of GWAB on flow 

divides (see e.g., Sheets et al. (2005)) are transferred to PICE vs N profiles of 

GWS estimation.  

Various magnitudes of groundwater pumping occur in most study areas for 

different purposes, and this may affect PICE vs N profiles in some interesting 

ways. For example, GWAB can initiate and accelerate water ‘capture’ (Bredehoeft 

2002; Konikow and Leake 2014) which can cause complex delineation of recharge 

zones to manifest and thus impact PICE vs N profiles. The effects of the resultant 

recharge zones on PICE vs N profiles can then be evaluated.  



   

 

153 
 

6.3.2 Investigating the performance of many more interpolators directly and 

in adapted forms 

A large pool of interpolators is available for up-scaling point-based GWS time 

series to study site’s estimate.  Since the skills of the kriging and RBF for 

improving the commensurability of aggregating point based GWS time series have 

been demonstrated, many other interpolation algorithms, including other variants 

of kriging, could be investigated. The main essence of doing this further work 

would be to identify more efficient interpolators and their variants.  

A statistical interpolation scheme whose skills will be tested in the follow up to this 

thesis is the locally weighted linear regression, LWLR, (Sicotte, 2018) model. 

LWLR is a non-parametric interpolator which is, to the best of my knowledge, yet 

to be applied for groundwater studies. Also, the field of machine learning has 

opened up several interpolation approaches that could be adapted or developed 

(Li and Heap, 2014). For example, the fuzzy-MLP neural network interpolation 

scheme has been shown to be suitable in geological context (Janakiraman et al., 

2000), hence it can be experimented for GWS time series interpolation.  

The approach taken in this thesis was to experiment with default theoretical 

variogram models and interpolate for gridded unsampled points. It would also be 

worthy to develop experimental variogram models of study areas’ GWS time series 

measurements of the various observation points and at each instantaneous time. 

Clearly, this approach will be taxing but results therefrom might be more 

informative about the sites’ data structure. Since fewer number of required 

observation points (NuROP) adequate for obtaining highly commensurable GWS 

estimates implies less financial cost because of the avoidance of the financial 

expenditures for developing and maintaining extra observation wells, the use of 

interpolators becomes advantageous.  

6.3.3 Hydraulic head behaviour in multilayer porous media 

In this thesis, I used numerical modelling in Chapter 5 to extend the assessment of 

commensurability error beyond the simplest general two-domain scenarios 
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(Chapter 4) that my analytical model (Section 2.3, Chapter 2) could address.  

Doing this provided more insights than are derived from the two-domain scenarios 

(Chapter 5).  

However, the assessment of the representativeness problem was restricted to 

single-layer and two-layer domain (Section 2.2, Chapter 2, and Chapter 3). Doing 

this was adequate for the purpose of the study. Detailed stratigraphy of certain real 

sites may suggest more layering, hence numerical modelling, would be needed to 

efficiently assess the sensitivity of hydraulic heads at monitoring depths to the 

multiple contrasts in vertical hydraulic properties at such sites. For example, it 

would be interesting to explore head variations at monitoring depths in a 

composite medium consisting of a water-table aquifer and semi-confined aquifer 

separated by a semi-confining layer. This gives a three-layer domain in which two 

aquifers are separated by a low permeable medium.  

Another example is a five-layer system having an unconfined aquifer and two 

confined aquifers. The aquifers are separated by two confining layers: the one 

between the unconfined and first confined aquifers; and the second separating the 

two confined aquifers. This conceptual system is akin to subsurface system 

capable of being used to replicate geological weighing lysimeters concept initiated 

by Bardsley and Campbell (2007). The extra benefit of this system would be its 

suitability for assessing how ∆GWS influences the ∆TWS measured by the 

lysimeters. Yet, no matter how sophisticated any theoretical and numerical 

modelling is set up to account for layering, application to real field observation will 

likely be fraught with uncertainty (Van der Kamp and Maathuis 1991) because it is 

difficult to delineate layering accurately.  

3-D modelling may be explored in future because of the potential advantage of 

providing extended understanding on the roles of heterogeneity and anisotropicity 

of forcing and material properties on head change responses in poroelastic 

aquifers. However, the vertical 1-D simplifications deployed in this research proved 

to be adequate for yielding the insightful outcomes achieved. 
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6.3.4 Re-analysing published groundwater storage estimates from 

groundwater levels   

Results achieved in this thesis call for a re-appraisal of scientific results which may 

have inadvertently been predicated on GWLs wrongly attributed to GWS or poorly 

aggregated to ground-truth large scale models or GRACE models. This may reveal 

that analysis of some of the GWL time series used in the computation of the GWS 

estimates that have been reported in the literature is misleading.  

Observed head changes in confined aquifers have long been reported to measure 

∆TWS (see e.g., Van der Kamp and Maathuis (1991); Bardsley and Campbell 

(2007)) due to influence of seasonal water-loading. My results on the two-layer 

composite domain in which the lower layer is more conductive than the upper layer 

show that this is the case generally at deeper depth in the aquifer. Additionally, 

Burgess et al. (2017); Maliva et al. (2011); and Roeloffs (1988) asserted that the 

presence of an impermeable layer on top of an aquifer is the key condition for 

water-loading influence to dominate the influence of water-table changes on the 

head changes in the aquifer. This assertion was supported in this work whereby 

increasing thickness of the upper low-conductive layer causes complete 

dominance of loading influence in the lower high-conductivity layer. The implication 

is that head changes in such aquifers do not measure WTF. However, this study 

also shows that, depending on thickness of the confining layer, head changes near 

the top of a confined aquifer may not accurately represent ∆TWS. 

Indeed, this effect of water-loading may have inadvertently undermined the results 

of many previous studies. For example. studies such as Li et al. (2015); Huang et 

al. (2016); and Bhanja et al. (2017) which use GWLs recorded by wells in 

unconfined, confined, and semi-confined aquifers to estimate the study areas’ 

∆GWS without considering loading effects, may need re-appraising. Rateb et al. 

(2020) avoided the problem by limiting their analysis to GWLs in unconfined wells 

except for aquifers (e.g., the Floridan aquifer system) where previous studies have 

clearly shown that the unconfined and confined sections are highly connected and 

behave as a single aquifer system. 



   

 

156 
 

6.3.5 Limitations in using GWL change for estimating GWS changes 

Major limitations with the GWL method are scarce observation points (Müller 

Schmied et al. 2014) in addition to low quality data (Frappart and Ramillien 2018), 

and short and infrequent data (Feng et al. 2018) from existing observation points. 

This is more common in the developing world (Schuol and Abbaspour 2006), and 

for complex hydrogeological terrains. Further, the non-trivial effects of ‘long-

screened wells’ (e.g., Annable (2005)) constitute a limitation to the results of this 

research on the representativeness problem. Future research would need to 

address this question by creating integrated head values over finite depth ranges 

and assessing the implications.  

As a basic water resources assessment record, ∆GWL will continue to be used to 

compute ∆GWS which is necessary for the assessment of total water storage and 

its components (Masood et al. 2022). Computed ∆GWS will then be used as a 

benchmark to evaluate the reliability of estimates of ∆GWS obtained from other 

methods. Aside for ∆GWS estimation, GWLs are necessary in the assessment (via 

modelling) of contaminant fate and transport, studying surface water – 

groundwater interaction, and investigation of geotechnical engineering problems 

and other geohazards. What is required is strategic installation of well-developed 

monitoring wells with efficient data collection systems. Unfortunately, this can be 

expensive, laborious, and time consuming. Hence, the need to make the best 

maximum use of available monitoring wells cannot be overemphasized – within the 

understanding of hydrogeological controls on representativeness and 

commensurability error on aggregated groundwater level changes which this 

research has advanced.  
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Appendices 

Appendix A 

Derivations of Equations (2.30) & (2.31)  

1. From Equations (2.29), the head (in each domain) due to WTF can be written as  

ℎ𝐹
1 = (𝑀1

1 cosh𝑎1 𝑧 +𝑀2
1 sinh𝑎1 𝑧)𝑒𝑥𝑝(𝑖𝜔𝑡)--------------------------------------------------(B1) 

 

ℎ𝐹
2 = (𝑀1

2 cosh𝑎2 𝑧 + 𝑀2
2 sinh𝑎2 𝑧)𝑒𝑥𝑝(𝑖𝜔𝑡)--------------------------------------------------(B2) 

 

First, applying the boundary condition at z = 0 on B1, we get: 

 

ℎ𝐹
1(0, 𝑡) =

𝑅0

𝑆𝑦
𝑒𝑥𝑝(𝑖𝜔𝑡) =  (𝑀1

1 cosh𝑎1(0) +𝑀2
1 sinh𝑎1(0))𝑒𝑥𝑝(𝑖𝜔𝑡) 

Which gives 

 

𝑀1
1 =

𝑅0

𝑆𝑦
 -----------------------------------------------------------------------------------------------(B3) 

 

Secondly, continuity of head condition (i.e., ℎ𝐹
1 =ℎ𝐹

2 ), at z = d1, is applied on B1 and B2 to give:  

 

𝑀1
1 cosh𝑎1 𝑑1 +𝑀2

1 sinh𝑎1 𝑑1 − 𝑀1
2 cosh𝑎2 𝑑1 −𝑀2

2 sinh𝑎2 𝑑1 = 0----------------------(B4) 

 

Next, continuity of flux at the interface z = d1 is applied on B1 and B2 to give:  

𝑎1𝐾1𝑀1
1 cosh𝑎1 𝑑1 + 𝑎1𝐾1𝑀2

1 sinh𝑎1 𝑑1 − 𝑎2𝐾2𝑀1
2 sinh𝑎2 𝑑1 − 𝑎2𝐾2𝑀2

2 cosh𝑎2 𝑑1 = 0--------(B5) 

Lastly, applying the no flow condition (i.e., 
𝜕ℎ𝐹

2

𝜕𝑧
= 0) at z = b = d2 on B2, we get: 

𝑀1
2 sinh𝑎2 𝑑2 +𝑀2

2 cosh𝑎2 𝑑2 = 0 ---------------------------------------------------------------(B6) 

Solving B3, B4, B5 and B6 simultaneously gives Equation (2.30). 

2. While the water loading-induced head (in each domain) can be written as  

ℎ𝐿
1 = (𝑁1

1 cosh𝑎1 𝑧 +𝑁2
1 sinh𝑎1 𝑧 +𝛾1𝜎0)𝑒𝑥𝑝(𝑖𝜔𝑡)-----------------------------------------(B7) 

 

ℎ𝐿
2 =  (𝑁1

2 cosh𝑎2 𝑧 + 𝑁2
2 sinh𝑎2 𝑧 + 𝛾2𝜎0)𝑒𝑥𝑝(𝑖𝜔𝑡)-----------------------------------------(B8) 
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First, applying the boundary condition at z = 0 on B7, we get: 

ℎ𝐿(0, 𝑡) = 0 =  (𝑁1
1 cosh𝑎1(0) +𝑁2

1 sinh𝑎1(0) + 𝛾1𝜎0)𝑒𝑥𝑝(𝑖𝜔𝑡) 

Which gives  

𝑁1
1 =−𝛾1𝜎0 -----------------------------------------------------------------------------------------(B9) 

 

We now apply continuity of head condition (i.e. ℎ𝐿
1 =ℎ𝐿

2) at z = d1 to give:  

𝑁1
1 cosh𝑎1 𝑑1 +𝑁2

1 sinh𝑎1 𝑑1 −𝑁1
2 cosh𝑎2 𝑑1 −𝑁2

2 sinh𝑎2 𝑑1 = (𝛾2 − 𝛾1)𝜎0 --------(B10) 

The next step is the application of continuity of flux at the interface z = d1. We get: 

𝑎1𝐾1𝑁1
1 cosh𝑎1 𝑑1 +𝑎1𝐾1𝑁2

1 sinh𝑎1 𝑑1 − 𝑎2𝐾2𝑁1
2 sinh𝑎2 𝑑1 −𝑎2𝐾2𝑁2

2 cosh𝑎2 𝑑1 = 0-------(B11) 

Finally, no flow condition (i.e., 
𝜕ℎ𝐿

2

𝜕𝑧
= 0) is applied at z = b = d2, on B8, to give: 

𝑁1
2 sinh𝑎2 𝑑2 +𝑁2

2 cosh𝑎2 𝑑2 = 0 --------------------------------------------------------------(B12) 

Solving B9, B10, B11 and B12 simultaneously gives Equation (2.31). 
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Appendix B  

1. More information about the ‘ground-truthing’ data of Figure 3.5 

• Boutt (2010); Burgess et al. (2017) examined loading influence caused by 

periodic surface loading of period 1 day. Influence of square-wave dam 

release of 1-day period on head fluctuations recorded by three riverbank 

piezometers at Deerfield River Basin, Massachusetts, USA were analysed 

by Boutt (2010). Based on the modelled layering, and horizontal hydraulic 

diffusivity values and layer anisotropy ratios given, we calculate vertical 

hydraulic diffusivity, Dv as ≈ 2930 m2d-1. With the piezometer depths given as 

z = 2.4 m, 8.5 m, and 17.1 m, the data points plot as the three black stars, 

respectively. Similarly, Burgess et al. (2017) analysed influence of diurnal 

tidal loading on head fluctuations recorded by three piezometers at Gabura 

study site of the Bengal Basin, Bangladesh. With Dv as ≈ 13 m2d-1 and 

piezometer depths as z = 67 m, 116 m, and 212 m, the data points plot as 

the three green squares, respectively. Head fluctuations in the three Boutt 

(2010)’s piezometers all respond to rise in dam releases. Further, influence 

of loading on head fluctuations in the shallow piezometer is nearly negligible 

whereas influence of loading on head fluctuations in the medium and deep 

piezometers are significant but non-dominant. On the other hand, head 

fluctuations recorded by the three Burgess et al. (2017)’s piezometers are 

dominated by influence of loading. Our observations correspond to the 

findings of the two papers. 

• Li and Ito (2011) analysed head fluctuations forced by 3-day period 

barometric loading. Although two-layer conceptualization of the mudstone 

system of Japan’s Horonobe underground research laboratory site was 

modelled, we take the medium as single-layer since same Dv (≈ 34 m2d-1) is 

reported for the two layers. We plot data points corresponding to hypothetical 

piezometer depths, z = 0.2, 1, 5, 20, 100, and 500 m as the cyan stars. Our 

results align with that of Li and Ito Li and Ito (2011) in that influence of loading 

is insignificant only at shallowest monitoring depths. 
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• We also use data from five studies which analysed head fluctuations forced 

by seasonal moisture loading. The first study is van der Kamp and Maathuis 

(1991) for research sites in southern Saskatchewan, Canada. Monitoring 

depth of 12.4 m in a surficial sand aquifer is taken in addition to six other 

monitoring depths in a clayey till medium at a certain Warman site. A Dv value 

≈ 864,000 m2d-1 (10 m2s-1) is assumed for the sand aquifer while a Dv value 

≈ 0.0864 m2d-1 typical of clay aquitard is used for till medium. The data point 

representing the surficial aquifer and the other six data points are plotted as 

white markers. Clearly, head fluctuation in the sand aquifer is insignificantly 

influenced by loading. On the other hand, head fluctuations at four of the six 

monitoring depths in the clayey till are dominated by loading influence while 

influence of loading in the remaining two are significant but not dominant. 

From van der Kamp and Schmidt (1997)’s work on head fluctuation in an 

unfractured clay aquitard at a site in Prairie region of Saskatchewan, Canada, 

a data point (P/2π ≈ 58 days, z2/Dv ≈ 8128 days, not shown) plots such that 

head fluctuations are dominated by loading influence. Also, two data points 

(P/2π ≈ 58 days, z2/Dv ≈ 277 days; and P/2π ≈ 58 days, z2/Dv ≈ 13,856 days) 

are taken from Barr et al. (2000) in respect of head fluctuations at depths in 

an aquitard at the Aspen study site of Saskatchewan, Canada. Both points 

are not shown because they plot overlay on similar points of Van der Kamp 

and Maathuis (1991). The first point suggests significant but non-dominant 

loading influence on head fluctuation while the second point suggests head 

fluctuation is dominated by loading influence. Our observations correspond 

to the conclusions reached in the three studies.  

• From Timms and Acworth (2005) who studied head fluctuations in wells sited 

in the Yarramanbah site, Liverpool Plains, northern NSW, Australia, five data 

points are extracted. Two of the data points (z = 15 & 28 m) are in alluvial 

clay aquitard, another two (z = 50 & 80 m) are in alluvial gravel while the last 

point (z = 102 m) is in basalt bedrock. Based on reported values, a weighted 

Dv value ≈ 254 m2d-1 was computed. The data points, plotted as red 
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pentagons, all signify that influence of loading is significant but not dominant. 

Although head fluctuations here are better examined using two-layer medium 

model – this is done in see section 3.6, our observation here tallies with the 

conclusions of Timms and Acworth (2005).  

• In Woodman et al. (2019), three monitoring depths, z = 30, 100, and 300 m 

were used in a forward modelling to analyse head fluctuations in typical wells 

of the Bengal Aquifer System, Bangladesh. Head fluctuations were forced by 

seasonal moisture loading and top-boundary head variation. Using Dv value 

≈ 43 m2d-1, the data points obtained plot as the black pluses. Only at 300 m 

depth is dominant loading influence suggested whereas the other points 

suggest significant but non-dominant influence of loading. Our observation 

should not be confused with the assertion by Woodman et al. (2019) that 

piezometric head fluctuations at all three depths are expected to accurately 

track the top-boundary load. Their assertion is correct only because of the 

high loading efficiency (= 0.93) of the BAS material. More importantly, the 

water-loading scenario is the ‘IN’ scenario whereby the maximum value of 

the ratio 
𝛾𝑆𝑦

𝛼
 equals 1. 

• From hydrological report presented by Anochikwa et al. (2012), we assessed 

the period of moisture loading as 6 years (2,190 days). Therefore, data points 

corresponding to Dv value ≈ 1.2 m2d-1 and monitoring depths, z = 15 m and 

100 m, in turns, are plotted as the blue crosses. Results show that head 

fluctuations at the shallower depth would tend to be more controlled by water-

table fluctuations although influence of loading will be significant. On the 

other hand, head fluctuations at the deeper depth would be majorly 

dominated by loading influence. Anochikwa et al. (2012) made similar 

conclusions in their work.  
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2. Plausible values of 
𝜸𝑺𝒚

𝜶
  

loading efficiency fractional amont of load that reached the water-table specific yield IN Scenario

gamma alpha Sy gamma*Sy/alpha gamma*Sy/alpha gamma*Sy/alpha gamma*Sy/alpha gamma gamma*Sy gamma*Sy

SW min 0.0432 0.1 0.1 0.0432 0.00432 1 0.1 0.0432 0.00432 0.1

max 1.0 1.0 0.3 0.1296 0.01296 3 0.3 1 0.01296 0.3

IN min 0.0432 1.0 1.0

max 1.0 1.0 1.0

WT min 0.0432 1.0 0.1

max 1.0 1.0 0.3

SW Scenario WT Scenario
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Appendix C  

Results of for the ‘load-only’ (‘LD’) water-loading scenario 

 
Figure C1: Showing head change responses under the ‘load-only’ (‘LD’) water-loading, scenario.   
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Appendix D 

1. The plot of PICE versus ln(N) for N = 5, 6, 8, 10, 12, 14, 16, 18, 20, 25, 30, 35, 40, 45, 50, 
60, 70, 80, 90, 100 (Section 4.3.2) for GRI ≤ 1 under the homogeneous (1R1D) scenario. 

 
 
Note that: (i) the data points (blue dots) are based on the data table below, and (ii) the blue trendline 

was modified to the black trendline so that PICE remains within 100% maximum for N ≤ 100. 

ln(N) PICE 

1.609438 51 

1.791759 55.8 

2.079442 65.3 

2.302585 70.7 

2.484907 74.4 

2.639057 77.8 

2.772589 80.8 

2.890372 82.8 

2.995732 84.7 

3.218876 89.9 

3.401197 93.5 

3.555348 94.8 

3.688879 96.9 

3.806662 97.4 

3.912023 98.8 

4.094345 99.5 

4.248495 99.3 

4.382027 99.6 

4.49981 99.7 

4.60517 99.7 

y = 17.9ln(N) + 16.3
R² = 0.95
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Appendix D 

2. Histograms of commensurability error under the 1R1D scenario when 𝑮𝑹𝑰 = 𝟏  
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3. Histograms of commensurability error under the 1R1D scenario when 𝑮𝑹𝑰 = 𝟏𝟎𝟎  
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Appendix E 
Spatial variability of the transmissivity that defines category B scenarios 

 

B7 to B18 B18 to B22 B23 to B26 B27 to B30 B31 to B32 B33 to B34

size (of L) size (of L) size (of L) size (of L) size (of L) size (of L)

sub-domain 1 0.2 0.1 0.3 0.4 0.5 0.2

sub-domain 2 0.6 0.8 0.4 0.2 0.3 0.3

sub-domain 3 0.2 0.1 0.3 0.4 0.2 0.5

Thesis_B7 Thesis_B8 Thesis_B9 Thesis_B10 Thesis_B11 Thesis_B12 Thesis_B13 Thesis_B14 Thesis_B15 Thesis_B16 Thesis_B17 Thesis_B18

T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d)

sub-domain 1 137 548 27.4 2740 274 274 27.4 2740 274 274 274 274

sub-domain 2 274 274 274 548 548 137 274 274 137 137 548 548

sub-domain 3 137 548 27.4 2740 822 27.4 2740 27.4 206 548 137 411

Harmonic mean 196 343 60 806 484 81 105 105 164 183 304 433

Thesis_B19 Thesis_B20 Thesis_B21 Thesis_B22 Thesis_B23 Thesis_B24 Thesis_B25 Thesis_B26 Thesis_B27 Thesis_B28 Thesis_B29 Thesis_B30

T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d)

sub-domain 1 274 274 274 2740 274 274 27.4 2740 274 274 27.4 2740

sub-domain 2 548 548 137 274 548 137 274 274 548 137 274 274

sub-domain 3 822 2740 69 27.4 822 69 2740 27.4 822 69 2740 27.4

Harmonic mean 514 537 131 151 457 120 80 80 433 115 117 52

Thesis_B31 Thesis_B32 Thesis_B33 Thesis_B34

T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d)

sub-domain 1 250 80 270 40

sub-domain 2 150 240 180 150

sub-domain 3 50 400 90 600

Harmonic mean 125 125 125 125

B35 to B44 Thesis_B35 Thesis_B36 Thesis_B37 Thesis_B38 Thesis_B39 Thesis_B40 Thesis_B41 Thesis_B42 Thesis_B43 Thesis_B44

size (of L) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d) T (m^2/d)

sub-domain 1 0.2 274 548 2740 274 137 27.4 274 274 1096 69

sub-domain 2 0.2 206 274 274 411 274 274 343 206 548 137

sub-domain 3 0.2 137 137 27.4 548 548 2740 411 137 274 274

sub-domain 4 0.2 206 274 274 411 274 274 480 69 137 548

sub-domain 5 0.2 274 548 2740 274 137 27.4 548 2.7 69 1096

Harmonic mean 206 274 112 357 211 62 387 12 177 177
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Appendix F  

The spatially variable periodic recharge scenarios (E1 to E24) 
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Appendix G  

Due diligence checks 

PICE vs N results for homogeneous scenarios (A1 to A6, Table 5.2) and for simple 

(2-domain) heterogeneous transmissivity scenarios (B1 to B6, Table 5.3) from the 

developed numerical model are highly consistent with the results from the 

developed analytical model (Figures G1 & G2). Thereby, the numerical model is 

judged to be robust for the extended analysis of this chapter which the analytical 

model (Chapter 4) cannot handle. 

 
Figure G1. Comparison of results of the numerical model with those of analytical model under 
homogeneous transmissivity. 
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Figure G2. Comparison of results of the numerical model with those of analytical model under 
simple 1-D heterogeneous transmissivity (2 sub-domains) scenario. 

 


