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Summary

Metamaterials making use of conductors have been shown to manipulate light in

ways difficult for dielectric photonic devices, owing to the dispersive conductivity

response. For example, light can be “sqeezed” through subwavelength metallic

apertures, which is not possible for a dielectric aperture. This allows optical

metamaterial devices to be augmented by plasmon polariton devices, increasing

their capability whilst minimising design complications. One particular subject

matter of interest is the existence of surface plasmon polariton (SPP) in the trans-

verse electric (TE) polarisation in graphene. The terahertz frequency range of this

mode makes this mode a suitable candidate for devices operating in the infrared

frequencies. The contribution of this thesis is that of showing that the TE SPP

electromagnetic modes can exist outside the earlier reported range of frequency

of 1.667 < ℏω/µ < 2, where µ is the chemical potential, in graphene. We find that

these electromagnetic modes may have either evanescent or exponentially grow-

ing field profile perpendicular to graphene, depending on the mode frequency.

The dispersion of these TE SPP modes lies below the light cone, not allowing

resonant excitation, meaning that an incident beam of light in a dielectric can not

have the frequency and wavenumber matching that of the TE modes. We propose

a graphene grating, in which TE SPPs can produce sharp and prominent transmis-

sion spectra resonances, showing that excitation is possible. The position of the
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sharp features can be tuned for desired frequency and in-plane wavenumber, by

choosing the chemical potential, temperature, and period of the grating. Thus the

TE SPP mode in graphene is a prospective for optical devices that would benefit

from the tunability, high in-plane velocity, and terahertz frequency range of the

mode.
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CHAPTER 1

Introduction

1.1 Photonics and Plasmonics

In the fields of photonics and plasmonics, the typical aim is to control the flow of

light [1, 2], as desired, by means of employing appropriately designed devices.

The research on plasmonics in graphene structures that will be presented in this

thesis is related closely to the field of photonic devices, as devices employing the

use of surface plasmons may be thought of as a subset of photonics. The main

difference is that plasmonic modes are a coupling of electromagnetic solutions

and charge carrier oscillations, whereas photonic modes exist without the charge

carrier oscillations. Both of the fields typically feature crystal devices periodic

in space namely photonic crystals [3–7] or plasmonic crystals [8–10]. It is thus

imperative to start our discussion with the advent of photonics and photonic

crystals, and then build upon their introduction with plasmonic aspects, leading

to the aims of the thesis in Sec. 1.2.1.
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1.1.1 Emergence of photonic crystals

We human beings aim to build devices that make our lives easier. Almost every

person knows that electronic devices involving electronic circuits have been a key

part of our advancement. As scientists look towards new fronts for development,

photonic and plasmonic devices offer more flexibility in design and speed of com-

munication [11–13] than their electronic counterparts [14]. For example, optical

fibre interconnects between transistors can transfer digital information more than

1000 times faster than electronic interconnects [14]. Another example is the poten-

tial use of neuromorphic photonic processors allowing greater bandwidth than

current neuromorphic electronics [15]. It is therefore important for us to be able to

effectively control the flow and inherent properties of light within such devices.

Photonic crystals, periodic dielectrics [16], emerged when Yablonovitch [17]

demonstrated semiconductor band structures to be analogous to photonic band

structures, thus taking inspiration from naturally occurring periodic electric po-

tentials, applying to structures with periodic permittivity [17, 18]. Specifically,

there was a possibility of “photonic band gaps” analogous to the one in semicon-

ductors, forbidding electromagnetic modes for a particular range of frequency

(energy). This not only involves energy carriers of the mode (photons) having

no mass, and thus moving much faster than electronics, but also provides us

with the flexibility of structural tuning, so long as the structural features are of

the order of the light wavelength [19]. Yablonovitch later also demonstrated a

three-dimensional photonic crystal exhibiting a full photonic band gap [20]. Thus

electromagnetic theory based on Maxwell’s equations was developed to cater to

the calculation of photonic modes [21, 22].

Photonic crystals have proven to be a useful avenue of research recently for

devices that provide control over optics such as waveguide splitter, narrow-band

filters, and polarisers [23, 24].

2



1.1.2 Plasmonic structures

The permittivity gains an optical frequency dependence when some dielectrics

in these systems are replaced by conductors, with the frequency dependence

coming from temporal non-locality of the conductivity. Physically, the optical

modes couple to the charge oscillation waves in the conductor and a plasmonic

dispersion emerges [25]. The frequency dependence of permittivity of the system,

albeit computationally more tedious to deal with than a photonic system, provides

the ability to confine light to subwavelength distances [26, 27]. That is, the

wavelength of the surface plasmonic modes can be much smaller than the cavities

or apertures in structures hosting the modes [28].

A hallmark demonstration of subwavelength confinement was given by Ebbe-

sen [29], where an “extraordinary” transmission was observed through subwave-

length structures. The “wavenumber” (inverse of size) of the holes that allow

light to pass through is certainly larger than that of the incoming beam. It is the

coupling to the charge carriers along the holes in metallic material that enabled

light to squeeze through. Pendry referred to this phenomenon as light playing

Houdini [19].

1.1.3 Excitation of propagating surface plasmon polaritons

To be able to make use of the modes we have discussed, we need to consider

how these modes can experimentally come into being, in order to be used within

plasmonic devices and then harnessed back into optical circuits, in a controlled

manner, as needed. In fact, in 1902 surface plasmons were unintentionally already

excited by Wood [30] in diffraction gratings of conducting materials, where he

experienced the effects of plasmons as anomalous lines in the spectrum produced

by passing incandescent light through the gratings. It turns out that the problem of

“converting” a free light wave to surface plasmons is a matter of matching part of

the dispersion of free light to surface plasmon dispersion. Since the dispersion of

surface plasmon modes is below the light line of adjacent dielectric, we must alter

the light line to shift down (increase wavenumber along surface k∥) by changing
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materials around the conductor. Practically, we choose a frequency ω of the

surface plasmon mode that we would like to excite on a conducting surface, and

then make sure that the wavenumber of the exciting light wave along the surface

k∥ is the same as in the surface plasmon dispersion [31]. This is called wavenumber

matching.

Dielectric gratings can be used as couplers [31] to surface plasmons as they can

alter k∥ next to conducting surfaces. Furthermore, attenuated total reflection (ATR)

couplers [32] can also excite surface plasmons. The structure usually consists of

a high-refractive index material, in where light is incident toward a metal placed

immediately next to it, of a certain thickness. The sought after surface plasmon

mode is then excited on the surface of metal that is not adjacent to the high-

refractive index material. Another way for exciting surface plasmons is the use

of Otto-Kretschmann configuration [33] by the means of frustrated total internal

reflection. That is, an evanescent wave produced by total internal reflection due

to light incident toward a lower refractive index surface, can excite a surface

plasmon in a nearby metallic surface.

Devices that make use of propagating surface plasmon polaritons are designed

so that these modes are eigenmodes of the system. And evidence of resulting

surface plasmon resonance can be found by examination of transmission [34, 35]

and reflection spectra [36]. It is obvious that when electrons respond to incoming

oscillations in the electric field, some energies of input beam must be passed on

to the electrons.

1.2 Graphene as a platform for propagating surface

plasmon polaritons

Graphene has been a popular 2D material with electronic properties that certainly

attracts the field of plasmonics. It usually occurs in graphite which is sliding layers

of graphene held together by van der Waal forces. In 2004, Geim and Novoselov

were first able to experimentally isolate a single graphene layer earning them a

Nobel prize in 2010 [37]. This discovery made possible the implementation of
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devices that were theorised to utilise the motion of electrons as massless particles

moving at approximately 106 ms−1 [38] in graphene. Graphene is certainly an

insightful conductor for the investigation of surface plasmons due to its linear

electronic dispersion [39–43] and lack of density of states at the K-point. Graphene

is known for its tunability of optical conductivity by application of suitable gate

voltage [44], inducing sufficiently low but finite chemical potential. Devices

like optical modulators [45], polarisers [46] and absorption enhancement devices

benefit from this tunability. Surface plasmons in graphene would be important for

practical applications such as waveguide polarisers [47] and graphene plasmonic

waveguides which can be useful for photonic integrated circuits[48].

1.2.1 Research on transverse electric surface plasmon polaritons

in graphene

In the area of propagating surface modes, there are two polarisations, transverse

magnetic (TM) and transverse electric (TE) which are independent surface solu-

tions to Maxwell’s equations. TM SPPs, generally found in noble metals [49] are

well confined. That is, the electromagnetic fields for the said modes are decaying

fast as we move away from interface. The TM mode requires the imaginary part of

conductivity of the material to be positive. On the other hand the TE mode exists

in materials for which the imaginary part of the surface conductivity [50] can be

negative, for example graphene. The negative imaginary part constitutes a nec-

essary condition for TE mode. It involves in-plane electric field oscillations, and

corresponding current density oscillations, both that are perpendicular to surface

mode propagation direction, unlike TM mode. However, the charge density is

neutral. TE mode is less confined in graphene due to small value of fine-structure

constant being a factor in the optical conductivity of graphene. Although high

confinement favours TM SPPs for plasmonic devices, note that the frequency

of the TE mode is in the midinfrared and terahertz range in graphene, and not

bounded by plasma frequency (effective in the case of graphene) like TM SPPs.

Despite efforts made to increase SPP confinement in graphene based plasmonic
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structures [51], the lack of confinement can also be useful for other devices, where

a higher sensitivity to the refractive index of surrounding dielectrics [52] could be

utilised. Structures for excitation and the detection of TE mode in graphene have

already been proposed [53–55]. It is the aim of this thesis to provide clarification

regarding the qualitative features of complex frequency dispersion of TE mode in

homogeneous and one-dimensionally periodic graphene. This provides a start-

ing platform for plasmonic devices [56] intending to utilise tunable TE mode in

graphene.

1.3 Thesis outline

Ch. 2 gives a theoretical background containing the use of Maxwell’s equations

and complex frequency formalism used to acquire surface plasmon dispersion.

Ch. 3 provides a discussion on surface plasmons on conducting surfaces. Ch. 4

aims to provide us with an expression for graphene conductivity, and discusses

key details of the conductivity spectrum of graphene in preparation for later

chapters where graphene-based structures are considered. Ch. 5 provides an

analysis of the surface plasmon modes that can be found in a homogeneous infinite

sheet of graphene, and how the frequency range of the TE polarisation of the mode

is extended when we consider frequency to have an imaginary part and allow

non-zero temperatures. Ch. 6 extends the analysis to one-dimensional graphene

grating. Ch. 7 concludes the thesis and presents possible future investigations.
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CHAPTER 2

Electrodynamics of bounded media and materials

Propagating SPPs are eigenmodes of the interface between two materials with

permittivity of opposite signs, e.g. a conductor and a dielectric [31, 57]. This

interesting phenomenon that confines light to interfaces can be used for applica-

tions with tunability. There is potential in investigating SPPs in graphene [58] and

other 2D materials [59] as they can be doped or gated with voltage to tune the

Fermi-level thus impacting their conductivity spectrum. Investigation of surface

plasmons in any system is an electromagnetic problem, and the equations that

govern such problems are the Maxwell’s equations. The matter equations are

written in Sec. 2.1.

So this chapter will introduce fundamental formalisms and concepts involving

Maxwell’s equations required to perform analysis on surface plasmon modes.

As the name implies, surface plasmons are modes that are found at “surfaces”,

or interfaces between different materials. Here we will establish the relevant

definitions to tackle electromagnetic field solutions at interfaces.
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2.1 Maxwell’s equations

Surface plasmon polaritons are electromagnetic modes and to deal with them we

must introduce Maxwell’s equations which govern electric and magnetic fields.

In differential formulation, in Gaussian units, they are [60, 61]

∇ × E = −1
c
∂tH, (Faraday’s law) (2.1)

∇ ×H =
4π
c

J +
1
c
∂t(εE), (Ampère ’s law) (2.2)

∇ · (εE) = 4πρ, (Gauss’s law) (2.3)

∇ ·H = 0, (Gauss’s magnetism law) (2.4)

where E is the electric field, H is the magnetic field, c is the speed of light in

vacuum, t is time, ∇× is the curl operator, ε is permittivity, ∇· is the divergence

operator, and magnetic permeability is 1. The quantities J and ρ are free current

and charge densities, respectively.

Eqs. (2.1)–(2.4) are differential equations with the quantities E,H, J, ρ being

functions of a point in space r and time t, and so we will discuss their meaning

at a point in space and time. In 1826, Ampère published a theoretical summary

of his experiments including the interaction between electric fields and magnets

[62]. The law named after him, in its modern form Eq. (2.2), means that a flow

of charges through a point, or a change in the electric field induces a magnetic

flux around the point. Similarly, Faraday’s law Eq. (2.1) means that a change in

the magnetic flux at a point induces an electric field around that point, describing

the phenomenon of electromagnetic induction discovered by Faraday in 1831

[62]. We use the word “around” instead of “at” since we are taking curl of a

continuous vector field, indicating a local rotation. The remaining two Eqs. (2.3)

and (2.4) describe the relation of charges to electromagnetic fields. According to

the differential form of Gauss’s law in Eq. (2.3), an existence of an electric charge

at a point corresponds to a “source” or a “sink” in the electric field. A magnetic

field on the other hand cannot have any sources or sinks due to the fact that there

can be no magnetic charges, at least not that we know of [63, 64]. When we break a
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magnet half-way between its north and south poles, we get two smaller magnets

each with their respective poles, instead of a magnetic monopole.

For materials linearly susceptible to electric polarisation, one conventionally

uses the electric displacement field,

D ≡ εE ≡ (1 + 4πχe)E = E + 4πP, (2.5)

where

P ≡ χeE (2.6)

is the polarisation density, andχe is electric susceptibility [60, 61]. We aim to obtain

eigensolutions to electromagnetic systems in terms of the E and H electromagnetic

field strengths.

2.2 Permittivity and conductivity: material response

functions

Surface plasmons are modes where electromagnetic fields interact with the charge

carriers, electrons, in the conductor materials of the structure. It is important to

identify the terms that describe this interaction in Maxwell’s equations. Whilst

H and E fields describe the electromagnetic participants, we identify the current

density J and electric displacement field D as description of the dynamics of

electrons.

Eq. (2.5) is a constitutive equation that describes the effect of an applied elec-

tric field E on the charge carriers that respond to it, in doing so, displacing the

electric field into D. The coefficient ε, the permittivity of the material, is then a

response function between the input E and response D. In fact, ε, χe and σ are all

response functions that are related to each other. We thus identify permittivity, a

characteristic coefficient of the material, as a response function to an electric field
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E, producing an electric displacement field D [65],

D(r, t) =
∫ ∞

−∞

∫ ∞

−∞
ε(r − r′, t − t′) E(r′, t′) dt′dr′. (2.7)

The response at (r, t) is therefore a weighted accumulation of E spanning space

and time (using integrals over r′ and t′), meaning that E at (r′, t′) contributes to

D at (r, t). Note that the spatial and temporal dependence of permittivity ε is

translationally invariant in position and time, in homogeneous systems,

ε(r, r′, t, t′) = ε(r − r′, t − t′), (2.8)

so that by Fourier transforming, we obtain,

D(k, ω) = ε(k, ω)E(k, ω), (2.9)

where the dependence on the wavenumber k, and frequency ω is emphasised.

Now we wish to elaborate how the conductivity is linked to Maxwell’s equa-

tions. In the most straightforward approach, we can use the constitutive equation

Eq. (2.9), together with the time-Fourier transform of Ampère ’s law Eq. (2.2) to

get,

∇ ×H =
4π
c

J +
1
c

(−iω)E, (2.10)

=
1
c

[4πσ + (−iω)]E. (2.11)

It is convenient to use the conventional constitutive equation Eq. (2.5) together

with Ampère ’s law as in Eq. (2.2), so that the conductivity is part of the polar-

isation density P. The connection between χe and σ can be seen by imposing

that there is no free current since the conductivity effects are accounted for in the

polarisation current,

J = 0. (2.12)
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Surface plasmon modes are plane electromagnetic waves of the form (we can

always Fourier expand a general solution)

eik·r−iωt, (2.13)

where r is three-dimensional position in space and k is three-dimensional wavenum-

ber. By assuming time-invariance of χe, we obtain the permittivity in terms of

conductivity,

ε(k, ω) ≡ 1 + 4πχe = 1 +
4πiσ(k, ω)
ω

. (2.14)

We aim to define our structures of various materials by defining ε as piecewise

functions of spatial coordinates.

2.3 Polarisation relative to planar interfaces

As we will deal with modes that occur at interfaces between different media, we

can use the orientation of the surface to formalise a convention to obtain solutions

of such systems. It turns out that the plane-wave solution can be broken down

into two parts according to their orientation relative to a chosen interface. These

parts are conventionally known as the transverse magnetic (TM) or transverse

electric (TE) polarisations. The component normal to the interface of the magnetic

field H (electric field E) is zero in the TM (TE) polarisation [66]. We will make

use of this convention because it makes solution finding easier and organized.

Throughout this work, relevant interfaces will be oriented parallel to the xy-plane

in the Cartesian coordinate system so that the normal to interfaces will be the

z direction, and propagation of mode along interface will be along x direction,

unless otherwise stated.

Fig. 2.1 shows both polarisations relative to an interface between two media,
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TM:

E

H
TE:

H

E

Interface between two media

k

x

z

y

Figure 2.1: Depiction of TM and TE polarisations of E and H fields for an arbitrary
wavenumber direction given by k, oriented relative to an interface (horizontal
solid line) between two media.

with the following nonzero field components emerging for each polarisation,


Ex

Hy

Ez

 : TM


Hx

Ey

Hz

 : TE (2.15)

The decomposition of solutions to Maxwell’s equations into TM and TE polari-

sations should be easy to see when we decompose the E,H fields into components

parallel and perpendicular to the interface, that is,

E = E∥ + E⊥ and H = H∥ +H⊥. (2.16)

Due to propagation phasor dependence of a general electromagnetic solution

eik·r, where r and k are three-dimensional vectors, we may make the substitution

∇× −→ ik× in Eqs. (2.1) and (2.2) to get

ik × E = −1
c
∂tH, (2.17)

ik ×H =
1
c
∂t[εE]. (2.18)

Assuming monochromatic waves and finding dot and cross product of Eqs. (2.17)
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and (2.18) with n̂ leads to

n̂ · ik × E∥ = −1
c
∂tn̂ ·H⊥, (2.19)

n̂ × (ik × E) = −1
c
∂t[n̂ ×H∥], (2.20)

n̂ · ik ×H∥ =
1
c
∂t[εn̂ · E⊥], (2.21)

n̂ × (ik ×H) =
1
c
∂t[εn̂ × E∥], (2.22)

where n̂ is the unit vector normal to interface. We find that Eq. (2.19) and Eq. (2.22)

can be solved independently for H and E∥ regardless of the value of E⊥ forming

TE solutions. Similarly, the TM solutions are found using Eqs. (2.20) and (2.21).

2.4 Boundary conditions at an interface

The Maxwell’s equations, Eqs. (2.1)–(2.4), in their differential form are made to

hold true for electromagnetic fields in continuous media, meaning that material

properties like permittivity and permeability that are usually found in consti-

tutive relations, are continuous functions in space. This can be intuitively seen

by considering the fact that the differential operators in the equations require

continuity of electromagnetic fields. Practically, however, we must deal with dis-

continuities in material properties across space, at macroscopic levels. The way

we deal with this conundrum is quite simple. We simply integrate the differential

equations for a chosen infinitesimal volume or area in space. The area or volume

is typically chosen to be across interfaces that produce discontinuities, providing

us with boundary conditions. We integrate Eqs. (2.1)–(2.4) to find,∮
∂A

E·dl = −1
c

"
A
∂tH·dA, (2.23)∮

∂A
H·dl =

1
c

"
A

( 4πJ + ∂t[εE]) ·dA, (2.24)	
∂V
εE·dA =

$
V

4πρ dV, (2.25)	
∂V

H·dA = 0. (2.26)
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Please be reminded that by defining interfaces in forthcoming structures using

permittivity (instead of conductivity), we are choosing J = 0. We have made use

of Stoke’s theorem [67], "
A
∇ × F · dA =

∮
∂A

F · dl, (2.27)

for a smooth vector field F, a bounded surface A with boundary ∂A to get

Eqs. (2.23) and (2.24), and also made use of Gauss’s theorem [67],$
V
∇ · FdV =

	
∂V

F · dA, (2.28)

for a bounded solid regionVwith bounding area ∂V to get Eqs. (2.25) and (2.26).

material 1

material 2∂A
x

z

y

Figure 2.2: Interface between two materials with a loop crossing the interface at
z = 0. The boundary of the loop is ∂A, and its enclosed area isA.

In general, for an interface between two materials 1 and 2 as shown in Fig. 2.2,

we find by using Eqs. (2.23) and (2.24) on the loop bounded by ∂Awith shrinking

height along z so thatA is infinitesimal, that [61],

n̂12 × (E2 − E1) = 0, (2.29)

n̂12 × (H2 −H1) = cK f , (2.30)

where n̂12 is the normal vector pointing away from medium 1, and K is the free

surface current. Eqs. (2.29) and (2.30) apply to both TM and TE polarisations.

That is, the tangential component of E is continuous, and H differs by K f , across

the interface. Note that when we move to structures with infinitesimally thin
14



conductors, the current is a surface current K f that is physically the response via

conductivity, i.e. K f = σsurfE where σsurf is surface conductivity. However, again

we can absorb the effect of this conductivity into the permittivity of the overall

structure with the use of Dirac delta function δ(z) which satisfies the property

[68], ∫ ∞

−∞
δ(z) dz = 1. (2.31)

2.5 Poynting vector for measurement

The Poynting vector of an electromagnetic mode is [61]

S =
c

4π
E ×H, (2.32)

describing the energy flux. We may thus calculate the flow of energy across an

interface of an incident plane wave. It turns out that the component of S across

the interface is proportional to c|E|2, which will be used to discuss transmission

spectra in Chs. 5 and 6.

2.6 Example with two semi-infinite dielectrics

We provide an example of solving Maxwell’s equations for two non-dispersive

dielectric materials separated by a planar interface (see Fig. 2.3). This serves as

a simplified (compared to dispersive structures) demonstration of the boundary

conditions, obtaining of secular equations for the modes and in general formal-

ising a process for electromagnetic mode analysis. It will also serve to help us

to concretely understand the challenge in exciting surface plasmon modes men-

tioned in Sec. 1.1.3. In a uniform non-dispersive dielectric material of constant

permittivity, the dispersion of light, easily obtained from Maxwell’s equations, is

15



linear,

ω =
c√
ε j
|k j| (2.33)

where c is the speed of light in vacuum, ε is the permittivity of the dielectric

material, k is the wavenumber.

dielectric 1

dielectric 2

ε1

ε2

z = 0x

z

y

Figure 2.3: Interface between two semi-infinite dielectric materials.

Now consider the simple setup of an interface between two dielectrics that is

shown in Fig. 2.3, with permittivities ε1 , ε2, with ky = 0,

ε(z) =


ε1 z > 0,

ε2 z < 0.
(2.34)

We can start with the Maxwell’s equations - specifically Ampère ’s Law and

Faraday’s Law - to observe that the solution of the electric (and magnetic) fields

is a combination of plane wave with ω and k. The solution is characterised by the

frequency ω, and the wavenumber k. Therefore we have the ansatz

Hy = eiqx ×


Aeik1z + Be−ik1z z > 0,

Ceik2z +De−ik2z z < 0,
(2.35)

for magnetic field, in the TM polarisation, defined above and below the interface at

z = 0, where q is the component of wavenumber k in x direction, k is component

of wavenumber k along y direction, the number in the subscript refers to the
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medium above or below the interface, and

kn =
√
εnω2/c2 − q2 (2.36)

follows from Eq. (2.33). The Ex field can then be found by substituting Eq. (2.35)

into Eq. (2.2) as

Ex =
c
ω

eiqx ×


k1
ε1

[
Aeik1z − Be−ik1z

]
z > 0,

k2
ε2

[
Ceik2z −De−ik2z

]
z < 0.

(2.37)

The continuity conditions Eqs. (2.29) and (2.30) imply that Eqs. (2.35) and (2.37)

are continuous across the interface as K f = 0 (no surface current density) giving

A + B = C +D, (2.38)

k1

ε1
(A − B) =

k2

ε2
(C −D). (2.39)

For outgoing boundary conditions and vanishing field Hy(|z| −→ ∞) = 0 far away

from the interface, we get A = D = 0, and along with Eqs. (2.38) and (2.39), this

yields the dispersion relation [31]

ε1k2 + ε2k1 = 0. (2.40)

From Eqs. (2.40) and (2.36) we obtain

ω = c

√
1
ε1
+

1
ε2

q, (2.41)

which is the dispersion of light for the given mode. This dispersion is linear, and

additionally, light propagates into both dielectrics from the interface (see Fig. 2.4).

The permittivities of the two materials can be chosen, for example, as ε1 =

2, ε2 = 4 simulating the dispersion in Fig. 2.4. For dielectrics, Eq. (2.40) implies

that k1k2 < 0.

As shown in Fig. 2.4, by plotting the electric field profile atω = 0.7953Hz in the
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Figure 2.4: Dispersion at the interface (a) of two uniform dielectrics. Electric field
(b) simulated at x = 0, cq = 0.9814Hz, and ω = 0.7953Hz (blue dot in (a)); Note in
(a) that the dispersion is above the light line in both dielectric materials.

dispersion, the wave propagates freely through the interface. Thus all solutions

in this dispersion satisfy transparent boundary conditions. Essentially, there are

no surface modes for two dielectrics. As we will see, surface plasmons are bound

to the interface which produces a different field profile.

2.7 Example with Drude metal surface

One of the most intriguing collection of materials has been metallic conductors due

to their obvious role in technological advancements [69, 70]. In 1900 in his “Zur

Elektronentheorie der Metalle” [71], Drude proposed his classical theory of metals.

The electrons in the Drude model are free to roam the metal classically, much like

an ideal gas, but under the influence of an external electric field and collisions

with surrounding electrons and fixed positive ions [72, 73]. The conductivity of

the metal is given by Drude model as [61, 72],

σ(ω) =
inse2

4πm(ω + iγ)
=

iω2
p

ω + iγ
(2.42)

where ns, m, and e are the electrons’ density, mass, and charge respectively. The

relaxation time is τ ≡ 1/γ, that is, the average “free” time an electron is assumed

to spend between collisions [72], so that the damping γ accounts for losses. ωp =
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√
nse2/4πm is defined as the plasma frequency of the metal. Although Eq. (2.42)

was derived using classical modelling of electrons with various simplifications, it

is a good representation of metallic behaviour in response to the electromagnetic

spectrum for low frequencies.

0 5 10 15 20
0

0.2

0.4

0.6

ω (THz)

σ
/ω

2 p
(H

z−
1 )

Im[σ], γ = 0
Im[σ], γ = 4.449 THz†

Re[σ], γ = 4.449 THz†

Figure 2.5: Drude model conductivity as given in Eq. (2.42) with damping (gray
and blue), and without (black) for gold. † Drude damping for gold is provided in
Ref. [74]

Here, we change one of the materials from Sec. 2.6 to a metal, employing the

Drude model for frequency dependent conductivity. The permittivity for such a

system as depicted in Fig. 2.6 (a), can be derived from Eq. (2.14) and can be written

ε(z;ω) =


ε1 z > 0

1 − ω2
p

ω(ω+iγ) z < 0.
(2.43)

One can immediately note that this permittivity is negative for ω2 < ω2
p (ignoring

γ which is usually very small compared to the frequency) and for z < 0. It can

be seen in Sec. 2.8 that this determines the surface plasmonic modes. For Au,

ωp = 9.6 eV and γ = 0.0228 eV [74].

Substituting Eq. (2.43) into Eq. (2.40), and solving for the frequency yields the

following dispersion shown in Fig. 2.6(b), with ε1 = 1 for a vacuum-gold interface.

At frequencies above ωp in Fig. 2.6(b) (light blue solid line), the permittivity
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Figure 2.6: (a) Dielectric-metal interface. (b) Dispersion of vacuum-Au interface
for transparent and SPP modes. Imaginary values are scaled up by ωp

γ . Yellow
branch corresponds to the SPP mode when the field decays away (see Fig. 2.7)
from the interface (right).

is positive and we observe transparent solutions as demonstrated by the field

profile in Fig. 2.7(b). This solution has frequency large enough so that k1, k2 have

large real part and very small imaginary part so that the field profile is oscillatory

close to the interface. Since the (real part of) permittivity for metal in Eq. (2.43)

is positive when ω ≥ ωp, the metal becomes transparent to the electromagnetic

field which propagates through it. According to Eq. (2.40), the frequency of SPP

ω is complex, since q is real and the permittivity given by Eq. (2.43) is complex.

The imaginary part of ω is due to loss of field amplitude over time. This is

due to exp (−iωt) dependence of the fields. We can observe in Fig. 2.6(b) that

the transparent modes (dark blue solid line) that propagate through the interface

have decreasing temporal loss (green solid line) with increasing wavenumber.

SPP mode exists when ε2 < 0 below ωp/
√

2. At these frequencies, the charge

carriers in the metal respond to the electric field, and their oscillation waves

travel at the surface [31] along with this mode. The field profile can be seen to

decay away from the interface in Fig. 2.7(a). The mode frequency Re[ω] has an
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asymptote at ωP/
√

2 as shown in Fig. 2.6, thus the group velocity decreases and

tends to zero for increasing wavenumber. In Fig. 2.6(b) the SPP modes (gold solid

line) that are confined to the interface have gradually increasing damping Im[ω]

(gray solid line), with increasing wavenumber, also having a different asymptote.

This is in agreement with the fact that the damping is proportional to the group

velocity of the mode [31]. As the x-component of SPP wavelength becomes shorter

(increasing in-plane wavenumber), the SPP is forced to travel at decreased group

velocity as the polariton cannot oscillate faster than ωP/
√

2.
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Figure 2.7: Electric field simulated for the dispersion at the interface. q = 1.65 ×
107m−1. (a) SPP mode (Re(ω)/c = 1.56 × 107m−1). (b) transparent mode (Re(ω)/c =
5.16 × 107m−1).

2.8 Electromagnetic eigenmodes

In the literature, most of work approaches surface plasmons by considering the

in-plane wavenumber q to be complex and frequency to be real [25, 75–82]. This

is usually for focusing on the spatial decay of surface modes calculating their

propagation length along the interface. Whilst this is of immediate importance

when designing plasmonic devices, it contains limited information on the spectral

features of the mode. Moreover, the conventional plasmonic modes present a

“closed” system over time, meaning that energy is not modelled to leak away from

the surface plasmon mode as time passes. Here, we intend to do the alternative,

that is, focus instead on complex frequency and real wavenumber as the imaginary
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part of the frequency can be related to a phenomenological loss arising partly

from material loss. Then we find that the imaginary part of frequency Im[ω] is

representing spectral linewidths of surface plasmon polaritons resonance peaks

in transmission spectra, which is measured as the energy ratio of outgoing to

incoming beam intensities. Furthermore, Im[ω] < 0 would represent the temporal

decay of electromagnetic eigenmodes as the phasor of the eigenmodes has a factor

of

exp (−i(Re[ω] + iIm[ω])t) ∝ exp(Im[ω]t). (2.44)

Thus Im[ω] < 0 would represent the temporal decay rate of the eigenmode, pro-

viding information on the lifetime of the mode after excitation. It turns out further

that temporal loss of mode also has dependence on the real part of conductivity

spectrum related to absorption losses within the conductor. In summary, by al-

lowing frequency to have an imaginary part, we gather information on temporal

loss of the modes otherwise hidden by the alternative approach of real frequency

and complex in-plane wavenumber.
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CHAPTER 3

SPPs on homogeneous conductor surfaces

Now that the formalisms and theory of surface plasmons as electromagnetic

modes has been established, in this chapter we will study surface plasmons

modes in structures involving Drude metals. The piecewise permittivity will

now gain frequency dependence. We will gradually progress from an exam-

ple of semi-infinite metal structure considered in Ch. 2, to an infinitesimally thin

film homogeneous conductor structure. These examples and their SPP disper-

sion results are already established in the literature, although we will present

them in the unusual format of complex frequency ω = ω′ + iω′′ ∈ C but real

in-plane wavenumber q ∈ R. This implies that the out-of-plane component of the

wavenumber k ∈ C is complex in general.

3.1 Finite thickness metal sheet

With the result in Fig. 2.7 in mind, and before moving on to graphene sheet, we

consider a sheet of metal of a finite thickness d, enclosed in a dielectric as depicted

in Fig. 3.1.
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Figure 3.1: Metal of thickness d sandwiched between two semi-infinite dielectric
insulators producing two dielectric-metal interfaces, each a distance of d/2 away
from z = 0.

The permittivity defining this structure is

ε =


ε1 = 1 |z| > d/2,

ε2 = 1 − ω2
p

ω(ω+iγ) otherwise,
(3.1)

where d is the thickness of the metal in z-direction, we have employed Drude

model Eq. (2.42) for the conductivity, ε1 is the permittivity of the dielectric, and ε2

is the permittivity of the metal.

We begin the analysis in the TM polarisation. This time there are two dielectric-

metal interfaces. We use the boundary conditions Eqs. (2.29) and (2.30) to find

two dispersion relations (see Appendix A) for the SPP modes [31],

ε2k1 + ε1k2 tanh
dk2

2i
= 0 (H-symmetric), (3.2)

ε2k1 tanh
dk2

2i
+ ε1k2 = 0 (H-antisymmetric), (3.3)

where k1 is the out-of-plane wavenumber in the dielectric, k2 is the out-of-

plane wavenumber in the metal, kn are given by Eq. (2.36), and q is the in-plane

wavenumber.

The result of two dielectric-metal interfaces is that the system has two types

of SPP modes, one with symmetric (corresponding to Eq. (3.2)) and the other

with anti-symmetric (corresponding to Eq. (3.3)) magnetic field Hy with respect

to z-direction. Note that this seperation of SPP modes into symmetric and anti-
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Figure 3.2: Dispersion for the H-antisymmetric mode for the double interface
setup of gold sandwiched between dielectric. d = 70nm. Imaginary values are
scaled up by × − 103. The SPP mode is in brown line, with solid (dashed) for
real (imaginary) part of frequency. The transparent mode (non-SPP) is in blue,
and solid (dashed) for real (imaginary) part of freqeuncy. The black dashed line
indicates the value of √ωp/2 the real frequency of SPP mode approaches for large
q.

symmetric types is not derived from the conductivity of the metal since Eqs. (3.2)

and (3.3) are obtained using general expressions of permittivity ε2 sandwiched

between ε1. The separation is reflected in the tanh dk1
2i term in the equations, since

it is the only term dependent on d which is the distance between the interfaces.

To get the modes of the system in Fig. 3.2, we substitute the constant positive

real permittivity of the dielectric and frequency-dependent Drude permittivity,

Eq. (3.1), into secular Eqs. (3.2) and (3.3), as we did in the single interface case.

Note that there are the square-roots kn =
√
εnω2/c2 − q2 (see Eq. (2.36)) occuring

in Eqs. (3.2) and (3.3). Each square-root has not just one but two possible results

in the complex plane that differ by a factor of −1. For example, the square-root

of 2i has two possible results
√

2i = ±(1 + i). Therefore, to find all mathematical

solutions to Eqs. (3.2) and (3.3) forω ∈ C, we must consider the equations with both

possible signs of all the square-roots. Mathematical theorem to aid in numerical
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implementation of considering all possibilities can be found in [83]. It turns out

that the SPP mode solutions require both the square-roots in Eqs. (3.2) and (3.3)

to have positive signs.

Fig. 3.2 shows the resulting H-antisymmetric dispersion, Eq. (3.2), for a 70nm

thick sheet of gold. The surface plasmon dispersion (brown solid line) has a

shape similar to the single interface case (see Fig. 2.6). The frequency is still less

than that of the light line in vacuum, indicating the confinement of the mode

to the interfaces. Again, the frequency of the dispersion has an asymptote at

Re[ω] = ωp/
√

2.
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Figure 3.3: Both H-symmetric and H-anti-symmetric modes for the SPP. Thickness
of metal film decreases from 50nm (a) to 10nm (b).

Now, we discuss the overlap of electromagnetic fields between the interfaces.

It is instructive to view the effect of metal thickness d on the H-symmetric and

H-antisymmetric modes. As Fig. 3.3 demonstrates, the Re[ω] for the two modes

gets far apart as the thickness d decreases i.e. the two boundaries at the metal-

dielectric interface come closer. This will be an important factor when considering

the atomically thin graphene layer. As the two interfaces are moved closer or

farther, the overlap of the evanescent fields from the interfaces changes, causing
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Figure 3.4: Electric and magnetic field profiles across the double interface setup.
d is 180nm, and the in-plane wavenumber q is chosen to be 5× 107m−1. The modes
plotted are chosen so that ω < cq.

a change in the wavenumber of the eigenmode of the system. For a constant

wavenumber, this effect presents itself as the change in frequency separation of

the H-symmetric and H-antisymmetric modes. For near zero thickness, the H-

symmetric mode tends closer to the light line(see Fig. 3.3 red curve), gradually

losing its evanescent nature. The H-anti-symmetric mode, on the other hand,

moves further away from light line (see Fig. 3.3 blue curve), tending to zero

frequency. The H-antisymmetric mode survives the reduction of thickness up to

an atomically thin layer of metal, which will also be evident when we look at

infinitesimally thin metallic sheet. The SPP mode field profiles are plotted for a q

value for the different modes in Fig. 3.4. As expected, the fields decay away from
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Figure 3.5: Charge density for the case of Fig. 3.4. d is 180nm, and the in-plane
wavenumber q is chosen to be 5 × 107m−1. The modes plotted are chosen so that
ω < cq.

boundaries for the SPP modes in the dispersion. The charge density profile (see

Appendix A) calculated using

4πρ =
c

iω
(εn
ω2

c2 − 2q2)Hy (3.4)

is shown in Fig. 3.5 and can be seen to follow the profile of and proportional to Hy

field.

It is useful to look at how the frequenciesωof H-symmetric and H-antisymmetric

modes changes with d for a fixed in-plane wavenumber q as shown in Fig. 3.6.

At very large thickness of metal film, the two SPP dispersion curves merge into

the same dispersion frequency and wavenumber, close to the dispersion of the
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semi-infinite metal case in Fig. 2.6. As d increases, tanh dk1
2i is close to 1 and the

overlap of evanescent fields at two interfaces decreases.
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)

H-symmetric,real
H-symmetric, imag× − 103

H-antisymmetric,real
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Figure 3.6: For a fixed value of q = 4×107m−1,ω/c is plotted for changing thickness
d for both the H-symmetric and H-anti-symmetric mode. The light line is black
dotted.

We now move our attention to transparent modes (solid blue line in Fig. 3.2)

with Re[ω] ≥ ωp. As the electromagnetic waves oscillate at high frequencies

Re[ω] ≥ ωp, the free electrons do not engage with them and light simply passes

through interface. In addition to the transparent mode shown in Fig. 3.2, there

are an infinite more of transparent modes for the structure (not shown in figure),

arising due to Fabry-Pèrot interference, a series of transmission and reflection at

the interfaces. The coupling is controlled by the tanh dk1
2i term, so that decreasing

thickness sets the discrete frequencies further apart tending to the case of a single

interface. Fig. 3.7 shows that the field propagates away from the boundaries when

the frequency is chosen from the non-SPP branches of the dispersion.

3.2 Infinitesimally thin layer

Graphene is an atomically thin layer as a material. Therefore it is instructive to first

formulate on SPP in an infinitesimally thin layer of conductor. Mathematically,

there are two ways to approach this and we will look at both approaches for their
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Figure 3.7: Field profiles across the double interface setup. d is 180nm, and the
wave-vector kx is chosen to be 5 × 107m−1. This time, the frequency is chosen
from the transparent mode of the dispersion. Horizontal dashed lines are at the
interfaces z = ±d/2.

different qualitative understanding.
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Figure 3.8: Infinitesimally thin metallic layer sandwiched between two semi-
infinite dielectric materials.

3.2.1 Surface conductivity

The first method to move to the infinitesimally thin structure, as depicted in

Fig. 3.8, involves analytically transforming the secular Eqs. (3.2) and (3.3) by math-

ematically taking the limit d → 0. This method brings to light the difference be-

tween a bulk conductivity σ (which we have used so far for metals) and a surface

conductivity σsurf, analogous to the connection between the free current density J f

and surface free current density K f appearing in the boundary condition Eq. (2.30).
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We can also calculate the modes of the infinitesimally thin metal structure

Fig. 3.8 by considering the permittivity of the structure itself in terms of a Dirac

delta function δ(z) like so

ε(ω; z) =


ε∥ 0 0

0 ε∥ 0

0 0 1

 , (3.5)

where

ε∥ ≡ 1 + δ(z)
4πiσsurf(ω)
ω

(3.6)

is the permittivity in planar directions, and the permittivity of background dielec-

tric is ε = 1 (vacuum). Note that due to the property of δ(z) function as described

by Eq. (2.31) implies that its units in Eq. (3.5) are that of z−1. This is consistent with

the fact that the surface conductivity is related to the bulk conductivity, assuming

homogeneity of metal in z direction, by a phenomenological thickness of sheet d0

as

σsurf = d0σ. (3.7)

In the TM polarisation, the Maxwell’s equations for a plane wave solution

ansatz given by Eq. (2.35) with ky = 0 become,

iωHy − ∂zEx + iqEz = 0 , (3.8)

i∂zHy + ωε∥Ex = 0 , (3.9)

qHy + ωEz = 0 . (3.10)

In the dielectric regions (z , 0), we find the wave equation for Hy and the depen-
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dent field components Ex,Ez:

∂2
zHy + (ω2 − q2)Hy = 0, (3.11)

Ex = − i
ω
∂zHy, (3.12)

Ez = − q
ω

Hy . (3.13)

We obtain continuity of field across the interface by integrating Maxwell’s equa-

tions, in this case specifically Eqs. (3.8), (3.9), and (3.10), across the interface for a

vanishing interval
∫ 0+

0−
· dz, obtaining,

Ex(0+) − Ex(0−) = 0 , (3.14)

−Hy(0+) +Hy(0−) − 4πσsurfEx(0) = 0 , (3.15)

where 0+ (0−) is a positive (negative) infinitesimal. Thus tangential electric field

is continuous, conforming to Eq. (2.29), but tangential magnetic field has a step

given by a surface current, conforming to Eq. (2.30). Evidently, we find that

K f ,x = σsurfEx(0), so that in this polarisation, the current density oscillates in a

longitudinal orientation within the conductor surface. From both conditions

given by equations (3.14) – (3.15) we find the field components in all space as,

Hy = A sgn(z)eik|z| , (3.16)

Ex = A
k
ω

eik|z| , (3.17)

Ez = −A
q
ω

sgn(z)eik|z| , (3.18)

corresponding to outgoing wave boundary conditions. Here, A is a normalization

constant,

sgn(z) = z/|z| (3.19)

and k is the normal component of the wave number in vacuum satisfying the
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relation

ω2 = k2 + q2 . (3.20)

Finally, using Eq. (3.15), we obtain a secular equation for the TM SPP mode as,

4πkσsurf(ω) + 2ω = 0 . (3.21)

The complex frequency solutions are presented in Figs. 3.9 and 3.10 for a gold sheet

with d0 = 3.4Å, close to a monoatomic gold layer. The approximate interlayer

distance of graphite [84] is also d0 = 3.4Å. For Drude metal surfaces, we find

TM SPPs that are guided modes, meaning that the real part of their frequency is

nonzero, since they require that the permittivity of structure change sign across

the dielectric-metal interface. We find, after solving Eq. (3.21) considering both

signs of square-root in k, that solutions are found only for Re[k] > 0 or Im[k] < 0.

In addition we find modes with zero real frequency Re[ω] = 0 which we refer to as

anti-waveguide (anti-WG) modes, alluding to references [85, 86]. The condition

Re[ω] = 0 results in purely imaginary out-of-plane wavenumber Re[k] = 0 for

these modes in this system.

The secular equation for TE polarisation is obtained in a similar way using an

ansatz for the electric field

Ey = eiqx ×


Aeikz + Be−ikz z > 0,

Ceikz +De−ikz z < 0.
(3.22)

The Maxwell’s equations in this case reduce to

ωε∥Ey − i∂zHx − qHz = 0 , (3.23)

∂zEy + iωHx = 0 , (3.24)

−qEy + ωHz = 0 . (3.25)

For this polarisation, we may write the wave equation for Ey and dependent
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Figure 3.9: TM SPP dispersion for a thin infinitesimal sheet of gold with d0 = 3.4Å
suspended in vacuum, depicted in the complex ω-plane.

components Hx,Hz for all space as

∂2
zEy + (ε∥ω2 − q2)Ey = 0 , (3.26)

Hx =
i
ω
∂zEy , (3.27)

Hz =
q
ω

Ey . (3.28)

Similarly to what we did before, we integrate Eqs. (3.23) and (3.24) across the

conductor, obtaining

Hx(0+) −Hx(0−) = σsurfEy(0) , (3.29)

Ey(0+) − Ey(0−) = 0 (3.30)

conforming the tangential discontinuity of magnetic field Eq. (2.30) and continuity

of electric field Eq. (2.29), respectively. A solution satisfying outgoing or incoming
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Figure 3.10: TM SPP dispersion for a thin infinitesimal sheet of gold with d0 =
3.4Å.

wave boundary conditions then takes the form:

Ey(z) = Aeik|z|, (3.31)

Hx(z) = −A
k
ω

sgn(z)eik|z|, (3.32)

Hz(z) =
q
ω

Aeik|z|, (3.33)

and Eq. (3.29) provides a secular equation for the TE mode:

2k + 4πωσsurf(ω) = 0, (3.34)

allowing only for anti-WG solutions shown in complex frequency plane in Fig. 3.11,

where the solutions are found for Im[ω] < 0 and Re[ω] = 0. Please note that if

σsurf ∈ R with q ∈ R then we have using Eq. (3.20)

ω =
q√

1 − 2π2σsurf(ω)2
, (3.35)

implying that ik, ω ∈ R and ω < q if σsurf is sufficiently small. This means that
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the mode is evanescent (ik ∈ R) but not temporaly decaying (ω ∈ R) for a real

σsurf ∈ R.
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Figure 3.11: TE mode dispersion for a thin infinitesimal sheet of gold with d0 =
3.4Å suspended in vacuum.

In summary, we have found that TM SPPs in an infinitesimally thin Drude

metal sheet have their frequency dispersion very similar to the case of a Drude

metal slab of finite thickness. This SPP mode is H-antisymmetric (E-symmetric)

in its field profile. By allowing complex frequency we show that an additional,

anti-WG mode (Re[ω] = 0, Im[ω] , 0) exists in this structure, purely evanescent

in time. We will make use of Eqs. (3.21) and (3.34) in the Ch. 5 to investigate the

modes in these polarisations in a homogeneous graphene sheet.
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CHAPTER 4

Graphene conductivity

So far we have explored SPP modes using Drude model, which has certainly

provided us with an understanding of the SPPs close to plasma frequency. To be

able to utilize SPP modes for plasmonic devices involving graphene for a larger

range of frequencies, we must equip ourselves with a wider frequency-range

model. The Drude model assumes that conduction electrons in a metallic structure

of immobile positive ions behave like a gas of particles with only the forces

associated with collisions affecting motion [72]. In reality, at certain frequencies,

conductors typically experience a deviation from this kinetic theory model for

electrons. An improved model is needed, and this is where quantum theory

can step in to the rescue, and so that is what we will mostly focus on in this

chapter. Conductivity of graphene in literature is typically a sum of two well

known parts: the interband and the intraband [41, 50, 58, 87, 88]. Although the

conductivity spectrum can be acquired by self-consistent field theory [89], we

will present a quantum theory model of conductivity. We will find in this better

model, the features of conductivity already accounted for in the Drude model,

along with improvements in addition to it. The contents of this chapter have been

amalgamated and adapted from different sources [65, 87, 88, 90–99] to fit into the
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context of SPPs in graphene in preparation of later chapters.

Note that this chapter deals with the electronic response in graphene, as such

for this chapter the expression ℏk is representing two dimensional crystal mo-

mentum in graphene, and the symbol q is the wavenumber of photons.

4.1 Electronic structure of Graphene

Graphene is an atomically thin semimetal made of carbon atoms arranged in a

honeycomb lattice [41], which is depicted in Fig. 4.1. A carbon atom on its own

has 4 valence electrons in the outer shell in s, px, py, pz orbitals [100]. In graphene,

each carbon atoms bonds to its three neighbouring atoms using an electron each

from s, px, py orbitals which hybridise into the sp2 orbital forming 3 σ-bonds [101].

The remaining 4th electron per atom remains in the pz orbital oriented normal to

the graphene’s plane. Hopping of electrons among the pz orbitals forms π-bonds

provides graphene with its conducting properties [102].

a1

a2

Figure 4.1: Honeycomb lattice of carbon atoms (vertices) in graphene. The blue
rhombus represents the primitive cell containing two carbon atoms.

The appropriate unit cell for such a periodic arrangement contains two neigh-
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bouring carbon atoms forming a triangular lattice. The lattice vectors are [41]

a1 =

( √
3

2
,

1
2

)
a, (4.1)

a2 =

( √
3

2
,
−1
2

)
a, (4.2)

where a = |a1| = |a2| is the lattice constant. The reciprocal lattice vectors are [41]

b1 =

(
2π√

3a
,

2π
a

)
, (4.3)

b2 =

(
2π√

3a
,
−2π

a

)
, (4.4)

which form the reciprocal lattice. The first Brillouin zone in the reciprocal lattice

is hexagonal with high-symmetry K points at its vertices, one of which is at

K = (0, 4π/3a)T.

By considering hopping of the π electrons only between nearest neighbouring

carbon atoms, one may write a tight-binding model for the Hamiltonian of the

quantum electronic system [41, 103].

For small doping near E = 0, the electronic dispersion is near the K point in

the Brillouin zone and the effective Hamiltonian is [50, 104]

H = ℏv0

 0 kx − iky

kx + iky 0

 , (4.5)

where v0 =
√

3γa/2ℏ is the band velocity, γ is the transfer integral which is of the

order of 3eV [104], and ℏ is reduced Plank’s constant.

The effective Hamiltonian for carriers in graphene Eq. (4.5) can be written in

terms of Pauli matrices as

H = v0

∑
α

σαp̂α (4.6)

where σα are Pauli matrices, p̂α is the α = x, y cartesian coordinate of momentum

operator.
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The energy eigenvalues of the Hamiltonian Eq. (4.6) are

Ek j = (−1) jℏv0k, (4.7)

giving the associated eigenstates as

|k1⟩ = 1√
2k

 k

kx + iky

 , (4.8)

|k2⟩ = 1√
2k

kx − iky

−k

 , (4.9)

where k = (kx, ky) is a vector in Brillouin zone with k ≡ |k|. Conducting electrons

near K point thus move through graphene with linear dispersion with velocities

of v0 ≈ 106m/s [38].

The chemical potential of graphene can be changed by application of gate volt-

age. By keeping the chemical potential near zero, we can have crystal momentum

without moving into non-linear electronic dispersion.

4.2 The Kubo formula for conductivity

One of the major principles of quantum mechanics is the distinction between state

and measurement [105]. Having chosen an appropriate representation, observ-

able quantities like energy can be represented using quantum operators which

contain information on what we can measure for that observable. A quantum

system is defined by its Hamiltonian operator along with the state of the system

with probabilistic information on measurements. To get insightful intuition of

values of a desired observable, we take a statistical expectation value of its quan-

tum operator. The problem of modelling response in constitutive equations is not

specific to conductivity. Indeed, it is a more general problem where a response of

a system is to be determined under external influences. Kubo [90, 91] presented

a formalism addressing this general problem using statistical mechanics theory,

illustrating the method with an example of finding magnetic susceptibility under
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an external magnetic field. Specifically, a Kubo formula considers a perturbation

of the Hamiltonian at a point in time, due to some external force, and then en-

quires on the change in the expectation of a chosen observable as a response to

the force. If the perturbation can be written in terms of an external electric field,

and the observable chosen to be the current, then the conductivity tensor can be

obtained by using Kubo formula [65].

Using the Kubo formula [65, 92], one can obtain a well known result [65, 87,

104] for the conductivity of band metals which can be applied to graphene

σαβ(q, ω) = i
e2

S2

∑
k

2∑
i, j=1

vαi j vβji (nk,i − nk̃, j)

(Ek,i − Ek̃, j)(Ek,i − Ek̃, j + ℏω + i0+)
(4.10)

where vαi j is the i j-th band component of the velocity operator v̂α along α = x, y

cartesian component, ℏk is the two-dimensional quasimomentum in graphene,

k̃ = k + q, nq is the Fermi occupation number

nk = f (Ek;µ), (4.11)

given by the Fermi function

f (ε;µ) ≡ 1
exp ε−µkBT + 1

, (4.12)

kB is the Boltzmann constant, and S is the sample size.

The conductivity formula Eq. (4.10) is the response function on a monochro-

matic wave in terms of the frequency ω and wavenumber q of the applied

monochromatic electric field. From the quantum mechanical point of view, for

an incoming photon of energy ℏω and momentum ℏq, determined by the factor

(Ek,i − Ek̃, j + ℏω + i0+) in Eq. (4.10), we are counting electron transitions from an

occupied state to an unoccupied state in the electronic band structure such that

the destination is at an energy above the Fermi level, which is determined by the

factor (nk,i − nq̃, j).
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4.3 Long-wavelength conductivity of graphene

For numerical purposes the formula Eq. (4.10) is computationally intensive, so

we apply further approximation. We will assume that the momentum of incom-

ing photons that provoke electronic transition is small compared to that of the

electrons. This assumption is called the long-wavelength limit meaning that the

wavenumber q of the applied electromagnetic field is small. We may split the

summation
∑

i, j in Eq. (4.10) into “intraband”
∑

i= j and “interband”
∑

i, j parts, that

is

2∑
i, j=1

· · · =
∑
i= j

· · · +
∑
i, j

· · · (4.13)

respectively, for ease in derivations later. We use Eq. (4.10) for graphene by sub-

stituting the velocity operator components from graphene’s hamiltonian Eq. (4.6).

4.3.1 Intraband conductivity

Considering only the intraband terms in Eq. (4.10), where for small p the frac-

tion (nq,i − nq̃, j)/(Eq,i − Eq̃, j) is the derivative of the Fermi function, we find the

conductivity to be [50]

σintra
αβ (ω) =

−ie2

ℏ2(ω + i0)S

∑
kl

∂Ekl

∂kα

∂ f (Ekl;µ)
∂Ekl

∂Ekl

∂kβ
(4.14)

where S is the sample area, and Ekl = (−1)lℏVk = (−1)lℏV
√

k2
x + k2

y. It is sufficient

to calculate the longitudinal conductivity, due to Eqs. (4.48) and (4.50) namely

σ ≡ σxx, and so

σintra
xx (ω) =

−ie2

ℏ2(ω + i0)S

∑
kl

(
∂Ekl

∂kx

)2 ∂ f (Ekl)
∂Ekl

(4.15)
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Then the expressions for the partial derivatives in terms of k and its components

are (
∂Ekl

∂kx

)2

= ℏ2v2
0
k2

x

k2

∂ f (Ekl)
∂Ekl

=
−βeβ[(−1)lℏv0k−µ]

(1 + eβ[(−1)lℏv0k−µ])2

which we substitute into Eq. (4.15) to get

σintra
xx (ω) =

−ie2

ℏ2(ω + i0)S

∑
kl

ℏ2v2
0
k2

x

k2

−βeβ[(−1)lℏv0k−µ]

(1 + eβ[(−1)lℏv0k−µ])2

=
ie2v2

0β

(ω + i0)S

∑
kl

k2
x

k2

eβ[(−1)lℏv0k−µ]

(1 + eβ[(−1)lℏv0k−µ])2

For a large sample, we have high number of states in k-space, so the summation

can be changed to an integral,

∑
k

−→ S
(2π)2

∫
dkxdky, (4.16)

over k-space.

σintra =
ie2v2

0β

(2π)2(w + i0)

∑
l

Il (4.17)

where

Il =

"
dkxdky

k2
x

k2

eβ[(−1)lℏv0k−µ]

(1 + eβ[(−1)lℏv0k−µ])2

The two dimensional integral can be converted from Cartesian to polar differential

elements, i.e. dkxdky −→ k dk dϕ, whereϕ is polar angle in k-space, and kx = k cos(ϕ).

Il =

∫ 2π

0

∫ ∞

0
k dk dϕ cos2(ϕ)

eβ[(−1)lℏv0k−µ]

(1 + eβ[(−1)lℏv0k−µ])2
(4.18)
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The integral in ϕ is equal to π, so we are left with

Il = π

∫ ∞

0
dk

keAk+B

(eAk+B + 1)2
(4.19)

where A ≡ (−1)lβℏv0, B ≡ −µβ.
The integral Eq. (4.19) can be solved by first integrating by parts and then inte-

grating the Fermi-distribution.

Il = π

[
k
A

eAk+B

eAk+B + 1
− 1

A2 ln (eAk+B + 1)
]∞

0

(4.20)

For the case l = 1, A < 0, and so the exponential terms disappear as k −→ ∞, and

the only terms remaining for this case are

Il=1 = π
[
0 −

(
− 1

A2 ln (eB + 1)
)]

=
π

β2ℏ2v2
0

ln (e−µβ + 1) (4.21)

For the case l = 2, A > 0 and Eq. (4.20) can be rearranged to see which terms

vanish for k −→ ∞,

Il = −π
[

k
A

e−Ak−B

(1 + e−Ak−B)
+

1
A2 ln (1 + e−Ak−B)

]∞
0

, (4.22)

where the identities

[
ln (eAk+B + 1) + (Ak + B − Ak − B)

]∞
0
≡

[
ln (e−Ak−B + 1) + Ak

]∞
0

(4.23)

and

eP

eP + 1
− 1 ≡ − e−P

1 + e−P (4.24)
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were used. So for this case,

Il=2 = −π
(
0 −

( 1
A2 ln (1 + e−B)

))
(4.25)

=
π

β2ℏ2v2
0

ln (1 + eµβ) (4.26)

The sum of Eq. (4.21) and Eq. (4.26) is

∑
l

Il =
π

β2ℏ2v2
0

ln (2 + 2 coshµβ)

which can be substituted back into Eq. (4.17) giving

σintra =
ie2v2

0β

(2π)2(ω + i0)
π

β2ℏ2v2
0

ln (2 + 2 coshµβ) (4.27)

=
ie2µ

4π(ω + i0)ℏ2

ln (2 + 2 coshµβ)
µβ

. (4.28)

The intraband part of conductivity Eq. (4.28) can be observed to have the same

form as Drude conductivity Eq. (2.42). Therefore, it is the interband part which is

discussed in Sec. 4.3.2 that mathematically improves on the Drude model. Note

that in Eq. (4.28) µ and β play the role of plasma frequency ωP in Drude model

conductivity Eq. (2.42). The intraband conductivity Eq. (4.28) is nonzero even

at µ = 0 because of the linear dispersion of charge carriers allows intraband

transitions near Fermi level, see Eq. (4.14).

4.3.2 Interband conductivity

Now choosing the interband terms from Eq. (4.10) for the interband conductivity

we get [50],

σinter
αβ (ω) =

ie2ℏ

S

∑
k,l,l′

f (Ekl′ ;µ) − f (Ekl ;µ)
Ekl′ − Ekl − ℏ(ω + i0)

× ⟨kl|v̂α|kl′⟩ ⟨kl′|v̂β|kl⟩
Ekl′ − Ekl

, (4.29)
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where using Eq. (4.6) and the canonical commutations between position and mo-

mentum operators

[x̂, p̂x] = [ŷ, p̂y] = iℏ, (4.30)

[x̂, p̂y] = [ŷ, p̂x] = 0, (4.31)

the velocity operator is obtained as

v̂α =
1
iℏ

[α̂,H], (4.32)

=
v0

iℏ

[
σx[α̂, p̂x] + σy[α̂, p̂y]

]
, (4.33)

= v0σα, (4.34)

and α̂ = x̂ or α̂ = ŷ is position operator. We only require the x component due to

Eqs. (4.48) and (4.50)thus we only need to calculate σxx, see Sec. 4.3.3. Note that

the summation in Eq. (4.29) imposes due to interband terms that

l , l′ =⇒ Ekl′ = −Ekl,

meaning that the energy in band 1 is negative of that in band 2 for the same electron

crystal momentum, which is henceforth assumed in calculating the terms within

the summation in (4.29).

Using the eigenvectors Eqs. (4.8) and (4.9) for the Hamiltonian Eq. (4.6), we get

the conjugate brakets

⟨kl′|v̂x|kl⟩ = −1liv0ky/k,

⟨kl|v̂x|kl′⟩ = −1l′iv0ky/k,

the product of whom is

⟨kl|v̂x|kl′⟩ ⟨kl′|v̂x|kl⟩ = v2
0

k2
y

k2 (4.35)
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Also note that

f (−(−1)lX ;µ) − f ((−1)lX ;µ) = (−1)l[ f (−X ;µ) − f (X ;µ)] (4.36)

for l = 1, 2.

Substituting Eq. (4.35) and Eq. (4.36) into Eq. (4.29) and expanding the sum over l

gives

σinter =
ie2ℏ

S

∑
kl

f (−Ekl ;µ) − f (Ekl ;µ)
−2Ekl − ℏ(ω + i0)

· v2
0

k2
y

k2 ·
1
−2Ekl

(4.37)

=
ie2ℏ

S

∑
kl

f (−(−1)lℏv0k ;µ) − f ((−1)lℏv0k ;µ)
−2(−1)lℏv0k − ℏ(ω + i0)

· v2
0

k2
y

k2 ·
1

−2(−1)lℏv0k
(4.38)

=
ie2ℏ

S

∑
kl

f (−ℏv0k ;µ) − f (ℏv0k ;µ)
2(−1)lℏv0k + ℏ(ω + i0)

· v2
0

k2
y

k2 ·
1

2ℏv0k
(4.39)

=
ie2ℏ

S

∑
k

v2
0

k2
y

k2 ·
f (−ℏv0k ;µ) − f (ℏv0k ;µ)

2ℏv0k

{
1

2ℏv0k + ℏ(ω + i0)
+

1
−2ℏv0k + ℏ(ω + i0)

}
(4.40)

The summation can be changed to an integral
∑

k −→ S
(2π)2

∫
dkxdky over k-space.

Then integrating in polar form using dk = kdkdϕ, and then using
∫ 2π

0
sin2(ϕ)dϕ =

π, we have

σinter =
ie2ℏ

4π

∫ ∞

0
kdkv2

0 ·
f (−ℏv0k ;µ) − f (ℏv0k ;µ)

2ℏVk

{
1

2ℏv0k + ℏ(ω + i0)
+

1
−2ℏv0k + ℏ(ω + i0)

}
Let us define unitless energy K ≡ ℏv0k/µ, the Fermi-Dirac distribution function

of unitless energy

N(K) ≡ f (µK;µ) = {1 + eµβ(K−1)}−1, (4.41)

and unitless frequency Ω ≡ ℏω/µ. Then
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σinter =
ie2

4πℏ

∫ ∞

0
KdK · N(−K) −N(K)

2K

{ 1
Ω − 2K

+
1

Ω+ 2K

}
(4.42)

=
ie2

8πℏ

∫ ∞

0
dK[N(−K) −N(K)]

{ 1
Ω − 2K

+
1

Ω+ 2K

}
(4.43)

The integral is difficult to numerically calculate for due to pole at K = Ω/2 in

the integrand, so we may split the integral into a sum of two integrals, one which

with pole at K = Ω/2 but analytically simplifiable, and another without the pole

which cannot be simplified analytically. We can subtract and add a factor G(Ω/2)

in the integrand [40] to write

σinter =
ie2

8πℏ

∫ ∞

0
dKG(K)

{ 1
Ω − 2K

+
1

Ω+ 2K

}
(4.44)

=
ie2

8πℏ

∫ ∞

0
dK[G(K) − G(Ω/2)]

2Ω
Ω2 − 4K2 +

ie2

8πℏ
G(Ω/2)

∫ ∞

0
dK

2Ω
Ω2 − 4K2 ,

(4.45)

where

G(K) = N(−K) −N(K) =
sinh K

coshµβ + cosh K
. (4.46)

is the difference of Fermi-functions. The first integrand in Eq. (4.45) has no pole

for K ∈ [0,∞). The second integral in Eq. (4.45) can be analytically evaluated to

give −iπ/2, simplifying Eq. (4.45) to

σinter(Ω) =
e2

4ℏ

[
G(Ω/2) − 4Ω

iπ

∫ ∞

0
dK

G(ε) − G(Ω/2)
Ω2 − 4K2

]
. (4.47)

4.3.3 Conductivity tensor components

Note that we have in the long-wavelength limit q −→ 0 that

σyy = σxx, (4.48)
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due to the fact that ∫ 2π

0
sin2(ϕ)dϕ =

∫ 2π

0
cos2(ϕ)dϕ (4.49)

holds true in Eq. (4.18) for intraband term, and in Eq. (4.40) for interband term,

making the expression for σxx identical to that of σyy.

We also find that

σxy = σyx = 0, (4.50)

due to the fact that the factor∫ 2π

0
sin(ϕ) cos(ϕ)dϕ = 0 (4.51)

would occur in Eqs. (4.14) and (4.29) for the offdiagonal components of conduc-

tivity.

4.4 Parameters controlling conductivity

The parameters in our conductivity model are chemical potential µ and temper-

ature T affecting the optical properties of graphene, independent of the shape

and size of graphene sample. The conductivity formula can be written so that

these two parameters appear only as the quotient µβ = µ/kBT, where kB is the

Boltzmann constant. For practicality reasons, the chemical potential µ(n0,T) can

be written as a function of charge carrier concentration n0, and temperature T,

that is, we have for the electron density[87],

n0 =
2

π(ℏv0)2

∫ ∞

0
ε[ f0(ε − µ) − f0(ε + µ)]dε, (4.52)

where

f0(ε) = f (ε; 0). (4.53)
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The charge carrier density n0 can be controlled by doping and gating [58, 87]

graphene. One experimental way of doping electrons into the graphene is by hot

electron plasmons near the graphene [106].
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n0 = 1011cm−2

Figure 4.2: Chemical potential of graphene modelled as a function of temperature
at different carrier densities.

In Fig. 4.2 we show the temperature dependence of chemical potential of

graphene for various charge carrier concentrations. Chemical potential increases

with charge carrier concentration n0 as more electronic states are filled up for

lower energies. On the other hand chemical potential decreases with tempera-

ture, since charge carriers near Fermi-level are lifted to higher energies and the

energy of the lowest unoccupied state decreases.

Fig. 4.3 shows the conductivity spectrum of graphene for various tempera-

tures.

For numerical purposes, the Newton-Raphson method can be employed using

Eq. (4.52) to acquire a function for chemical potential µ(T) Fig. 4.3 at a particular

n0. This can then be used with the sum of Eq. (4.28) and Eq. (4.47) to calculate

conductivity σ(ω).
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Figure 4.3: Dynamical frequency-dependent conductivity of graphene at different
temperatures (right).

4.5 Conductivity at zero temperature

At zero temperature T/µ −→ 0, so that the product µβ becomes infinitely large. The

second fraction of intraband conductivity in Eq. (4.28) becomes unity so that

σintra =
ie2

4π(Ω+ i0)ℏ
. (4.54)

The difference of Fermi-function becomes a Heaviside step function, that is

f (−K) − f (K)
µβ−→∞−−−−−→ Θ(K), (4.55)

so that the integral for interband conductivity in Eq. (4.47) can be readily ana-

lytically evaluated for zero temperature. The interband conductivity becomes

[50],

σinter =
e2

4ℏ

(
Θ (|Ω| − 2) − i

π
ln

∣∣∣∣∣2 +Ω2 −Ω
∣∣∣∣∣) . (4.56)

At zero temperature, the real part of conductivity is a step function centred at

ℏω = 2µ. The chemical potential lies exactly at the Fermi level at this temperature
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and no charge carriers occupy energy states above the Fermi level. As the real part

of conductivity is what makes the imaginary part of permittivity, the losses appear

due to interband transition of charge carriers caused by photons with frequencies

satisfying ℏω > 2µ. We will see in Chapter 4 this interband loss feature manifests

as temporal loss in the dispersion relation of TE mode in graphene.
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CHAPTER 5

SPPs in graphene in the long-wavelength limit

This chapter has been adapted from the published paper in Phys. Rev. B [107].

After acquiring a long-wavelength (q −→ 0) formula for the optical conductivity

as function for optical frequencyω, we are now in a position to employ it to present

an analysis of the electromagnetic modes along an infinite homogeneous graphene

sheet.

The dispersion results of SPP in the two polarisations have qualitatively dif-

ferent features so they will be presented in different sections. TM SPP results,

which will be presented in Sec. 5.2 are not new with features similar to the case of

an infinitesimally thin metallic sheet. TE mode presented in Sec. 5.3, however, are

not restricted in the range of real frequency due to the interband conductivity of

graphene, as opposed to what was reported earlier in the literature [50], and shows

features deriving from the conductivity spectrum. As we will discover, in the case

of TE polarisation, the electromagnetic modes have a lower frequency threshold,

below which we find solutions that decay exponentially toward the graphene

sheet. Above this frequency threshold, the modes are decaying as we go away

and are evanescent. Since the long-wavelength conductivity can be written as a

function of the frequency and temperature expressions ℏω/µ and µβ respectively,
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we may define unitless frequency, normalised with respect to chemical potential

µ as,

Ω ≡ ℏ
µ
ω, (5.1)

same as introduced in Sec. 4.3.2. Similarly we may also normalise other variables

such as normal and in-plane wavenumbers of light respectively,

K ≡ ℏ
µ

ck, Q ≡ ℏ
µ

cq (5.2)

and temperature as

µβ ≡ µ

kBT
. (5.3)

These unitless variables will allow us a qualitative examination of the electro-

magnetic modes in the system, whilst accounting for the change in the chemical

potential and temperature simultaneously in the combined parameter µβ.

Please also note that the graphene structures will conventionally lie in xy-

plane so that z direction is normal to graphene surface, with no propagation of

electromagnetic solution along y-direction, meaning that

Q =


Q

0

0

 , (5.4)

and the total wavenumber of light is


Q

0

K

 . (5.5)

We would further like to remind the reader that in our analysis we treat the in-

plane wavenumber to be real Q ∈ R, whilst the frequency is complex Ω ∈ C, as

already mentioned at the begining of Ch. 3.
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Figure 5.1: Dependence of Re[σ] and Im[σ] on frequency Ω (a) with and (b)
without phenomenological damping Γ, for low temperature µβ = 105 and high
temperature µβ = 10. Vertical black dashed line is at frequency twice the chemical
potential, Ω = 2. The conductivity axes are plotted in units of the fine-structure
constant α.

The conductivity can be thus written in terms of Ω and µβ as

σsurf = σ

(
ℏω
µ
, q −→ 0;µβ

)
= iα

{
2 ln(2 + 2 coshµβ)
µβ(Ω+ iΓ)

+

∫ ∞

0
dE [N(−E) −N(E)]

( 1
Ω+ iΓ − 2E

+
1

Ω+ iΓ + 2E

)}
,

(5.6)

where Γ is a phenomenological damping, and α = e2/ℏ is the fine-structure con-

stant. Fig. 5.1 illustrates the conductivity spectrum in the long-wavelength limit.
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x
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Figure 5.2: Schematic of an infinite homogeneous graphene sheet in vacuum
showing direction of SPP propagation projected along graphene surface.

Note that forΩ ∈ R and Γ = 0, there is a dip in Im[σ] atΩ = 2 for low temperature

µβ = 105.

5.1 Structure and secular equations for SPP modes

The structure, depicted in Fig. 5.2, similar to the metallic sheet in Ch. 3, is given

by

ε(Ω; z) =


ε∥(Ω; z) 0 0

0 ε∥(Ω; z) 0

0 0 1

 , (5.7)

where the in-plane permittivity is

ε∥(Ω; z) = 1 +
i2σ(Ω)
Ω
δ(z), (5.8)

we are using the normalised variables, and the long-wavelength conductivity

σ(Ω) of graphene as discussed in Ch. 4, and we have absorbed a factor of 4π into

the conductivity expression Eq. (5.6).

The secular equations for TM and TE polarisations of the planar graphene

structure modelled by Eq. (5.8) can be written using Eq. (3.21) and Eq. (3.34), re-
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spectively, in terms of normalised variables as

Ω+ K σ(Ω) = 0 (TM), (5.9)

K +Ω σ(Ω) = 0 (TE), (5.10)

where K =
√
Ω2 −Q2 is component of the wavenumber normal to the graphene

surface and is a function of both Ω and Q.

In the following sections, the system is examined at low temperature µβ = 105,

and high temperature µβ = 10 setting. For example, a chemical potential of

µ = 0.2eV which is a realistic chemical potential [108], the low temperature setting

corresponds to µ
105kB

≈ 0.02K, and the high temperature setting corresponds to
µ

10kB
≈ 232K.

5.2 SPP in TM polarisation

The dispersion result of the transverse magnetic polarisation in planar graphene

is similar to the result for Drude metal (see Fig. 3.2). The real frequency lies well

below the light line Ω = Q, as shown in Fig. 5.3(a)(b). Graphene conductivity is

dominated by the Drude-like part for smaller (than interband) optical frequencies.

For small temperatures, both |Im[Ω]| and Re[K] are proportional to e−µβ. For in-

creasing temperature, |Im[Ω]| increases due to charge carrier holes forming below

the Fermi level as some charge carrers are given energy above Fermi level. Thus

the count of interband absorbtions is altered within the conduction band, increas-

ing losses. Note that the Drude model is not an accurate model for very small

frequencies, and along with the secular equation Eq. (5.9) it results a superluminal

dispersion for Q very close to zero which is not discernable in Fig. 5.3(a)(b).

The real part of frequency approaches an asymptote for large Q, which is

dependent on µβ and can be analytically obtained from Eq. (5.9) in the limit

Q −→ ∞ as the real part of solution to the equation σ(Ω) = 0. This asymptote

is similar to the one for the dispersion of dielectric-metal interface with Drude

conductivity in Sec. 2.7.
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Figure 5.3: Solutions to TM secular equation as real and imaginary Ω (a), (b) as
a function of real in-plane wavenumber Q, without phenomenological damping
Γ = 0. The normal component of wavenumber K (c), (d) vs Q. Left column
(a), (c) are for low temperature setting, and right column (b), (d) are for high
temperature setting. Im[Ω] and Re[K] are scaled by ×105 as stated in the legend.
Exact curves are calculated using Eq. (5.9), and approximate curves are calculated
using Eqs. (5.13) and (5.14).

For the low temperature case, the propagation of light is parallel to the

graphene surface since Re[K] ≈ 0 as shown in Fig. 5.3(c). When the temper-

ature is increased, we have Re[K] ≤ 0 as shown in Fig. 5.3(d), meaning that

propagation is slightly towards but mostly parallel to the conducting graphene

surface. This slightly slanted propagation due to the increase in interband ab-
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sorption loss increasing for frequencies lower than Re[Ω] = 2 corresponding to

increase in real part of the conductivity as shown in Fig. 5.1(a) at high tempera-

ture. Change in µβ does not affect real frequency for the low temperature and

high temperature settings chosen in Fig. 5.3(a) and Fig. 5.3(b). However, for higher

temperatures (µβ < 10) as shown in Fig. 5.4, the real part of frequency shows in-

crease determined by the temperature dependent factorΩ0 in the intraband term

of conductivity in Eq. (5.6), where

Ω0 = 2α ln(2 + 2 coshµβ)/(ℏβ). (5.11)
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Figure 5.4: (a) Real part of the frequency dispersion of TM SPP mode for different
temperatures. (b) Dependence ofΩ0 factor in intraband term on µβ showing that
significant change occurs for high temperatures (µβ −→ 0).

5.2.1 Approximation from dominance of intraband conductivity

Since the conductivity is dominated by its intraband term in the frequency range

of the TM mode, that is

σ ≈ iΩ0

Ω
, (5.12)
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where Ω0 is given in Eq. (5.11), Γ = 0, we may obtain an insightful, approximate,

but explicit expression for the dispersion relation for complex frequency,

Ω(Q) ≈
√
Ω0Q − iQσ′/2, (5.13)

K(Q) ≈ −
√
Ω0Qσ′/2 + iQ, (5.14)

where σ′ (σ′′) is the real (imaginary) part of the conductivity and Q >> Ω0 (see

Appendix B for details). Thus, the real part of frequency has square-root depen-

dence for frequencies smaller than interbandΩ = 2 but also larger and away from

pole in Drude conductivity at Ω = 0.

5.2.2 Mode field profile
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Figure 5.5: Mode field profile across the graphene interface for TM SPP mode for
Q = 2, for low temperature (µβ = 105) and high temperature (µβ = 105) settings.

The plot of normal wavenumber K in Fig. 5.3(c)(d), of its real and imaginary

components, shows that the field profile of the SPP mode is decaying away

from the graphene as Im[K] > 0, but propagating along and slightly toward the

graphene sheet since −Q≪ Re[K] < 0.

The TM SPP mode field profile decays away from the graphene sheet as shown

in Fig. 5.5 by the amplitude of the Hy component of the magnetic field strength

as a function of normalised z-component of position Z, defined using kz ≡ KZ.
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Figure 5.6: Solutions to TM secular equation as real and imaginary Ω (a), (b)
as a function of real in-plane wavenumber Q, with non-zero phenomenological
damping Γ = 0.05. The normal component of wavenumber K (c), (d) vs Q with
Γ = 0.05. Left column panels (a), (c) are for low temperature setting, and right
column panels (b), (d) are for high temperature setting. Re[K] is scaled by ×500
as stated in the legend. Curves are calculated using Eq. (5.9).

Change in temperature does not have a noticeable effect on the profile between

Fig. 5.5(a) and Fig. 5.5(b) which is understandable from Fig. 5.3(c) and Fig. 5.3(d)

where the spatial decay rate Im[K], is unaffected by temperature, and Re[K], is

comparatively five orders of magnitude smaller.

61



5.2.3 SPP with phenomenological damping included

We show the SPP dispersion relation with a nonzero phenomenological damping

Γ , 0. Although the value chosen here is Γ = 0.05 to illustrate the qualitative

effect on SPP dispersion, the actual value for damping for graphene has been

reported in [109] to be about µΓintra = 0.0658eV for intraband conductivity and

µΓinter = 0.00054851eV for interband.

Figures 5.6(a) and 5.6(b) show the dispersion of TM SPP mode for Γ = 0.05.

In this case, we observe that, compared to the case of Γ = 0, −Im[Ω] is mainly

lifted up by Γ/2 throughout the range of Q. Whereas Im[K], shown as red curves

in Figs. 5.6(e) and 5.6(f), is unchanged compared to the case of Γ = 0 (Fig. 5.3),

Re[K], shown as blue curves in the same figures, changes its behaviour and its

values significantly, increasing fast around Q = 0 and then gradually decreasing

with Q. Overall, the phenomenological damping introducing proportional tem-

poral damping in the SPP mode, whilst reducing wavelength normal to graphene

(increasing Re[K]), meaning that SPP wavefronts are more parallel to the sheet for

fixed Q.

5.3 SPP in TE polarisation

This polarisation provides a more interesting dispersion in graphene. In the TE

polarisation, the only nonzero component of electric field is transverse to the

propagation direction but parallel to graphene plane, and the dispersion curve is

certainly dissimilar from the TM case. Although this mode is an electromagnetic

mode in graphene [50], we refrain from referring to this as a “surface plasmon

polariton” as there are no charge density oscillations since

∇ ×


0

Ey

0

 = 0, (5.15)
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Figure 5.7: Solutions to TE secular equation as real and imaginary Ω (a), (b) as
a function of real in-plane wavenumber Q, without phenomenological damping
Γ = 0. The normal component of wavenumber K (c), (d) vs Q. Left column
panels (a), (c) are for low temperature setting, and right column panels (b), (d)
are for high temperature setting. Im[Ω] is scaled by ×105 as stated in the legend.
Exact curves are calculated using Eq. (5.10), and approximate curves are calculated
using Eqs. (5.17) and (5.17). Grey regions represent positive Im[Ω] > 0.

in this polarisation. We instead refer to the mode as just TE electromagnetic mode.

Please note that non-zero current density is possible along y-direction (see Fig. 5.2)

with a zero charge density. Note also that σ is not real for Ω > 2.

The real part of frequency of the mode is not asymptotically restricted, but

is close to the light line Ω = Q, appearing identical to it in with respect to the
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scale of vertical axes in Fig. 5.7(a)(b). In order to exaggerate features in real part

of frequency, which cannot be seen in Fig. 5.7(a)(b) due to real part of frequency

being very close to the light line, Re[Ω − Q] has also been calculated in Fig. 5.8.

Although Re[Ω]−Q > 0 in Fig. 5.8 for Q ⪆ 2, so that the real part of the frequency

is above the light line, this is not unphysical. To understand why, please be

reminded that Ω,K ∈ C and Q ∈ R in Eq. (5.10). To determine physicality of

TE mode in this region, we observe that the mode can be an evanescent profile

with respect to normal direction. Observe that the expression for the out-of-plane

wavenumber can be written in terms of the real and imaginary parts of frequency,

K =
√
Ω2 −Q2 =

√
Re[Ω]2 − Im[Ω]2 −Q2 + 2iRe[Ω]Im[Ω], (5.16)

implying that we ought to look for Im[K] > 0 in Fig. 5.7(c)(d) as evidence to the

evanescent nature of this mode. (Note that the evanescent nature in the TM case

is obvious because in that case the real part of frequency is sufficiently and well

below from the frequency of the light line.)

|Im[Ω]| is around 5 orders of magnitude smaller than real frequency Re[Ω], but

in this polarisation, 3 to 4 orders of magnitude smaller than |Re[K]|. The solutions

with Im[Ω] > 0 shown in Fig. 5.7 and Fig. 5.8 are actually physical because their

exponential growth with respect to time is compensated with the decaying field

profile with respect to normal direction in space toward the graphene, noting the

wavefront is slightly tilted toward the graphene.

5.3.1 Small conductivity approximation

Using the fact that conductivity is small |σ| ≪ 1 (as it has a factor of fine-structure

constant α) for frequencies away from Re[Ω] = 0 due to a factor of small fine-

structure constant, we obtain the following approximation

Ω(Q) ≈ Q + iQσ′σ′′, (5.17)

K(Q) ≈ −Qσ′ − iQσ′′, (5.18)
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Figure 5.8: Dispersion of the TE mode in a homogeneous graphene with real
frequency plotted as a difference from in-plane wavenumber to demonstrate that
dispersion is below the light line for Q < 2 but above the light line for Q ≳ 2.
Grey region approximately (since it changes slightly with temperature) indicates
solutions where Im[Ω] > 0.

assuming the frequency is away from the Drude pole in conductivity at Ω = 0

(see Appendix B for details). The approximations for explicit Q-dependence of

Ω and K in Eqs. (5.17) and (5.18) are plotted as dashed lines in Fig. 5.7(b) and

Fig. 5.7(d), respectively, evidently close to the exact dispersion curves. Re[Ω] is

simply approximated as the light line, but Im[Ω] is proportional to σ′σ′′ making

the peak atΩ = 2 asymmetric. The electronic dynamics related to this asymmetry

are discussed in Sec. 5.4. The fact that Re[K] ∝ σ′ means that the direction of the

wavefront around graphene directly depends on its optical absorption. Since K is

two orders of magnitude smaller than Q, the wavefront is close to being normal

to graphene plane. The spatial decay of field profile in normal direction, however,

is Im[K] ∝ σ′′ meaning that the decay is determined by the competition between

the intraband and interband electronic transitions in the graphene.
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5.3.2 Mode field profile

The mode field profile for the TE polarisation has more variety as parameters are

changed, compared to the TM polarisation. Let us define ΩTE
low ∈ R as

K +ΩTE
low σ(Ω

TE
low) = 0, (5.19)

that is, the frequency when Im[Ω] = 0 in the dispersion Eq. (5.10) of TE mode.

For frequencies below the ΩTE
low, the field is exponentially growing away from

graphene as shown in Fig. 5.9(a) for Q = 1, where temperature seems to have little

effect on the spatial dependence, also shown by the lack of difference in Im[K]

between Fig. 5.7(c) and Fig. 5.7(d) at Q = 1.

The insensitivity to change in temperature is also present above frequency

ΩTE
low for solutions, for example in Fig. 5.9(b) for Q = 1.8, although the field profile

is spatially decaying as Im[K] has become positive at this Q. The effect of tem-

perature on the spatial field profile becomes pronounced near Ω = 2, as shown

in Fig. 5.9(c) for Q = 2.002 as the spatial decay of mode normal to graphene is

stronger for low temperature than for higher temperature. The mode is spatially

more confined to graphene for lower temperatures. Generally, however, the TE

mode is much less confined than the TM mode.
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Figure 5.9: Mode field profile across the graphene interface for TE mode for (a)
Q = 1, (b) Q = 1.8, and (c) Q = 2.002, for both low temperature (µβ = 105) and
high temperature (µβ = 10) settings.
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Figure 5.10: Solutions to TE secular equation as real and imaginary Ω (a), (b)
as a function of real in-plane wavenumber Q, with non-zero phenomenological
damping Γ = 0.05. The normal component of wavenumber K (c), (d) vs Q with
Γ = 0.05. Left column panels (a), (c) are for low temperature setting, and right
column panels (b), (d) are for high temperature setting. Im[Ω] is scaled by ×105

as stated in the legend. Curves are calculated using Eq. (5.10).

5.3.3 SPP with phenomenological damping included

We also present, the TE mode with Γ , 0 as shown in Figs. 5.10(a)–5.10(b)

demonstrating more changes in Im[Ω]. In comparison with the dispersion for

zero Γ (Fig. 5.7), the TE mode now has smoother dependencies of Im[Ω] and K.
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Figure 5.11: Incoming and outgoing coefficients in TE polarisation

Im[K], shown in Figs. 5.10(c) and 5.10(d), starts from zero value at Q = 0, and

the TE mode frequency still has a positive imaginary part in the range below the

threshold frequencyΩTE
low, similar to what we have seen for Γ = 0. The qualitative

features of K are unchanged due to Γ , 0, although a little smoother than the case

of Γ = 0.

5.3.4 Light transmission through graphene

To show the effect of TE modes of light passing through graphene, we calculate

and present the transmission spectra through graphene, given as the ratio between

the energy of an incoming normal incident wave and the energy of an outgoing

diffracted waves,

T ≡ |C|
2

|A|2 , A = 1,D = 0, (5.20)

where A,B,C,D are the Ey field incoming or outgoing coefficients as illustrated

in Fig. 5.11. The energy of the mode can be obtained by considering the normal

component of the Poynting vector.

Fig. 5.12 shows the results for the low temperature setting, µβ = 105, for

different values of in-plane wavenumber Q. At Q = 0 in Fig. 5.12(a) we have close

to full transmission unless Ω ⪅ 0.5 or Ω ≥ 2. Above Ω ≥ 2 the transmission has

a step-like drop corresponding to the already mentioned interband absorption of

graphene. This value of the absorption has already been measured [110] to be

2.3%. The transmission drops to zero as we get closer to the frequency of the TE
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Figure 5.12: Transmission through planar graphene for low temperature µβ = 105

of TE-polarised light for different Q. Horizontal dashed line indicates zero value.
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mode at Q = 0.

For Q , 0, the transmission can be measured only when light can propagate

in free space, leading to the condition

K ∈ R =⇒ Ω2 > Q2. (5.21)

The frequency region not satisfying Eq. (5.21) have been marked with dashed line

and grey background in Figs. 5.12 and 5.13 signifying that the value for T does not

physically correspond to transmission but is proportional to the near-field. Thus

it is possible for the value of 1−T to be negative (or T to exceed 1) in these regions.

Actually, the quantity in Eq. (5.20) is measuring the ratio of field amplitude of the

light just after leaves to the light just before it enters the graphene sheet. If we were

to monitor the transmission far from the graphene in these frequency regions (grey

backgroud in Figs. 5.12 and 5.13), the result would be zero amplitude. For low

temperature, the TE mode manifests as “half” dips (peaks in 1−T) in transmission

close toΩ = Q evident in Fig. 5.12(b)(c)(d). Since the other half of the dips is in the

near-field frequency regions, the mode is difficult to be observed as transmission

through the graphene. In fact, we have already seen that the frequency dispersion

is close to the light line, in Fig. 5.8, where the mode resonance lies in the near-

field regions of the transmission spectra for Ω ⪅ 2. Otherwise, when the mode

frequency lies in the range Ω ⪆ 2, the energy of the incoming beam is diverted

back into the reflected beam. When Q ≥ 2 in Fig. 5.12(c)(d), we see a peak (dip in

1 − T) in the near-field corresponding to the effect of interband absorption of the

incoming beam.

As we have already observed in other quantities like the conductivity of

graphene, and the TE mode dispersion, increasing the temperature has the ef-

fect of smearing the features in these quantities due to interband absorption near

Ω = 2. We observe similar smearing in the case of transmission as shown in

Fig. 5.13, where the step-like feature in Fig. 5.12(a)(b), and also the dip feature in

Fig. 5.12(c)(d) atΩ = 2 are smeared in frequency, compared to the low temperature

case in Fig. 5.12. The features in Fig. 5.13 related to the TE mode are qualitatively
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Figure 5.13: Transmission through planar graphene for low temperature µβ = 10
of TE-polarised light for different Q. Horizontal dashed line indicates zero value.
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Figure 5.14: Electronic dispersion of graphene near low chemical potential µ, for
(a) Low temperature µβ = 105, and (b) High temperature µβ = 10.

unchanged from Fig. 5.12.

5.4 Threshold frequencies

The TE mode in homogeneous graphene in [50] was presented for zero tempera-

ture, real frequency and complex in-plane wavenumber with the range of allowed

normalised frequency to be 1.667 < Ω < 2. The lower limit of ΩTE
low ≡ 1.667, also

defined in Eq. (5.19), was due to the imaginary conductivity becoming positive

for Ω < ΩTE
low. The upper bound of Ω ≡ ΩTE

up is put there due to the asymptotic

behaviour of dispersion due to interband dip in imaginary conductivity at that

frequency.

Using complex-frequency analysis reveals dispersion beyond these limits. The

effect of interband dip in conductivity on dispersion is evident in Fig. 5.8 for

low temperature on the real frequency where asymptotic behaviour is evident

approaching Ω = ΩTE
up from Ω < ΩTE

up and also Ω > ΩTE
up. The peak in imaginary

part of K at Q ≈ ΩTE
up in Fig. 5.7 is also evidence of this behaviour.

Increasing temperature has an effect of smearing the peak in |Im[Ω]| near

Q ≈ ΩTE
up, and can be analytically attributed to the smearing effect of the real part

of conductivity, and smearing of the Fermi-Dirac function around Fermi level EF
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Figure 5.15: Lower threshold frequency for the TE mode (red dashed line), and
upper real frequency limit for the TM mode (blue solid line), as functions of the
normalised temperature (µβ)−1 = kBT/µ.

which is half of Ω = ΩTE
up = 2. Specifically, |Im[Ω]| increases with temperature

below ΩTE
up, but decreases otherwise. Physically, for zero temperature interband

absorption can only take place for frequencies Ω > ΩTE
up since charge carriers

completely occupy energies E < EF, but energies above E > EF are all vacant,

producing the asymmetric sharp peak in |Im[Ω]|. As the temperature is increased,

charge carrier vacancies form for E < EF increasing interband absorption for

Re[Ω] < ΩTE
up, at the same time charge carriers start to occupy E > EF decreasing

interband absorption for Re[Ω] > ΩTE
up. No similar effects are observed for TM

polarisation since the dispersion frequency never reaches Ω = ΩTE
up.

The effect of increasing temperature on the lower threshold of Ω = ΩTE
low is

shown in Fig. 5.15, where it decreases, reaching a minimum at ΩTE
low = 1.6225,

1/µβ = 0.0824, then linearly increases with temperature. The physical meaning

of this threshold is balance of interband and intraband electronic transitions,

mathematically represented by

Im
[
σ
(
Ω = ΩTE

low

)]
≡ 0, (5.22)

obtained using Eq. (5.10) and the definition Eq. (5.19). Below the threshold fre-

quency ΩTE
low, we have Im[Ω] > 0, that is, a field profile that is exponentially
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growing in amplitude with time at a fixed point in space, implying the existence

of some gain, which is not present in this system.

However, from the point of view of energy conservation we find that the SPP

mode is physical even for the frequencies below threshold in question. Consider

the role of imaginary parts of frequency and normal wavenumber in the field

profile, that is,

|E(x, z; t)| = |E0|e−K′′Z+Ω′′θ, (5.23)

where K = K′ + iK′′ andΩ = Ω′ + iΩ′′, and θ is unitless time defined by ωt ≡ Ωθ.

If we look at the Z coordinate of a point sitting on a wavefront, which must satisfy

K′

Q
=

Z
X
, (5.24)

given by,

Z(θ) = Z(0) +
K′Ω′

Q2 + K′2
θ, (5.25)

we find its amplitude, using Eq. (5.23), to be

A(θ) = A(0)e−K′′Z(t)+ω′′θ = Ã(0)e−γθ (5.26)

where

γ =
K′′K′Ω′

Q2 + K′2
−Ω′′, (5.27)

Ã(0) = A(0)e−K′′Z(0), (5.28)

and X is defined by qx ≡ QX.

Since the wavefront for TE mode is almost perpendicular to the sheet, that is

|K′| ≪ Q, we conclude using Eqs. (5.17) and (5.18) that

γTE ≈ K′′K′Ω′

Q2 −Ω′′ ≈ Q3σ′σ′′

Q2 − σ′σ′′Q = 0, (5.29)
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Figure 5.16: The amplitude of wavefront of electromagnetic solution around
graphene is not increasing due to lack of any gain source, demonstrated for (a)
low temperature µβ = 105 and (b) high temperature µβ = 10.

meaning that no energy is lost and the TE mode is physical both above and below

the lower threshold for frequency.

The value for γ is shown as a function of Q in Fig. 5.16 for SPP dispersion in

both TE and TM polarisations.

The upper asymptotic threshold of TM dispersion also has a temperature

dependence determined by the equation

σ(Ω = ΩTM
up ) = 0, (5.30)

obtained from Eq. (5.9) by setting Q −→ ∞. At zero temperature the threshold for
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both polarisations are coincident at approximately 1.667.

5.5 Conclusions

In this chapter we have presented numerical calculation of complex frequency

dispersion of the SPP modes in a homogeneous graphene layer both in TM and

TE polarisations of light. We have further developed a simple analytic approxi-

mation which agrees well with the numerically exact solution of the secular equa-

tions for the modes in both polarisations. The TM SPP mode is determined by the

Drude-like intraband part of the optical conductivity, demonstrating a square-root

dispersion of the mode frequency with respect to the propagation wavenumber,

asymptotically bounded for large wavenumber. In this polarisation, the temporal

decay of the electromagnetic field, which is given by the imaginary part of the

mode frequency, monotonously increases with temperature. The TE mode is, on

the other hand, determined by both the intraband and the interband part, since

the real part of frequency of the mode is not bounded by an asymptote and can

coincide with interband features in conductivity spectrum. Unlike the TM mode,

its dispersion is close to the light line, and the temporal decay demonstrates a

nontrivial dependence on temperature and the propagation wave number. We

have observed, in particular, that at finite temperature and chemical potential the

TE mode exists above the upper threshold for the normalised frequency ΩTE
up = 2

posed by an asymptotic behaviour of the dispersion at zero temperature. The

temporal decay rate of the TE mode increases below the threshold and decreases

otherwise as the temperature increases. This is explained by considering oc-

cupation of electronic energy bands in graphene near the K-point at different

temperatures. We have also proven that the TE mode exists both above and be-

low the lower threshold ΩTE
low (taking the value ΩTE

low ≈ 1.667 at zero temperature)

and have studied its behaviour near the threshold. This threshold is caused by

a change of the sign of the imaginary part of the graphene conductivity which,

in turn, causes a simultaneous change of sign of the imaginary part of the SPP

complex eigenfrequency and the normal component of the wave number.
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We have looked at the transmission spectra of a TE polarised light passing

through graphene for low and high temperatures. Features of the conductivity

spectrum show up in the transmission spectra along with the mode peak half of

which is near field instead of transmitted energy due to the mode being close to

the light line.

By investigating its spatial and temporal evolution, we have shown that the

TE in graphene presents a unique optical mode, as it can have below the threshold

a positive imaginary part of the eigenfrequency without introducing gain into the

material. Furthermore, we have demonstrated that in spite of the positive real part

of the conductivity implying the positive imaginary part of the permittivity and

hence an absorption, the TE mode propagates along the graphene sheet without

losses even at nonzero temperatures. This is correct at least up to second order in

the conductivity.
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CHAPTER 6

SPPs in periodic graphene

In the previous chapter, TE mode was shown to exist in a homogeneous layer of

graphene for an extended frequency range at non-zero temperature [107] using a

complex frequency approach with temporal decay. TE modes in a homogeneous

graphene layer are tunable via the graphene’s chemical potential and temper-

ature. The existence of TE mode in graphene provides exciting prospects for

plasmonic systems [111]. In addition, structures with periodic graphene open the

possibilities of generating topological plasmonic states [112–115] when magnetic

field is applied. Unfortunately, TE mode related features in transmission spectra

are not entirely in physical transmission region in frequency, therefore not en-

tirely discernable via transmission, as demonstrated by the transmission spectra

in previous chapter.

Periodic plasmonic structures of graphene [116–118], and even multilayer

stacks of periodic graphene strips [119–123] have been already studied. The

effect of stacking graphene-dielectric on transverse magnetic (TM) SPPs has also

been analysed for up to ten graphene layers [124]. It is worth noting that although

periodic graphene grating structure has been studied for modes in TM polarisation

in Ref. [117], it has not been proposed for excitation of TE mode in graphene to

79



the best of our knowledge.

Although the finite element method has been employed by many studies on

plasmonic structures [113, 125–127] to investigate SPPs, this method is suitable

for relatively small sizes of plasmonic structure as Maxwell’s equations have to be

discretised in real space over the whole area. This simulation method is usually

suitable for demonstrating electromagnetic modes at the edges of the sample of

plasmonic structure, but suffers from an increase in computation time for larger

samples. Alternatively, one can approximate structural details by expanding

Maxwell’s equations’ solutions in the Fourier space [128], organising the obtained

solutions as coefficients of diffraction Bragg orders, which is more appropriate

for an infinite system with discrete translational symmetry. Although studies

exist that consider the change from homogeneous graphene in the electronic

band structure due to periodic modulation [129], these are suitable for period of

the order of nanometers. For a modulation period, of microns order, which is

sufficiently large compared to the electronic wavelengths, we may approximate

the optical conductivity of graphene as isotropic [130], disregarding electronic

effects at the edges of graphene in the modulation.

In this chapter, we theoretically show that the TE modes can be excited by

incident light with an angle close to normal incidence with the help of 1D periodic

modulation in graphene. We demonstrate the excitation of the TE modes as

pronounced dips in the zeroth-order transmission spectra and we show that the

in-plane wavenumber of the transmission dips are tunable with the grating period.

We further find analytical approximations for the dispersion near the center and

edge of the Brillouin zone showing the opening of band gaps controlled by the

optical conductivity of graphene.

To obtain transmission spectra showing features of the TE mode, we employ

the scattering matrix formalism [131–135] that is commonly used for periodically

modulated structures in space. In particular, SPP modes correspond to poles of a

scattering matrix for the system [132, 134], equivalent to outgoing wave boundary

conditions, manifesting as peaks in transmission spectra.
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Figure 6.1: Schematic of a graphene grating in a perspective view (a) and in the
xz-plane side view (b). An infinitesimally thin graphene sheet at z = 0 is peri-
odically modulated along the x axis but homogeneous along the y axis. Arrows
labelled An,Bn,Cn,Dn schematically represent incoming or outgoing coefficients
of diffracted plane-waves with angle of incidence not necessarily normal, where
n refers to the nth diffraction order.

6.1 Structure and permittivity model

We consider a graphene grating structure depicted in Fig. 6.1, and mathematically

represented by the permittivity tensor given by

ε(Ω; z) =


ε∥(Ω; z) 0 0

0 ε∥(Ω; z) 0

0 0 1

 (6.1)

and the in-plane permittivity

ε∥(x, z;ω) = 1 + δ(z)Λ(x) · 2iσ(Ω)
Ω
, (6.2)
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where Λ(x) given by

Λ(x) =
∑

n

Θ

(
b
2
− |x − nd|

)
(6.3)

satisfying Λ(x + d) = Λ(x), Θ(x) is the Heaviside step function, b is the width

of a graphene strip, d is the period, σ(ω) is the complex frequency dependent

optical conductivity of graphene in the long-wavelength limit given by Eq. (5.6)

(presented in Refs. [40, 50]) and shown in Fig. 6.2(a). The Dirac delta function

δ(z) describes the graphene layer as an infinitesimally thin layer which is justi-

fied by the condition that the graphene thickness much smaller than the mode

wavelength.

6.2 Scattering matrix approach

The secular equation for SPP modes and their dispersion relations are obtained

by solving Maxwell’s equations Eqs. (2.1) and (2.2) for the permittivity of the

structure and applying boundary conditions across the graphene grating. We

will temporarily use ω, k, q which are not unitless to derive secular equations,

and for berevity absorb the speed of light with the frequency ω/c −→ ω. For TE

polarised waves propagating along the x direction (Fig. 6.1(a)), with ky = 0, we

have non-zero magnetic and electric field components in Cartesian coordinates as

H =


Hx

0

Hz

 , E =


0

Ey

0

 , (6.4)

respectively.

By assuming harmonic solutions in the form of e−iωt, Maxwell’s equations
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become 
−∂zEy

0

∂xEy

 = +iω


Hx

0

Hz

 , (6.5)


∂yHz

∂zHx − ∂xHz

−∂yHx

 = −iωε


0

Ey

0

 . (6.6)

These can be rewritten as

−∂zEy = iωHx, (6.7)

∂xEy = iωHz, (6.8)

∂zHx − ∂xHz = −iωε∥Ey, (6.9)

∂yHy = ∂Hx = 0. (6.10)

As defined in Eq. (6.2), the structure of graphene grating is given by ε∥ ≡
1 + αδ(z)Λ(x), where

α ≡ 2iσ/ω, (6.11)

in terms of ω = µΩ/ℏ.

If we integrate Eqs. (6.7) and (6.9) around z = 0, we have

− Ey

∣∣∣
z=0+
+ Ey

∣∣∣
z=0− = 0, (6.12)

Hx|z=0+ − Hx|z=0− = −iωαΛ Ey

∣∣∣
z=0
. (6.13)

For the TE polarisation, it is easier to eliminate Hx and write equations in terms

of Ey component.

The grating profile Λ(x) is expanded over the basis {exp ignx},

Λ(x) =
∑

n

Vneignx, (6.14)
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where gn = 2πn/d (n = 0,±1,±2, . . .) are the reciprocal lattice vectors, and Vn is

the nth Fourier coefficient of Λ(x). We can write down the electric field solution

to Eqs. (2.1) and (2.2) in the same basis as in the expansion Eq. (6.14),

Ey(x, z) =
∑

n

ei(q+gn)x ×


Cneiknz +Dne−iknz z > 0,

Aneiknz + Bne−iknz z < 0,
(6.15)

where An,Bn,Cn,Dn are the field coefficients of incoming and outgoing waves of

the order n as depicted in Fig. 6.1(b), and kn are given by

ω2 = (q + gn)2 + k2
n. (6.16)

If we substitute Eqs. (6.2) and (6.7) into Eq. (6.13), we have

∂zEy

∣∣∣
z=0+
− ∂zEy

∣∣∣
z=0− = −ω2αΛ Ey

∣∣∣
z=0
. (6.17)

Then using Eqs. (6.14) and (6.15) yields:

∑
n

ikn(Cn −Dn − An + Bn)ei(q+gn)x = −ω2αΛ
∑

n

ei(q+gn)x(An + Bn)

= −ω2α
∑
m,n

ei(q+gn)xVmeigmx(An + Bn)

= −ω2α
∑
m,n

eiqxeigm+nxVm(An + Bn) (6.18)

By shifting the indices on the right summation, i.e., n −→ n −m, we have

∑
n

ikn(Cn −Dn − An + Bn)ei(q+gn)x = −ω2α
∑
m,n

eiqxeignxVm(An−m + Bn−m). (6.19)

Now we equate the coefficients at ei(q+gn)x obtaining a matrix equation:

ikn(Cn −Dn − An + Bn) = −ω2α
∑

m

Vm(An−m + Bn−m). (6.20)

Finally, we shift the indices of summation m −→ −m + n and we obtain
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kn(Cn −Dn − An + Bn) − iω2α
∑

m

Vn−m(Am + Bm) = 0. (6.21)

We get using Eqs. (6.12) and (6.15),

Cn +Dn =An + Bn. (6.22)

A secular equation can then be obtained in matrix form by using Eqs. (6.21) and

(6.22),

C

B

 = S
D

A

 , (6.23)

where S is the scattering matrix [136] relating the incoming coefficients to outgoing

coefficients in Eq. (6.15), and An are components of the vector A, etc.

To build a scattering matrix, let us rearrange Eq. (6.21) and Eq. (6.22) in accor-

dance with Eq. (6.23).

Cn + Bn +
∑

m

ω2α
ikn

Vn−mBm = An +Dn −
∑

m

ω2α
ikn

Vn−mAm (6.24)

Cn − Bn = An −Dn (6.25)

Thus, in terms of 2 × 2 matrices of diffraction order blocks, the above equations

can be expressed as

I U + I

I −I


CB

 =
 I −U + I

−I I


DA

 , (6.26)

where

Unm ≡ ω
2α

2ikn
Vn−m =

ωσ
kn

Vn−m. (6.27)
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The scattering matrix is then given by

S =

I 2U + I

I −I


−1  I −2U + I

−I I

 . (6.28)

To further simplify the scattering matrix expression, we can write the inverse of a

square matrix in terms of its blocks

S =

Ũ−1 Ũ−1[2U + I]

Ũ−1 −Ũ−1


 I −2U + I

−I I

 , (6.29)

where Ũ = I +U. Finally, after the matrix multiplication, we have

S =

−Ũ−1U Ũ−1

Ũ−1 −Ũ−1U

 . (6.30)

In addition, we find the same result Eq. (6.30) for the TM polarisation, except a

different definition for the coupling matrix U,

UTM ≡ −iknαVn−m/2. (6.31)

Theoretically, the matrices U and Ũ and thus the scattering matrix S are of infinite

size since their are infinite number of Fourier harmonics in Eq. (6.24). If the basis

of matrix U is ordered by diffraction orders, then the entries in U for rows and

columns near the zeroth diffraction order are the most significant as is the case

of small periodic perturbations as less energy transmitted or reflected to higher

diffraction orders. Therefore, for numerical purposes we may truncate U and thus

S to a finite number of diffraction orders. For the transmission, and absorption

spectra in Sec. 6.4, we truncate up to tenth diffraction order. The dispersion for

SPP modes is given by the poles of S, only allowing outgoing field components
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to be nonzero [132, 134], giving the secular equation

Det[S−1] = 0. (6.32)

Note that we use the unitless quantitiesΩ,Q,K for further discussion. Eq. (6.32) is

numerically tedious to solve forΩ ∈ C using non-linear root finding methods like

the Newton-Raphson method due to the fact that the presence of square-roots in

Kn terms produces branch-cuts in S. Instead, we will study transmission spectra

of the system and use analytic approximation to find the solution to Eq. (6.32) for

Q = 0 in Sec. 6.5.

6.3 Tuning of frequency and wavenumber

(a)

Intraband

Interband

0 1 2 3 4 5
0

1

1.67

2

3

Conductivity, σ

R
e[
Ω

]

Real[σ]
Imag[σ]

(b)

−G1

2
0

+
G1

2Q

Figure 6.2: (a) Conductivity of graphene at zero temperature T = 0, sharing
frequency axis with dispersion in panel (b). The frequency of interband dip in
conductivity is affected byµ but not d. (b) Real frequency of TE mode dispersion of
homogeneous graphene structure manually folded over a hypothetical Brillouin
zone, shown for G1 = 2, 2.3 and 2.6. The size of the first Brillouin zone, and
consequently the frequency of crossing at q = 0, is controlled by µd. Note: TE
mode is close to the light line due to small value of fine-structure constant.

The conductivity spectrum of graphene, shown in Fig. 6.2(a), has a key fre-

quency Re[Ω] = 2 where the interband dip occurs. Since this frequency Ω, also
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appearing in the scattering matrix in Eq. (6.32), is normalised as multiples of µ, we

can control the interband transition frequency in Hz by changing µ. Furthermore,

by tuning the grating period d, and thus changing the edge of Brillouin zone G1/2

in Fig. 6.2(b) where the bands are folded, we can change the crossing frequency

of the TE bands at q = 0. Here, Gn ≡ ℏcgn/µ is the normalised reciprocal lat-

tice wavevectors and normalised normal wavenumbers are Kn ≡ ℏckn/µ, so that

Ω2 = (Q + Gn)2 + K2
n, similar to Ω defined in Ch. 5. Since the grating period has

no effect on the conductivity spectrum in Fig. 6.2(a), that is, photon wavenumbers

are much smaller than electronic wavenumbers, we can independently choose

wavenumbers for the desired normalised frequencies of the TE mode. For an ef-

fective demonstration of this tuning process, we define the normalised interband

detuning

∆ ≡ G1 − 2, (6.33)

between the crossing in dispersion at Ω = G1 =
ℏc
µ

2π
d and the interband dip in

conductivity at Ω = 2 as illustrated in Fig. 6.2(b).

For a chemical potential of µ ≈ 0.2eV, zero detuning ∆ = 0 would require

the grating period to be in the order of micrometers. Since the dispersion of TE

mode is close to the light line, we may assume the TE mode dispersion as the light

line and estimate the grating period required to tune the TE mode to a desired

set of frequency ω and in-plane wavenumber q (not normalised). We find, for

example, that, the dependence of grating period d required to achieve the minus

first diffraction order of TE mode at Ω = 2, on in-plane wavenumber q, related to

incident angle ϕ = sin−1(cq/ω), is given approximately by

d ≈ 2π
µΩ
ℏc + q

. (6.34)

Eq. (6.34) is illustrated in Fig. 6.3, for various frequencies in Hz. The sensitivity

of the grating period required increases for higher in-plane wavenumber and

higher frequencies. This can be useful for applications involving sensors utilising

in-plane strain properties [137] of graphene. Similar dependencies of required
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Figure 6.3: The period of grating d required for normalised frequency Ω = 2,
various chemical potentials µ and corresponding frequencies ω (legend) as a
function of desired incidence angle ϕ = sin−1(cq/ω) in degrees, using Eq. (6.34).

period can also be found for other non-zero diffraction orders of the TE mode.

6.4 Transmission and absorption spectra

To show that the TE modes can be excited by an incident plane wave, we calculate

and present the transmission spectra of the TE modes in the graphene grating

structure depicted in Fig. 6.1. The transmission is given as the ratio between the

energy of the incident wave and the energy of the outgoing diffracted waves,

using Eq. (2.32),

Tn ≡ |Cn|2 ×
∣∣∣∣∣Kn

K0

∣∣∣∣∣ , An = δn0,Dn = 0, (6.35)
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where δn0 is the Kronecker delta. We consider transmission separately for each

diffraction order n, not taking into account the interference effects as we are

concerned with the surface TE mode along grating rather than the transmission

pattern at a distance. The expression for transmission in Eq. (6.35) can be obtained

by considering the normal component of the Poynting vector in the TE polarisa-

tion. Note that it is different from the transmission expression for homogeneous

graphene in Eq. (5.20) by a factor of Kn
K0

for non-zero diffraction order. This factor

of Kn
K0

in Eq. (6.35) arises in Eq. (2.32) and is the ratio of normal components of light

propagation between the nth diffraction order just after exiting and the incoming

beam just before the grating. Therefore this factor accounts for flow of energy

normal to the grating as Kn is the normal component of wavenumber of light for

nth diffraction order. The transmission can be measured only when the diffracted

waves can propagate in free space, which leads to the condition

Ω2 > (Q + Gn)2 (6.36)

for nth diffraction order.
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Figure 6.4: Transmission spectra (1− T0) for zeroth (normal incidence) diffraction
order when a TE polarised light with parallel wavenumber Q, is incident on the
grating with b/d = 0.3,∆ = 0, for (a) graphene with σ = σintra+σinter, (b) single-layer
graphene without interband conductivity σ = σintra. The dashed red line indicates
T0 = 0. Note that spectra for Q , 0 are offset by powers of ×10 in increasing value
of Q, and 1 − T0 < 1 is satisfied. Please note that Ω > 0 in the horizontal axes.
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Figure 6.5: Im[σ] shown for low temperature µβ = 105 for frequencies Ω ∈
[−3 × 10−4, 3 × 10−4], demonstrating that the width of the rise in conductivity is
wider than the TE peak in Fig. 6.4.

We now present the transmission spectra through a graphene grating with

30% filling factor (b/d = 0.3), for a normally incident TE-polarised plane wave,

where the grating period is set so that ∆ = 0. Figure 6.4 shows the transmission

spectra for single-layer graphene grating, and graphene grating without interband

conductivity σinter. In all three cases, the signature of the light lines are peaks and

dips in 1−T0 that start from the dips atΩ = 2 when Q = 0, moving apart from each

other as Q increases. The TE mode, evident as peaks in 1− T0, is close to the light

line, just as in the case of homogeneous graphene in [50, 107]. By choosing grating

period such that ∆ = 0, we have coincided the frequency of the TE mode at Q = 0

with the dip in spectrum of the imaginary part of the conductivity in Fig. 6.2(a)

at Ω = 2, and thus enhancing the TE peak at Ω − 2 ≈ −2 × 10−4 in 1 − T0 in panel

(a) for Q = 0. This peak corresponds to the diversion of energy of the incoming

TE beam into reflection channel. The origin of this peak is the TE mode, where

at the same time it is enhanced by the rise in conductivity for low temperature as

shown in Fig. 6.5. The origin is TE mode since it is given by poles of scattering

matrix, and as shown in Sec. 6.5 the peak in transmission indeed corresponds to

the TE mode. We can see in Fig. 6.5 that the width of rise in conductivity is wider

than the TE peak in Fig. 6.4.
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At small Q , 0, an additional peak emerges closer toΩ = 2, that is not present

for Q = 0, meaning that it is a dark mode. In Sec. 6.5, we will analytically prove

the absence of this mode peak, to confirm its absence in Fig. 6.2(a) at Q = 0.
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Figure 6.6: Dispersion of the TE mode in a homogeneous graphene with real
frequency plotted as multiple of wavenumber to demonstrate that dispersion is
below the light line for Q < 2 but above the light line for Q ≳ 2.

To gain insight for the shift of dips and peaks in the transmission spectra, we

refer to the complex frequency plasmonic dispersion of a homogeneous graphene

sheet shown in Fig. 6.6. Here we use the temperature, µβ = 105. The dip in

dispersion in Fig. 6.6(a) for single layer (red line) showing the difference of about

−4×10−4 between light line and the real part of frequency Re[Ω−Q], approximately

corresponds to the order of magnitude of distance of the TE peak in 1 − T0 for

Q = 0 in Fig. 6.4(a) from Ω = 2. Furthermore, Im[Ω] Fig. 6.6(a) is also the same

order of magnitude corresponding to the linewidth of the TE mode peak in 1−T0

for Q = 0.
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The distinct TE mode peak in 1 − T0 in Fig. 6.4(a) disappears when the in-

terband conductivity σinter contribution is removed from the conductivity σ, as

demonstrated in Fig. 6.4(b), and consequently the TE mode of a homogeneous

sheet also disappears. Step-like features are revealed in transmission along the

light line at the frequency of whom diffraction channels are opening with in-

creasing frequency in accordance with Eq. (6.36). As frequency increases to the

point that Eq. (6.36) is satisfied, transmission of the nth diffraction order increases

corresponding to abrupt reduction in T0.

Note that the TE mode peak has been shifted about by a factor of 40 from the

light line from its previous position for the single-layer case (Fig. 6.4(a)).

The effect of change in temperature on the TE mode peak is change in peak

width. Fig. 6.7 shows that the mode peak is reaching maximum height at zero

temperature. At nonzero temperature, the graphene produces a TE peak less

discernable in frequency in Fig. 6.7.

6.4.1 Other diffraction orders of transmission and absorption

Here we present the transmission spectra for grating with the filling factor b/d =

0.3 for the first Brillouin zone Q ∈ [0,G1/2] and for different grating periods such

that∆ = −1,−2+1.667, 0, calculated using Eq. (6.35). We also show the absorption

spectra using

Rn(Ω) ≡ |Bn|2 ×
∣∣∣∣∣Kn

K0

∣∣∣∣∣ , (6.37)

A(Ω) ≡ 1 −
∑

n∈{Ω>Q+Gn}
(Tn + Rn) , (6.38)

where Rn is the reflection coefficient describing the ratio between the energy of

reflected waves and the energy of the normally incident TE wave.

Fig. 6.8, Fig. 6.9 and Fig. 6.10 show transmission and absorption spectra for

single layer (N = 1) graphene grating for ∆ = −1, −2 + 1.667 and 0, respectively,

corresponding to G1 = 1, 1.667 and 2.

The SPP modes manifest as peaks moving with changing Q in transmission
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Figure 6.7: Transmission spectra (1− T0) for zeroth (normal incidence) diffraction
order when a TE polarised light is normally incident Q = 0, on grating with b/d =
0.3, ∆ = 0, shown from zero temperature (red) to finite temperature (green), for
graphene. Red and green dashed dotted lines indicate T0 = 0 for zero temperature
and T = 0.3K, respectively. Note that spectra for T , 0 are offset by powers of ×10
in increasing value of T, and 1 − T0 < 1 is satisfied.

spectra in Fig. 6.8, Fig. 6.9, Fig. 6.10 in panels (a)(c)(e), and as dips in panel (g).

The absorption A in panel (g) is zero for Ω < 2 but 10−2 otherwise which cor-

relates to interband absorptions with sharp frequency cut-off at Ω = 2 for zero

temperature. In zeroth-order transmission 1−T0, the TE mode peaks are lost due

to interband absorption for frequencies above Ω > 2, instead appearing as dips

in the absorption spectrum A, for such frequencies. Meaning the energy of the

incoming TE beam that is diverted to reflection channel due to TE mode is taken

out of the absorption. Since the mode features are sharp in frequency, we show

zoom in of the TE mode transmission at Q = 0 for minus-first (panel (b)), and

zeroth (panel (d)) diffraction orders. First-order transmission for small but finite

Q , 0 is shown in panel (f).
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Figure 6.8: Transmission spectra for single layer graphene (N = 1), for the −1
diffraction order (a)(b), 0 order (c)(d), and +1 order (e)(f), for when period is
adjusted so that ∆ = −1 (G1 = 1). Panels (b)(d) are zoom in of peaks near
Q = 0,Ω = G1 in (a)(c). Panel (g) is absorption of open channels calculated using
Eq. (6.38), with waterfall increment of +0.02. A(Ω < 2) = 0 for zero temperature.
The gray solid lines correspond to evanescent frequency range where Eq. (6.36) is
not satisfied, and the curve has the meaning of near-field amplitude.
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Figure 6.9: Same as Fig. 6.8 but for ∆ = −2 + 1.667 (G1 = 1.667), illustrating
suppression in amplitudes.
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Figure 6.10: Same as Fig. 6.8 but for ∆ = 0 (G1 = 2), illustrating the amplification
in amplitudes.
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For ∆ = −1 in Fig. 6.8, the TE mode appears at frequency very close to G1 in

panel (b). When Q is increased slightly in panel (f), the TE mode peak moves

away from G1 increasing in frequency in the open channel region (not gray).

For∆ = −2+1.667 in Fig. 6.9, the TE mode peak can be seen moving from panel

(b) to panel (f) on slightly increasing Q. The peak size is very small, about 10−10

in this case due to vanishing conductivity near this frequency of G1 ≈ 1.667. In

fact we can even see the dip due to this vanishing conductivity in panels (b)(d)(f).

This frequency at Q = 0 is when the TE dispersion for homogeneous graphene is

exactly on the light line, as demonstrated by the maximum in Fig. 6.6 at Q ≈ 1.667.

For ∆ = 0 in Fig. 6.10, the TE mode peak is clearly enhanced due to dip in

imaginary part of the conductivity. The evanescent near-field peak moves further

into lower frequency for increasing Q from panel (b) to (f).

6.5 Analysis of transmission spectra in terms of the

TE modes

For completeness, in addition to transmission spectra, we calculate explicit fre-

quency values of SPP mode features that could be observed using Eq. (6.35). Since

the conductivity σ(ω) in the scattering matrix is frequency-dependent and thus

computationally intensive to solve, we present, instead of an exact explicit ex-

pression, an approximation of part of dispersion of SPP mode. We specifically

provide, as an example, an approximation for dispersion near crossing point

Q = 0,Ω ≈ G1. We want to reveal the effects of periodic modulation by focusing

on dispersion near a crossing point.

The SPP modes of the system correspond to outgoing boundary conditions,

i.e. poles of the scattering matrix in Eq. (6.23). To find an approximation for trans-

mission, we truncate Ũ−1 in the scattering matrix Eq. (6.30) to the first diffraction
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order, that is,

Ũ =


1 + Ω

K−1
Ṽ0

Ω
K−1

Ṽ−1
Ω

K−1
Ṽ−2

Ω
K0

Ṽ1 1 + Ω
K0

Ṽ0
Ω
K0

Ṽ−1

Ω
K1

Ṽ2
Ω
K1

Ṽ1 1 + Ω
K1

Ṽ0

 , (6.39)

where Ṽn ≡ Nσ(Ω)Vn, and Kn ≡
√
Ω2 − (Q + Gn)2.

The approximate transmission coefficients are then given by the middle col-

umn entries of the inverse of Eq. (6.39),

T−1 =
F−1∣∣∣Ũ∣∣∣ , T0 =

F0∣∣∣Ũ∣∣∣ , T1 =
F1∣∣∣Ũ∣∣∣ , (6.40)

where

F−1 =
Ω2

K1K−1
Ṽ1Ṽ−2 −

(
1 +
Ω

K1
Ṽ0

)
Ω

K−1
Ṽ−1, (6.41)

F0 =
(
1 +

Ω

K−1
Ṽ0

) (
1 +
Ω

K1
Ṽ0

)
− Ω2

K1K−1
Ṽ2Ṽ−2, (6.42)

F1 =
Ω2

K1K−1
Ṽ−1Ṽ2 −

(
1 +

Ω

K−1
Ṽ0

)
Ω

K1
Ṽ1, (6.43)

(6.44)

and the determinant of Eq. (6.39) is

∣∣∣Ũ∣∣∣ = (
1 +
Ω

K0
Ṽ0

)
F0 +

Ω

K0
Ṽ1F−1 +

Ω

K0
Ṽ−1F1. (6.45)

For Q = 0, the approximate transmission coefficients obtained in Eq. (6.40),
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Figure 6.11: Approximation of transmission (red solid line) using Eq. (6.57) show-
ing consistency with TE peak for Q = 0 and ∆ = 0. Red and black dashed lines
indicate the real frequencies of TE mode obtained using Eq. (6.54) and Eq. (6.58),
respectively.

can be further simplified by using the facts that K0 = Ω and K−1 = K1 =
√
Ω2 − G2

1,

F1 = F−1 = −ΩṼ1

K1
D(Ω) (6.46)

F0 = D(Ω)D2(Ω) (6.47)∣∣∣Ũ∣∣∣ = D(Ω)B(Ω) (6.48)

where

D(Ω) = 1 +
Ω

K1

(
Ṽ0 − Ṽ2

)
, (6.49)

D2(Ω) = 1 +
Ω

K1

(
Ṽ0 + Ṽ2

)
, (6.50)

and

B(Ω) = 1 + Ṽ0 +
Ω

K1

[
Ṽ0 + Ṽ2 + Ṽ0

(
Ṽ0 + Ṽ2

)
− 2Ṽ2

1

]
. (6.51)
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We have made use of the fact that, without loss of generality, the Fourier coeffi-

cients of the grating profile functionΛ(x) are real Vn ∈ R ifΛ(x) is an even function

of x, so that Ṽn = Ṽ−n. The transmission coefficients in Eq. (6.40) thus reduce for

Q = 0 to

T0(Ω,Q = 0) =
D2(Ω)
B(Ω)

, (6.52)

T1(Ω,Q = 0) = T−1(Ω,Q = 0) = −Ω
K1

Ṽ1

B(Ω)
. (6.53)

The TE mode peak in Fig. 6.11 (blue solid line) using the full expression of T0

in Eq. (6.35) with S truncated up to 21 diffraction orders, occurs at a frequencyΩb

which is a zero of B,

B(Ω = Ωb) = 0, (6.54)

giving the equation,

Ωb

G1
=

1 + Ṽ0√
(1 + Ṽ0)2 − R2

, (6.55)

where

R = (1 + Ṽ0)(Ṽ0 + Ṽ2) − Ṽ2
1. (6.56)

The numerical value of Re[Ωb] for the case shown in Fig. 6.11 (red dashed line)

can be obtained by solving Eq. (6.55) using a fixed-point iteration method and is

shown in Fig. 6.11 by red dashed vertical line. By Taylor expanding D2(Ω), and

B(Ω) around its zero at Ωb,

T0(Ω) ≈ D2(Ωb) + (Ω −Ωb)D′2(Ωb)
(Ω −Ωb)B′(Ωb)

(6.57)

we find the approximation for T0 shown in Fig. 6.11 (red solid line). The approxi-

mation indeed matches scattering matrix calculation near the TE mode peak atΩb.
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Although, away fromΩb the Taylor expansions in Eq. (6.57) match poorly with the

transmission spectrum, as the numerator becomes larger than the denominator,

giving T0 > 1.

In a periodic structure there are expected to be two SPP modes due to band

folding, and it is possible that a frequency gap exists in between. Indeed T0 at

Q = 0 features only one mode as can be seen in Fig. 6.11. The mode missing

in this transmission spectrum is dark which is mathematically evident from the

cancellation of D(Ω) in Eq. (6.52). The frequency of the dark TE mode Re[Ωd] is

obtained by solving,

D(Ω = Ωd) = 0 =⇒ Ωd

G1
=

1√
1 − (Ṽ0 − Ṽ2)2

, (6.58)

using a fixed-point iteration method, shown in Fig. 6.11 (black dashed line). This

dark mode is getting excited at Q , 0 as can be seen from Fig. 6.4(a).

6.6 Conclusions

In summary, we have shown that the complex frequency TE modes in a graphene

grating can be excited. Specifically a significant reduction in the zeroth-order

transmission is observed near the interband transition frequency of graphene.

This significant reduction can be explained as the reflection of energy of incoming

beam. This redistribution is due to the TE mode as we demonstrate by our

analysis. In addition, we have shown that we can tune the frequency and in-

plane wavenumber for dip in transmission for ∆ = 0 by controlling the graphene

chemical potential and grating period respectively.
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CHAPTER 7

Conclusions and Discussions

The aim of my PhD project was to understand and explore features of surface

plasmon polariton (SPP) modes that can be found in graphene due to its unique

optical properties, but cannot be found in Drude metals. In Ch. 2 we began by set-

ting the mathematical foundation of the project, namely laying out the Maxwell’s

equations and their application to obtaining electromagnetic solutions for con-

ducting surfaces. To make discussions and calculations easier the solutions for

an interface could be mathematically categorised into two linearly independent

polarisations, namely the transverse magnetic (TM) and transverse electric (TE).

We highlighted that the conductivity (or permittivity) of plasmonic material is the

connection between the electromagnetic solution and the electronic charge carrier

current, presenting the relevant constitutive equations. We also set a template

for presenting results in latter chapters by considering examples with dielectrics

and Drude metal. The key result in a plasmonic system such as a semi-infinite

Drude metal is a square-root like dispersion of the TM mode frequency for small

wavenumbers and an upper asymptotic frequency bound given by the plasma

frequency.

We then moved on to the calculation of SPP modes in thin homogeneous con-
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ductor surfaces in Ch. 3, with later application to homogeneous graphene in mind.

The TM SPP dispersion for thick Drude metal has two branches corresponding

to field solutions that are symmetric and anti-symmetric across the profile of the

thick metal slab. For infinitesimally thin conducting surfaces one must realise

the distinction between surface conductivity and bulk conductivity. The disper-

sion relation of TM SPPs in infinitesimally thin Drude conducting sheet with a

delta-like conductivity reveals very similar features except only the solutions with

anti-symmetric H-field survive. TE modes in the same structure have a purely

imaginary frequency solutions, so that the electromagnetic fields do not oscillate

with time but simply monotonously decay in intensity with time.

To move to graphene plasmonics we needed to establish a valid formula for the

conductivity, which as mentioned before is the link between electron motion and

electromagnetic fields, and is characteristic to plasmonic materials. The electronic

structure of graphene in the tight-binding approximation reveals a Dirac cone at

wavenumber K-point where the Fermi level lies. The electronic dispersion is linear

near this point and thus we may be able to obtain the conductivity for small but

non-zero chemical potential. In quantum mechanic theory the Kubo formula can

be used to find conductivity from the system Hamiltonian, resulting in two parts

of the conductivity related to intraband and interband electronic transitions in

the electronic band structure of graphene. This splitting of conductivity into two

parts is important in order to understand the properties of the SPPs in graphene as

they are adversarial and each dominates the other in different frequency ranges.

We identified that µβ is a quotient of the parameters chemical potential and

temperature, altering the conductivity spectrum, and in turn the dispersion of

SPPs.

We have presented the results for SPPs in graphene in Ch. 5 employing the

conductivity formula obtained in the former chapter. The TM polarisation finds

the SPP dispersion to be very similar to that of Drude metals, where the asymp-

tote given by Drude model’s plasma frequency has been replaced by one given

by the chemical potential of graphene. The results are not qualitatively different

from Drude metals because the interband features of graphene conductivity, not
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present in Drude metal, do not occur at frequency range of mode which has upper

asymptotic bound. In the TE polarisation, however, we clearly find features from

the whole of the conductivity spectrum in the mode dispersion. A higher tun-

ability of graphene plasmons can be achieved by considering a periodic structure

of graphene strips, where the period of the profile controls the wavenumber, and

chemical potential controls the frequency of the desired feature in conductivity

spectrum for TE mode. We have used the scattering matrix formalism to calcu-

late transmission of TE polarised light through the graphene grating, showing

enhanced peak of SPP resonance. We further calculated the resonance frequency

and analytical approximation of zero order transmission around this frequency

by using a Taylor expansion of a factor of the determinant of the scattering matrix

truncated to three diffraction orders. We found good agreement between the ap-

proximation and the scattering matrix calculation of both the resonant frequency

and the transmission spectrum.

There are several avenues of further exploration for the work presented in

this thesis. Using a more accurate model of conductivity by including photon

wavenumber dependence can improve the accuracy of calculation of TE mode

dispersion in graphene. More intraband and interband transitions will be acces-

sible with differing electronic wavenumbers of charge carriers in the graphene.

We can speculate that as a result the conductivity might increase in magnitude,

reducing the frequency of the surface plasmon dispersion and moving away from

light line. An increased difference between dispersion frequency and light line

frequency means further normal confinement as out-of-plane wavenumber de-

cays faster. In Ch. 4, we presented a derivation, adapted from existing literature

(see references in chapter), of the conductivity response in the long-wavelength

limit, meaning that the conductivity formula that was used to calculate SPP dis-

persion assumed that the photons causing electronic band transitions have much

smaller momentum than the electrons in graphene. At finite nonzero tempera-

tures this does not affect the quality of the conductivity spectrum as it is smeared

with respect to frequency. However, at near zero temperatures, that is µβ −→ ∞,

when features in the conductivity spectrum are sharp, electronic transitions that
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change electronic momenta could be of importance when calculating for SPPs in

graphene.

Periodic structure with two-dimensional periodicity is yet to be considered

for TE mode in graphene. Although we have investigated SPPs in periodic

graphene with one-dimensional periodicity, possibilities of structures increase

with two-dimensional periodicity. For example, two-dimensional crystals of pla-

nar graphene, one with holes arranged in a triangular lattice, and another with

graphene square antidot square array are two possible structures. This could

increase the parameters of the structure, providing further flexibility in tuning TE

mode in graphene.

The lack of confinement of TE mode in graphene can actually be used for

enhanced sensitivity of TE mode to the material surrounding graphene. As is

evident in Fig. 5.7(c)(d), |Im[K]| is small for TE mode in graphene, compared

to TM, for frequencies away from intraband pole. TE mode is therefore less

confined than TM SPPs in graphene. Although this may seem a disadvantage at

first sight, TE mode, due to lack of confinement, is also more sensitive to change

in permittivity [52] being more applicable for sensing application.
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APPENDIX A

TM SPP dispersion relation of metal slab

A.1 Dispersion relation

We provide here a derivation for the dispersion of SPP in TM polarisation of the

metal slab structure as depicted in Fig. 3.1, defined by the permittivity

ε =


ε1 for |z| > d/2,

ε2 otherwise,
(A.1)

where d is the thickness of the metal slab, ε1 is permittivity of dielectric (or

vacuum), ε2 is the permittivity of the metal, and the two dielectric-metal interfaces

lie at z = ±d/2. The magnetic field in the structure Fig. 3.2 can be described by

Hy = eiqx ×


Aeik1z + Be−ik1z z > d/2,

Ceik2z +De−ik2z −d/2 < z < d/2,

Feik1z + Ge−ik1z z < −d/2.

(A.2)
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By requiring that the ansatz Eq. (A.2) vanishes for z −→ ±∞, we have A = G = 0

simplifying the ansatz to

Hy = eiqx ×


Be−ik1z z > d/2,

Ceik2z +De−ik2z −d/2 < z < d/2,

Feik1z z < −d/2.

(A.3)

The wave equation can be obtained from Eqs. (2.1) and (2.2) as

(
∇2 − εn

c
∂2

t

)
Hy = 0, (A.4)

which together with Eq. (A.3) gives the relationship between the x and z compo-

nents of the wavenumber as

q2 + k2
n = εn

ω2

c2 , (A.5)

where the index n represents the material (dielectric or metal).

Then, using Eqs. (A.3) and (2.2), the x-component of electric field Ex is

Ex =
c
ω

eiqx ×


k1
ε1
· −Be−ik1z z > d/2,

k1
ε1
· [Ceik2z −De−ik2z] −d/2 < z < d/2,

k1
ε1
· Feik1z z < −d/2.

(A.6)

The continuity of Hy from the boundary condition Eq. (2.30) across the two inter-

faces at z = ±d/2 gives the equations

Be−ik1
d
2 = Ceik2

d
2 +De−ik2

d
2 , (A.7)

Ce−ik2
d
2 +Deik2

d
2 = Fe−ik1

d
2 , (A.8)

and similarly the continuity of Ex from Eq. (2.29) gives
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k1

ε1

[
−Be−ik1

d
2

]
=

k2

ε2

[
Ceik2

d
2 −De−ik2

d
2

]
, (A.9)

k2

ε2

[
Ce−ik2

d
2 −Deik2

d
2

]
=

k1

ε1

[
Fe−ik1

d
2

]
. (A.10)

The simultaneous equations Eqs. (A.7)–(A.10) can be written in matrix form as

P



B

C

D

F


= 0, (A.11)

where

P =



e−κ1 −eκ2 −e−κ2 0

0 e−κ2 eκ2 −e−κ1

− k1
ε1

e−κ1 − k2
ε2

eκ2 k2
ε2

e−κ2 0

0 k2
ε2

e−κ2 − k2
ε2

eκ2 − k1
ε1

e−κ1


, (A.12)

κ1 = ik1d/2, and κ2 = ik2d/2. To solve Eq. (A.12) for non-zero B,C,D,F we must

have |P| = 0, giving the equation

(
e2κ2 − e−2κ2

) (k2

ε2

)2

+

(
k1

ε1

)2 + (
e2κ2 + e−2κ2

)
· 2 k1k2

ε1ε2
= 0, (A.13)

=⇒ ± e2κ2

(
k2

ε2
+

k1

ε1

)
=

(
k2

ε2
− k1

ε1

)
, (A.14)

and resulting in the dispersion relations Eqs. (3.2) and (3.3).

A.2 Charge density

By taking divergence of Eq. (2.2) and using Eq. (2.3) we find that

4πρ =
c
−iω
∇ · (∇ ×H) (A.15)
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which for TM polarisation for structure in Fig. 3.1 becomes

4πρ =
c

iω
(εn
ω2

c2 − 2q2)Hy. (A.16)
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APPENDIX B

Details of graphene mode approximations

Note: the results presented in this appendix can also be found in the appendices

of our paper [107].

B.1 TM SPP approximation

Here we provide the details for deriving the explicit expressions for TM SPP mode

dispersion Eqs. (5.13) and (5.14). Please be reminded that the secular equation

Eq. (5.9) of the mode reads

Kσ +Ω = 0. (B.1)

As mentioned in Sec. 5.2, the real part of the frequency of the mode has an upper

asymptote, so that the intraband conductivity, the first term in Eq. (5.6) is the

dominating term. The pole in imaginary part of conductivity atΩ = 0 arises from

intraband conductivity and the dip Ω = 2 arises from interband conductivity,

see Fig. 5.1(a). So for no phenomenological damping Γ = 0 we may write the
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conductivity as approximately

σ ≈ iΩ0

Ω
, (B.2)

where

Ω0 = α
ln(2 + 2 coshµβ)

µβ
. (B.3)

Then according to the secular equation Eq. (B.1) we find the explicit solutions for

Ω and K as

Ω̄ =
√
Ω0κ, K̄ = iκ, (B.4)

where

κ =

√
Q2 +

Ω2
0

4
− Ω0

2
, (B.5)

and we have made use of Eq. (3.20) rewriting here as

Ω2 = K2 +Q2. (B.6)

Now treating the interband conductivity in Eq. (5.6) as a correction∆σ to Eq. (B.2),

σ ≈ iΩ0

Ω
+ ∆σ, (B.7)

results in a refinement of the frequency and wavenumber

Ω = Ω̄ + ∆ΩK = K̄ + ∆K. (B.8)

In particular, by multiplying Eq. (B.1) with Ω and using Eq. (B.6) we find

−(iκ + ∆K)(iΩ0 +Ω∆σ) = Ω2 = (iκ + ∆K)2 +Q2, (B.9)
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and keeping in the above equation only terms linear in ∆K and ∆σ, obtain

∆K ≈ − κΩ̄
2κ +Ω0

∆σ. (B.10)

Then, from Eq. (B.6) we find that

Ω̄∆Ω ≈ K̄∆K, (B.11)

giving

∆Ω ≈ −i
κ2

2κ +Ω0
∆σ. (B.12)

Finally, in the limit Q≫ Ω0, we get the results

κ ≈ Q, Ω̄ ≈
√
Ω0Q, (B.13)

Ω ≈ Ω̄ − iQ
2
σ′(Ω̄), (B.14)

K ≈ −Ω̄
2
σ′(Ω̄) + iQ, (B.15)

where σ = σ′ + iσ′′ and σ′, σ′′ ∈ R.

B.2 TE mode approximation

Here we provide details for derivation of approximations Eqs. (5.17) and (5.18).

The secular equation for this mode Eq. (5.10) is

K +Ωσ = 0. (B.16)

Away from the frequencies nearΩ = 0, the conductivity in Eq. (5.6) is small |σ| ≪ 1

due to the small factor of fine-structure constant α. Using this and Eqs. (B.6) and
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(5.10) we obtain

Ω ≈ Q +
Q
2
σ2(Q) , K ≈ −Qσ(Q) , (B.17)

and expressing separately in terms of real and imaginary parts

Ω ≈ Q + iQσ′(Q)σ′′(Q) , (B.18)

K ≈ −Qσ′(q) − iQσ′′(Q) . (B.19)
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