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Abstract

Perception of distance in virtual reality (VR) is compressed; that is, objects

and the distance between them and the observer are consistently perceived as

closer than intended by the designers of the VR environment. Although well

documented, this phenomenon is still not fully understood or defined with respect

to the factors influencing such compression. Studies on distance compression

typically factor auditory or visual stimuli individually, critically neglecting to

study how such stimuli may interact. They also tend to focus on simple static

environments involving simple objects that don’t move. VR can be – and at

its best should be – a multisensory experience, involving not only vision but

also auditory and potentially other senses. We report a study encompassing

2 experiments exploring spatial, semantic, and temporal factors of congruency

in environments–environments where visual and audio cues do not correlate

one-to-one as they would in a physical environment–on distance compression.

Results suggest no impact of semantic association, yet significant effects for

temporal and spatial congruence. We discuss the impact of our findings on

virtual environment design and implementation.
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1. Introduction

Egocentric distance perception is defined as the perception of distance between

one’s self and a target, from the perspective of one’s self [1]. The ability to

perceive and process distance information is particularly important when VR is

used to simulate real world scenarios in which an action must be done quickly5

and accurately, e.g. reaching for an object; jumping over an obstacle or across

a gap; moving to a target. A wide range of applications from virtual museum

tours to VR-enabled remote medical surgery require a perception of space closely

resembling that of the real world [2, 3, 4, 5, 6].

Virtual reality (VR) provides the means to completely control the visual field10

of view, and thus influence visual perception by manipulating the visual cues

available to the observer. Many studies have shown that distance judgements

are underestimated compared to real world judgements [7, 8, 9, 10]. This

underestimation, commonly referred to as distance compression, is profound; for

a given context and task, participants making distance judgements in the virtual15

world underestimate distances compared to when they make the same judgements

in the real world. Distance compression in VR has been studied extensively in

both audio and visual domains [11, 12, 13, 14]. There are many different factors

involved in VR that have been associated with distance compression (weight and

inertia, movement and optical flow, graphics fidelity, measurement method etc),20

although an exhaustive list has not been established. Table 1 presents some of

the most widely researched visual based factors and relevant papers. We have

categorised the various established factors as sensory, physiological, cognitive,

and external or environmental related, based on the keywords of relevant articles

and the IVs manipulated in the reported studies. As shown in Table 1, prior25

work in VR has emphasized visual cues to distance perception. As VR is at

it’s best a multisensory experience, one must consider work on understanding

other senses and their role in distance judgements. In this paper, we focus our

attention on audio and how auditory cues interact with visual cues. Auditory

distance cues are classified as static and dynamic [29, 30]. Static cues typically30

represent properties of the audio signal itself, either in isolation or combined in

various ways. They do not require motion of the sound source or of the listener.

Dynamic cues relate to how the sound signal changes over time. As an emanating

sound source moves through space, the signal we hear is modified by the source

position, and the context of the sound (i.e. room dampening, sound medium,35
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Table 1: Key factors known to impact distance perception in virtual environments. Note these
studies listed are mostly related to distance compression as measured using visual stimuli.

Factor Category Notes Key
References

Inertia External Environment Fake helmet used which replicated
moment of inertia

[15]a

Angular Declination &
Field of View

External Environment Artificially manipulated eye height;
perception based on reflections of
objects in the environment

[16, 17, 18,
19, 20, 21]abc

Familiarity Cognitive Adaptation to the environment
over time; trial with feedback,
then without feedback

[22, 23]a

Inter-pupillary
Distance (IPD)

Physiological Based on individual distance
between pupils; measured for each
participant; compared against
average IPD value

[1, 24]a

Sense of Presence Cognitive Compared real world to series of
virtual models; only one model
actually genuine; abstract,
non-photorealistic

[25, 26]a

Use of Visual Blur Sensory/Cognitive Rendered scene with aperture blur;
compared algorithm’s prediction
against human perception in a
psychophysical experiment

[27]c

Measurement Method Cognitive Compared measurement protocols;
observed varying compression
rates; evidence for top-down vs
bottom-up influences

[9, 28]a

a Head Mounted Display (HMD)
b LSID/CAVE system
c Other technology
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occluding objects). As one moves one’s head, one can also change the signal

perceived at each ear–so called binaural cues–, in turn integrating over space to

create dynamic cues. Table 2 presents the core known audio cues which people

consider when making distance judgements.

In audiovisual environments, observers must process a number of auditory40

and visual distance cues in concert when making distance judgements. When

audiovisual cues are both present, they may be integrated at a low or high level

depending on how they relate to one another [31]. Stimuli that occur spatially

and/or temporally together may be integrated at a low level depending on the

strength of the cross-modal correspondences between them. For example, speech45

is a well recognized signal with particular expected attributes. As the sound

originates from the speaker’s mouth, one would expect to see the mouth moving,

with the sound and movement of the mouth in close temporal synchrony. As

sound travels slower than light, only when an auditory and visual stimulus overlap

within a certain time window will they be integrated together to inform distance50

judgements. However, this is just one half of the equation. The other involves

the time taken to process stimuli by the observer. Although light travels faster

than sound, the retina in the human eye takes longer to transduce light signals

into something the human brain can process compared to the basilar membrane

in the human ear [32]. Thus, the human sensory system has evolved to increase55

the time window for audio and visual stimuli to be integrated, accommodating

for the delay in transducing light signals by extending the period of neural

activation in the brain [33]. Though auditory and visual cues both contribute

to distance perception as separate individual events, when cues appear within

a given time window, subject to individual differences across the population60

[34], they are likely integrated into a single audiovisual event as the observer

perceives them as coming from the same source. Given that perceived delays

between the visual and auditory information can affect perceived distance and

audiovisual localisation (e.g., [35]) and in turns the resulting compression in VR

(by increasing or decreasing the compression) it is essential to examine the effect65

of audiovisual asynchrony on distance perception in VR environments to better

inform developers.

High level integration processes are more complex, with stimuli integrated

based on known semantic associations [36]. Visual stimuli may be expected to

exhibit certain noises, for example a kettle is expected to exhibit sounds when70

boiling. Semantic congruence, where the sound from an audiovisual stimulus is

as anticipated or known in advance due to prior exposure or learned association,
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Table 2: Table of auditory cues grouped by range and classified type. Note that categories and
ranges are not mutually exclusive; some cues have been identified in multiple categories and
ranges.

Cue Category Range References

Intensity Static Personal,
Peripersonal,
Vista

[6, 40]

Monaural Amplitude Modulation Static Peripersonal [29, 41]
Direct-to-Reverberant Energy Ratio Static Peripersonal [42, 43]
Spectral Content Static Vista,

Dynamic
[44, 45]

Binaural Level Difference Static,
Dynamic

Personal [29, 46]

Acoustic Tau Dynamic Peripersonal,
Vista

[47, 48]

leads to more immersive environments [37], and is known to elicit faster and more

accurate perception judgements [38, 39]. However, it is unclear how distance

perception, and in turn distance compression, is influenced by the semantic75

relationships between what we see and hear in virtual environments. Under-

standing how sights and sounds are integrated together when making distance

judgements, at both a high and low level, has direct implications for software

systems that render virtual environments by synchronizing visual and auditory

stimuli. Similarly, for systems rendering experiences which aim to immerse80

people in realistic enviroments, we must understand the role semantic association

plays. In this paper we deploy psychophysical methods to assess the impact

of semantic and temporal incongruence on human perception, and investigate

how this impact propogates to distance compression in virtual environments.

That is, we examine how the matching and mistmatching of visual and auditory85

information at a low sensory level as well as at a higher semantic level affects

distance compression in VR.

Previous work has shown how changing the position of auditory and visual

cues can positively impact distance perception by reducing distance compression

[49]. When audio and visual cues are presented to an observer from different90

source positions, we call this spatial incongruence. In effect, rendering visual

and auditory stimuli spatially incongruent to one another in an audiovisual

virtual environment changes an observer’s perceived distance to the audiovisual

object or stimulus, thus resulting in a reduction in distance compression. In

further understanding how semantic and temporal incongruency impact distance95
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perception, we are motivated by the following research questions:

1. RQ 1: How does the semantic association between auditory and visual

distance cues impact distance compression in virtual environments?

2. RQ 2: How does latency between auditory and visual distance cues impact

distance compression in virtual environments?100

2. Materials and Methods

We conducted 2 experiments, each applying a 3x2 design involving 3 inde-

pendent variables. We created an abstract environment centered around a single

audiovisual stimulus: a high quality 3D model of a dog accompanied by a pre-

recorded vocalization of either a dog’s bark or a cat’s meow. These stimuli were105

chosen as they are well known stimuli used in similar experiments investigating

semantic associations in cross-modal and audiovisual research [50, 51]. Our

environment is carefully designed to be highly controlled rather than natural;

this is intentional, as we want to manipulate and measure the interaction between

stimuli without surrounding the participant in a naturalistic environment and110

thus affording extra distance cues (e.g., familiarity, size and shape constancy

(See Figure 1)). This is analogous to how illusions are used as a mechanism to

study human perception: by identifying the limits of perception through careful

and controlled manipulation of stimuli [52, 53]. To address RQ 1 we manipulate

the semantic relationship between the sound heard and what the observer saw115

in the virtual environment. When the 3D model was accompanied by the sound

of a dog’s bark, we classify this as a congruent semantic association. When the

3D model was accompanied by the sound of the cat’s meow, we classify this

as an incongruent semantic association. Note how the semantic relationship is

not characterized by the direction of congruity: stimuli are either semantically120

congruent or not.

In contrast to the semantic relationship, the temporal relationship is charac-

terized by its directionality. Temporal congruence means a sound cue arrives at

the same time as a visual cue. Conversely, temporal incongruence means a sound

cue arrives at a different time as a visual cue. For ease of reading, when a sound125

cue arrives after a visual cue we call this positive temporal incongruence. When a

sound cue arrives before a visual cue we call this negative temporal incongruence.

Temporal incongruency may effect whether two stimuli are perceived as coming

from the same source or not. Detecting temporal incongruency–a prerequisite
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to perceiving a relationship between a leading visual stimulus and a sound–is130

known to be difficult for times at and below 300ms e.g., [54]. Thus, one would

expect a positive temporal incongruence (i.e. latency in sound) at or above a ms

threshold (e.g., ∼ 300ms) to still result in both stimuli perceived as coming from

the same source, but in turn would impact distance judgements as the source is

perceived as further away due to the latency in sound [55]. Consider the analogy135

of thunder and lightning, where a visual stimulus leads a proceeding sound. As

the delay in sound (thunder) increases, so does the perceived distance of the

source.

In effect, positive temporal incongruence is expected to reduce distance

compression in a virtual environment. On the other hand, a negative temporal140

incongruence of the same extent, i.e., ∼ 300ms is expected to possibly not

result in a relationship perceived between the stimuli and thus have less impact

on the distance judgement. To address RQ 2, we manipulated the temporal

congruence between the visual and auditory components of the audiovisual

stimuli across two primary conditions: in one condition the sound appeared145

300ms before the dog appeared (negative temporal incongruence), in the other the

sound appeared 300ms after the dog appeared (positive temporal incongruence).

A note on parameters: although the speed of sound is constant in air (343

meters/second), and thus slower than light, we are less interested in the laws

of physics and more interested in human perception. There is evidence to150

support the claim that distance perception in virtual environments is compressed

compared to the real world for distances less than 10 meters [56]. Therefore, we

are exploring how introducing artificial delays between the onset of auditory and

visual stimuli, at the limits of what is perceived as causally related, influences

distance compression. One must consider the problem from the participant’s155

perspective: when presented with audiovisual stimuli, either of the sound, or

the visual, or both may be taken as a reference point upon whcih to base their

judgement. However, we are not testing audio visual integration: rather we are

assessing the effect of perceived audio visual synchrony on spatial compression.

Thus, we used stimuli that have been shown in the past to be effective when160

examining audio visual synchrony perception [50, 51, 57].

To assess the impact of semantic association and latency, we measured

the just noticeable difference (jnd) thresholds of distance judgements between

pairs of stimuli. For example, if one stimuli is 5 meters from the observer and

another is 5.5 meters, but both are perceived as equidistant, then the jnd for165

this pair of stimuli is 0.5 meters. A lower jnd indicates that an individual is
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Table 3: Factors manipulated in Experiments 1 & 2

Factor Level 1 Level 2

Experiment 1
Spatial Congruent: Auditory and visual

components in alignment
Incongruent: Auditory and visual
components out of alignment

Semantic Congruent: Dog model and dog
sound

Incongruent: Dog model and cat
sound

Noise Gaussian blur at minimum level Gaussian blur at maximum level

Experiment 2
Spatial Congruent: Auditory and visual

components in alignment
Incongruent Auditory and visual
components out of alignment

Temporal Positive Incongruence: Sound
onset 300ms before visual stimulus

Negative Incongruence: Sound
onset 300ms after visual stimulus

Noise Gaussian blur at minimum level Gaussian blur at maximum level

better at distinguishing between two stimuli and thus will make correct distance

judgements. For our study we formulated the following hypotheses, addressed

over two experiments:

H1: Semantic congruence will positively influence distance compression, with170

reduced perceptual just noticeable difference (jnd) thresholds when the

sound matches the visual stimulus compared to when they mismatch

(Experiment 1).

H2: Temporal incongruence will positively influence distance compression, with

reduced perceptual jnd thresholds when the onset of auditory stimulation175

is after the onset of visual stimulation compared to before (Experiment 2).

Table 3 shows a summary of factors manipulated in Experiments 1 and 2:

spatial congruence, temporal incongruence, and visual noise. Ethical approval

for this study was granted by the XXXX (REDACTED FOR ANONYMITY).

In both experiments, the virtual environment was created using the Unity 3D180

game engine (from here on referred to as Unity) and presented to participants

using the HTC Vive head mounted display (from here on referred to as HMD).

Spatial congruence was manipulated by changing the position of the renderered

3D model and the sound source using the incongruence function introduced by

Finnegan et al. [49]. The auditory stimulus was rendered binaurally using a185

custom built software renderer in Unity. The software renders 3D binaural audio
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(spatial) over consumer grade headphones. Auditory stimuli are attenuated with

respect to distance using the same algorithm from [49] and which we include in

the manuscript. We note that with this software perceived sound source does

indeed change; see [58] for details.190

When presented with conflicting sensory information, observers will bias

towards the source exhibiting the highest signal-to-noise (SNR) ratio [59]. When

making distance judgements, one will integrate the visual and auditory cues

together based on their SNR. For example, in a dark environment one would

place more weight on auditory cues which are unaffected by lighting. Likewise,195

in a loud environment one would place more weight on visual cues. Thus a high

SNR in one modality creates a bias when making distance judgements with audio

and visual cues. We introduced the blur to control for this bias i.e., participants

completed trials in conditions which varied the visual SNR, while studying

the incongruency effect and making our results comparable with previous work200

[49]. We implemented a gaussian noise shader applied as a post-process to the

rendered video output in Unity, blurring the environment displayed through

the head mounted display. The blur was parametrized by the size of the blur

radius. We manipulated visual blur on two levels: medium blur with a radius of

5 pixels, and full blur with a radius of 10 pixels. Figure 1 Panels A shows the205

visual stimulus without blur applied. Panels B and C show the visual stimuli

presented to participants for each blur level.

2.1. Design & Procedure

Ten participants took part in both experiments, with the order of the con-

ditions counterbalanced. They were instructed to place the HMD over their210

head and adjust it so that the contents were clear to see. Next the experimenter

placed a pair of Sennheiser HD 200 headphones over their ears. A sound test

was performed to ensure that the headphones were working. After this setup

was complete, the experimenter ran a custom computer program to generate the

experimental conditions in a random order for each participant. Participants215

were directed to keep their head perfectly still, facing in a forward direction.

Before beginning the experiment, the experimenter passed a keyboard to the

participant and placed their index fingers over the A and L keys.

Each trial followed a 2-Alternative Forced Choice (2AFC) protocol. The

2AFC is a specification of a general forced n-choice protocol. N-choice paradigms220

are extremely popular in psychophysics due to their controlled nature and the
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Figure 1: Panels A, B, and C illustrate the visual stimulus with no blur, min blur, and
max blur respectively applied to the imagery inside the VR environment and adapted for for
publication here. Panel D shows a representative staircase of the experiment trials to visualize
our experiment procedure.
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ability to account for the guessing as participants must choose at least one

stimulus from the set of n. In HCI, they have been applied in a wide variety

of contexts, from preference ratings for auditory attributes [60] to redirected

walking for VR [61]. The audiovisual stimulus consisted of a high poly model of225

a dog with either the sound of a dog barking (semantic congruence) or the sound

of a cat (semantic incongruence). Participants were presented with 1 audiovisual

stimulus, proceeded by a 300ms pause, then followed by another audiovisual

stimulus. The stimuli differed in congruence: one of the stimuli was presented

congruently and the other incongruently, and participants had to choose which230

one they perceived as appearing closer to them. Participants input their response

using the keyboard. They pressed the A key if they perceived the first stimulus

as being closer, and the L key if they perceived the second stimulus as being

closer to them. After inputting their response, the system presented the next

trial.235

Trials followed a staircase pattern where the spatial distance between each

stmulus presented in a trial was either increased or decreased depending on the

outcome of the preceding trial. Panel D in Figure 1 shows an example staircase

for one condition in both experiments. The trials begin by setting the distance

between stimuli at an initial starting point. Staircases followed a 3-up, 1-down240

procedure: if participants made 3 correct choices, the distance between stimuli

decreased. If they made a single incorrect choice then the distance decreased.

Each trial presented 2 choices to the participant (2-AFC); one rendered the

dog and played the sound from the same distance. The other rendered the

dog and played the sound according to the current experimental condition: if245

in the congruent condition, the dog was rendered and sound played from the

same distance computed using the current staircase parameter value. If in the

incongruent condition, the dog was rendered, and sound played from the distance

computed using the incongruent function from [49] as follows: ŷ = kφα where ŷ

is the distance to render the sound, φ is the distance of the dog, α and k are250

2.22 and 0.61 respectively [62].

As trials progress, staircase procedures converge on the threshold where

participants perceive stimuli as being similar. The jnd was measured by averaging

the number of reversals in the staircase. By way of a working example, consider

the following: For each participant, the experiment followed the psychophysical255

3-up 1-down staircase procedure. Consider the following incongruent example:

1. The staircase contrast parameter is currently at 1 meter, the delta-up
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factor is set at 0.2 meters, and the delta-down parameter is set at 0.3

meters.

2. First choice renders the dog and sound at 6 meters from the participant.260

3. Second choice renders the dog at a position of 5 meters but the sound at a

position of 5.6 meters.

4. Participants must then pick which choice they perceived as appearing

closer to them.

5. If they choose correctly, the contrast parameter is updated based on the265

delta-up parameter becoming 0.7 meters. If they choose incorrectly it is

set to 1.2 meters.

6. The participant chooses correctly. When the next trial begins, the first

choice renders the dog at 4.8 meters with sound at 5.3 meters, and the

second choice renders the dog at 6 meters with the sound at 6 meters.270

7. So on and so forth.

One of the choices always rendered the dog at 6 meters (the standard stimulus).

The order of the choices i.e., whether choice 1 was the standard or not, was

randomized between trials. In total, we collected 40 trials across 10 participants

across 8 experiment conditions, totalling 3200 data points. Data from 3 of275

our participants was discarded due to no reversals made during the staircase

procedure. After computing thresholds, we had 8 data points per participant for

a total of 56 data points for analysis.

3. Results

Null hypothesis significance testing (NHST) is subject to limitations when280

interpreting results, particularly with respect to measuring support for the null

hypothesis (H0) [63]. To quantify the likelihood that our results are explained

by H0, we report Bayes Factors (BF01) for all null results using the method by

Faulkenberry [63]. For significant results we report generalized η2 effect sizes

as they are not influenced by study design and are therefore comparable across285

designs [64]. For Experiment 1, results show a significant main effect of spatial

congruence on the threshold, F (1, 6) = 7.08, p = .04, η2 = 0.08. There was no

effect for semantic association (F (1, 6) = 0.06, p = .82). Bayes Factor indicates

weak support for the H0: the data are 1.3 times more likely explained by H0

(BF01 = 1.32). There was also no effect for noise (F (1, 6) = 0.00, p = .98), with290

Bayes Factor again indicating weak support for H0 (BF01 = 1.32).
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Figure 2: Results from both experiments in our study. The left hand side plots the mean
threshold for spatial congruence in Experiment 1. The right hand side plots the mean threshold
for temporal congruence in Experiment 2. Error bars represent standard error.

For Experiment 2, there was a significant main effect of temporal incongruency

on the threshold, F (1, 6) = 18.07, p = .005, η2 = 0.08. The threshold was smaller–

distance compression was reduced–when sound appeared before the dog compared

to after the dog. There was no statistically significant effect for spatial congruence295

(F (1, 6) = 0.45, p = .53). Bayes Factor indicates the data are 1.3 times more

likely explained by H0 (BF01 = 1.33) indicating weak support for the null

hypothesis. There was also no effect for noise (F (1, 6) = 0.13, p = .74) with

Bayes Factor indicating the data are 1.3 times more likely explained by H0

(BF01 = 1.32). Figure 2 shows mean plots for the effects of spatial congruence300

in Experiment 1 and Temporal congruence in Experiment 2.

4. Discussion

From previous work involving spatial incongruence [49, 58], it was expected

that spatially incongruent audiovisual stimuli would reduce distance compres-

sion in virtual environments. When auditory and visual cues are intentionally305

misaligned with respect to their distance from the observer, the combined effect

results in participants performing better and more precise in distance discrimi-

nation tasks. However, previous work has focused on basic auditory and visual

stimuli which drive little understanding into distance perception in more complex

environments featuring rich distance cues, and offer little in terms of practical310

advice for constructing software tools for producing virtual environments where

compresssion is limited. In Experiment 1, the congruent conditions resulted in a
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lower jnd compared to the incongruent conditions, meaning distance compres-

sion was reduced in the congruent condition, not the incongruent conditions.

This result stands in contrast to previous work [49] where spatially incongruent315

stimuli were found to reduce distance compression in virtual environments. It is

noteworthy that while Experiment 1 resulted in a significant difference between

levels of the spatial congruence factor, this result was not replicated in Exper-

iment 2. Our experiments’ procedure differs from previous work in 2 distinct

ways: first, in our analysis we compute the threshold of subjective equality320

as a function of staircase reversals in the 2AFC task detailed in Section 2.1.

Secondly, while the study by Finnegan et al. used an abstract environment with

a simplified audiovisual stimulus–a green cube and a pink noise burst–, our

visual stimulus consisted of a high poly model of a dog. It could be that the

change to more naturalistic stimuli–in this instance a high poly model of a dog325

and realistic vocalizations–resulted in the effect’s reversal. If this is true, then

what characteristics of the abstract stimuli would lead to a positive effect of

incongruence? Spatial congruence typically results in better performance for a

range of localization tasks [65], however, there is little precedent in the context

of distance compression. Much of the literature on distance perception and330

compression in virtual reality focuses on unimodal environments, with a bias

towards visual-only environments.

Prior work has shown a positive influence of semantic congruence on multi-

sensory integration for determining action, for example feature discrimination

tasks [36, 38]; so why not distance discrimination? A key contributing factor to335

multisensory integration is the unity assumption which states that multisensory

stimuli sharing certain physical properties like temporal and/or spatial corre-

spondence are grouped together as deriving from one object [39]. Thus under

the unity assumption, semantic congruence was expected to have a positive

effect on participants integrating what they saw and what they heard as the340

same object, in our case the dog model and the sound of the bark. However,

we found semantic congruence to have no distinguishable impact on distance

compression (H1). One reason could be that the dog mouth did not move and so

the spatial incongruency did not work as well. By not having that cue to bind

the stimuli, participants may not have been affected by semantic information345

much as the sound could have been perceived as coming from a different source

in both incongruent and congruent sematic conditions. Future studies should

consider this. Semantic congruence was restricted to a universally recognized

pairing of audiovisual stimuli–the sound of a dog barking and a visual 3D model

14



of a dog. We did not consider potential semantic relationships in the eye of the350

observer. For example, our study did not investigate any perceived anxiety or

fear of the dog on the part of the observer. As fear has been shown to be a

factor in distance perception [66, 67], high level semantic relationships, based on

personal experience and subsequent association between the observer and the

stimulus, remain to be explored.355

H2 predicted that distance compression would be reduced when the sound ap-

peared after the visual stimulus. Though temporal incongruence was statistically

significant, the threshold was lower for the sound leading condition than for the

visual leading condition, meaning distance compression was reduced when the

auditory cue preceded the visual cue. In the context of distance perception, we360

expected that stimuli where the sound was heard after the visual stimulus would

be perceived as further away because of the natural association between the

spatial displacement of sound and the time it takes to reach our ears. Following

the analogy of thunder and lightning, where thunder is heard after seeing a flash

of lightning, these results are in line with previous work showing an effect of365

temporal misalignment on distance perception [68]. Similar results are observed

in localization tasks, where training with spatio-temporally aligned stimuli has a

positive impact on audio-only localization tasks [65]. Unexpectedly, observers

were more precise in correctly judging which audiovisual stimuli was closer to

them when sound preceded visual stimulation (inverse of H2). As thresholds370

were lower, distance compression was reduced when the sound came before the

visual stimulus. There is evidence suggesting that temporal binding is impacted

by the order in which crossmodal sensory stimuli are perceived by the observer

[69]. Perceptually participants are better at detecting asynchrony for auditory

first conditions than visual first conditions [54]. This may explain our results:375

participants in our study may have perceived the visual and auditory stimuli as

not coming from the same source in the visual leading trials, and thus focused

solely on the visual stimulus when making their distance judgements.

Many distance perception studies have compared different measurement

methods, for example timed imagined walking & blind walking [70], and verbal380

estimation. Previous work has applied techniques involving absolute distance

judgments, however, experiments involving verbal estimates of absolute distance

judgments have shown a cognitive bias in participants’ concepts of different

metrics [9]. Our method of a 2-AFC task resembles the perceptual matching

technique [71]. To mitigate the bias and interpret our findings considering385

previous work using non-conventional distance perception metrics [49], in our
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experiment we used a discrimination task. We argue this is appropriate as we

are interested in how multimodal stimuli impacts distance perception, a pre-

requisite to studying distance compression. Considering the problem at such a

low level, though forsaking ecological validity, the problem becomes one of binary390

outcome i.e., participants were tasked with choosing the stimulus pair–congruent

or incongruent–which they perceived as closest to them. This is sufficient to

address our research questions; however, future work should investigate a range

of distances to validate the method further. Additionally, although a standard

technique in the field of psychophysics, further work is required to compare the395

sensitivity and precision of our method with more common methods in distance

perception research.

Finally, we note our study considered semantic and temporal congruence in

combination with spatial congruence, yet did not consider an interaction between

semantic and temporal congruence. Our methodology already involved a large400

number of conditions and many trials; we were concerned with exponentially

growing numbers of trials and the impact this may have on participants e.g.,

fatigue. Considering our analogy of thunder and lightning, one does not perceive

them as one object per se, but cognitively one knows they are, so one can use

that information to figure out the distance. Future work should consider how405

semantic and temporal congruence interact with one another.

4.1. Implications for Future Virtual Environments

One application of our findings is in virtual reality training environments

such as driving simulators, teleoperation and scenarios where distance perception

is important. Prior research has demonstrated distance compression in virtual410

driving simulators [72, 73]. Given that the context of driving may present a

combination of auditory and visual information, prolonged training with such

systems that are not explicitly designed to account for cross-modal congruence

may subject trainees to compressing their perceived distances, with potentially

dangerous carry over to the real world. Virtual environment designers and415

developers should carefully consider the semantic and temporal relationships be-

tween audio and visual cues when creating their environments, paying particular

attention to dynamic environments where sound cues are leading visual cues.

This problem is particularly exacerbated by the added factor of motion in the

display. For example, motion in a virtual environment is subject to a variety420
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of visual filters, e.g. motion blur, and auditory filters, e.g. reverberance, to

create a degree of realism in the training simulator. While blur has been shown

to impact perceived depth [27] in static environments and where observers do

not move, its impact on distance perception in environments where observers

move has been contested [74]. In the context of our findings, blur coupled425

with temporally incongruent sources which may also move could result in worse

distance compression.

Recent work has recommended a familiarization phase [75] to reduce distance

compression when using head mounted display hardware. Yet this approach may

not account for what is in the environment, rather than how it is displayed, and430

how the content of the environment may impact perceived distance. Familiariza-

tion with using a head mounted display is not the same as familarization with an

environment displayed through a head mounted display. As simulations become

more complex, increasingly exploit high fidelity multisensory environments using

personalized 3D audio [76], and are used for training, it will become increasingly435

important to understand how various factors influence distance perception so

that these simulations may accurately reflect their corresponding real world

scenarios. As our findings demonstrate reduced distance compression with spatial

congruence, while previous work demonstrates reduced distance compression

with spatial incongruence [49], we must consider that this is probably due to440

differences in complexity and ecological level of the stimuli used. If the factors

underlying multisensory integration of various stimuli, and how they interact,

are better understood then we may create virtual reality experiences which

mitigate the need for extensive familiarization and improve simulated to real

world transitions.445

Although visual cues receive a larger weighting in multisensory integration

due to their tendency to be less noisy [59], our results suggest that, at least with

respect to temporal appearance, auditory information may act as an ‘anchor’ for

distance perception, establishing an initial estimate of how far away something

is. For VR applications, these findings emphasize the importance of auditory450

cues in 3D spatial diegetic user interfaces, i.e interfaces which appear within the

environment rather than overlayed on the screen. Designing a rich, multisensory

environment taking our results into account, for example rendering sounds

temporally incongruent to visual cues, may result in experiences which reduce

distance compression on the part of users, making virtual reality a more robust455

tool for simulators, remote performance of tasks and other applications that rely

on accurate and precise distance perception.
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Ultimately, our results indicate how VR experience designers must take care

when moving beyond visual only experiences which incorporate multisensory

stimulation. Cross-modal correspondences between stimuli are not restricted to460

just visual and auditory information. As studies in HCI increasingly explore

human behaviour in VR involving tactile, gustatory, and even olfactory stimu-

lation [77], understanding fundamental relationships between all 5 senses and

how they combine to form our perception and in turn understanding of reality,

with implications for sense of presence and immersion, is critical to the design of465

better VR experiences.

5. Conclusion

Distance perception in virtual environments is a challenge involving many

factors from top-down cognitive factors to bottom-up features of distance cues

related to the stimuli perceived in the environment. Our focus is on audivisual470

virtual environments, and how audio and visual cues together result in varying

distance judgements. We ran 2 experiments to study the impact of semantic

association and latency between auditory and visual stimuli on distance percep-

tion. Previous work has assumed semantic congruence by the use of stimuli that

have explicit, natural associations. Our study explicitly tested this assumption,475

with results showing no effect of semantic congruence on distance compression

in a distance discrimination task. However, this semantic relationship was based

on low level cues: future work should investigate semantic associations between

stimuli which are individual or personal to the observer by exposing participants

to stimuli beforehand or using digitized personal objects of participants. The480

impact of negative temporal incongruence i.e. latency, interacts with the spatial

congruity between the sound and the visual object such that a sound delay

when audiovisual stimuli were spatially incongruent resulted in reduced distance

compression. Future work will investigate whether the effect of latency trans-

lates to dynamic environments with reverberation, if the impact of spatial and485

temporal incongruence on distance perception is consistent across more realistic

environments, and how these factors may interact with semantic relationships

between stimuli in densely populated environments. Future work should also

investigate if these effects are observed in different distance perception tasks to

further clarify their impact on egocentric distance perception and compression490

generally.

Considerable previous work shows how congruent presentation of multisensory
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stimuli results in more efficient processing of those stimuli, e.g. [31, 78]. Given

that virtual reality applications are moving towards multisensory experiences

for a wide range of applications, it is imperative to investigate how various495

multisensory cues can be combined, and how they in turn will influence features

of the user experience such as distance perception. Future work will build a

model which predicts how audio and visual cues are integrated together to

inform distance judgements. This includes high level factors such as semantic

relationships between multisensory stimuli. Taking into account the findings500

reported here, such a model may prove fruitful for practitioners and could be

implemented as a software tool for aiding the construction of virtual environments

which minimize distance compression, making such environments better suited

to a wide range of applications that require accurate and precise spatial and

distance perception.505
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