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Summary	

Recent	studies	demonstrate	the	use	of	two-photon	lithography	(TPL)	combined	with	

line-of-sight	(LOS)	deposition	to	fabricate	3D	artificial	spin-ice	(3DASI)	systems	comprising	

magnetic	nanowires	arranged	in	a	diamond-bond	lattice	geometry.	This	thesis	explores	the	

micromagnetic	 studies	 performed	 for	 the	 initial	 lattice	 characterisation	 and	 later	work	

demonstrating	magnetic	charge	propagation	within	these	lattices.		

The	fabrication	method	yields	nanowires	with	a	novel	crescent-shaped	cross-section;	

we	 explore	 the	 impact	 of	 this	 geometry	 on	 domain	 wall	 (DW)	 structure	 and	magnetic	

reversal.	We	show	that	 the	wires	are	 Ising-like:	a	single	domain	with	a	sharp	 transition	

between	two	well-defined	states.		

We	 computed	 spin	 textures,	 energies	 and	 surface	 charge	 associated	 with	

conventional	artificial	spin-ice	vertex	types.	The	ice-rule	states	are	almost	degenerate,	and	

singly	charged	monopole	excitations	are	stable.	Computed	surface	charge	densities	aid	the	

identification	of	magnetic	charges	and	their	propagation	through	the	lattice.		

We	find	that	the	energy	associated	with	excitations	upon	surface	coordination-two	

vertices	is	a	factor	~3	larger	than	their	counterparts	upon	coordination-four	vertices	in	the	

bulk.	The	computed	energies	inform	Monte-Carlo	simulations	performed	by	collaborators	

to	reproduce	experimental	results.		
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Despite	 the	 success	 of	 TPL	 as	 a	 tool	 for	magnetic	 nanostructure	 fabrication,	 LOS	

deposition	yields	thin	substrate	film	interacting	with	functional	components	and	producing	

spurious	signals	during	measurements.	Chapter	5	explores	a	poly(acrylic	acid)	sacrificial	

layer	 compatible	 with	 TPL	 and	 laser	 ablation	 to	 remove	 substrate	 film.	 The	 method	

produces	isolated	magnetic	nanowires	with	no	detectable	film	upon	the	substrate,	and	we	

introduce	 a	 nucleation	 pad	 to	 control	 DW	 injection.	 An	 out-of-plane	 perturbation	 is	

explored	to	control	DW	motion.	The	validity	of	the	result	is	discussed.		

The	sacrificial	layer	procedure	is	applied	to	fabricating	3DASI	lattices	to	show	that	

previously	detected	low-field	features	due	to	background	film	in	MOKE	measurements	are	

eliminated.	We	show	that	careful	consideration	of	polariser	and	analyser	angle	in	MOKE	

can	be	exploited	to	obtain	depth-dependent	switching	information	elucidating	switching	in	

the	different	sublattices.		 	
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Abstract	

Three-dimensional	magnetic	nanostructures	have	become	subject	to	recent	intense	

interest	due	to	the	availability	of	new	fabrication	techniques.	3D	nanostructured	materials	

provide	 access	 to	 a	 host	 of	 new	phenomena	 such	 as	 novel	 spin	 textures	 established	by	

exotic	 3D	 geometries	 and	 curvature,	 ultrafast	 domain	 walls	 beating	 the	 Walker	 limit,	

controlled	spin-wave	emission,	and	a	plethora	of	technological	applications.		

Two-photon	 lithography	 (TPL)	 is	 a	powerful	 tool	 facilitating	 the	 fabrication	of	3D	

magnetic	nanostructures,	as	has	been	demonstrated	in	recent	work	realizing	a	3D	lattice	of	

nanowires	arranged	in	a	diamond	bond	structure.	Initial	experimental	work	has	shown	that	

this	 technique,	 when	 combined	 with	 thermal	 evaporation,	 can	 be	 used	 to	 produce	 3D	

artificial	spin-ice	(3DASI)	systems.		

After	providing	a	background	to	the	relevant	physics	and	experimental	techniques,	

chapter	 4	 outlines	 a	 detailed	micromagnetic	 study	 of	 key	 geometries	 that	make	 up	 the	

experimental	3DASI	lattice.	This	study	provides	a	detailed	understanding	of	switching	in	

individual	 wires,	 coordination-two	 bipod	 structures	 present	 on	 the	 surface	 and	

coordination-four	 tetrapod	 structures	 present	within	 the	 bulk.	 These	 studies	 provide	 a	

deeper	understanding	of	measurements	performed	upon	the	system.	TPL	with	line-of-sight	

(LOS)	 deposition	 results	 in	 magnetic	 nanowires	 with	 a	 crescent-shaped	 cross-section	

where	 non-uniform	 thickness	 and	 curvature	 leads	 to	 novel	 switching	mechanisms	 and	

perturbs	domain	wall	structure.	Simulations	show	that	the	individual	wires	in	the	lattice	
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are	 Ising-like,	 single	domain	with	 sharp	 reversals	between	 two	well-defined	 states.	The	

crescent-shaped	cross-section	perturbs	domain	wall	structure	and	introduces	novel	edge	

states	 impacting	 switching.	 The	 Ising-like	 condition	 continues	 to	 hold	 in	more	 complex	

geometries	 comprising	 these	wires.	 Simulations	exploring	 the	 switching	 in	 single	wires,	

bipod	systems,	and	tetrapod	systems	are	explored	and	compared	to	experimental	optical	

magnetometry.		

Every	permutation	of	magnetization	within	coordination-two	and	coordination-four	

vertices	 are	 simulated	 to	 obtain	 spin	 textures,	 energies,	 and	 magnetic	 surface	 charge	

density	of	conventional	artificial	spin-ice	vertex	types.	The	energies	of	ice-rule	states	are	

found	to	be	almost	degenerate,	and	high	energy	singly	charged	monopole	states	are	shown	

to	 be	 stable.	 Doubly	 charged	 monopole	 states	 are	 not	 stable	 within	 the	 simulation	

geometries.		

Computed	magnetic	 surface	 charge	 density	 aids	 the	 identification	 of	 vertex	 types	

measured	using	magnetic	force	microscopy,	enabling	the	identification	of	magnetic	charges	

propagating	through	the	lattice.	The	energy	associated	with	a	monopole	excitation	upon	

the	surface	coordination-two	vertices	of	the	3DASI	is	shown	to	be	a	factor	of	~3	higher	than	

an	excitation	in	the	coordination-four	vertices	of	the	bulk.	The	utilisation	of	the	calculated	

energies	within	Monte	Carlo	simulations	performed	by	collaborators	allowed	a	reasonable	

agreement	to	be	obtained	with	experimental	results.		

Despite	the	success	of	TPL	and	LOS	deposition	as	a	tool	for	magnetic	nanostructure	

fabrication,	 a	 limitation	 in	 the	 methodology	 comes	 from	 a	 thin	 film	 of	 the	 functional	

material	being	deposited	on	the	substrate.	In	the	case	of	magnetic	materials,	the	substrate	

film	may	interact	with	the	functional	components	and	unwanted	signals	in	measurements	
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using	MOKE	or	other	techniques	where	relatively	large	spot	sizes	capture	background	film.	

The	presence	of	substrate	film	is	then	a	limiting	factor	in	the	types	of	structures	that	may	

be	 fabricated	 using	 TPL	 and	 studied.	 Chapter	 5	 explores	 a	 modification	 to	 the	 TPL	

fabrication	procedure	to	include	a	poly(acrylic	acid)	sacrificial	layer	compatible	with	TPL	

and	laser	ablation	to	create	a	process	that	removes	the	substrate	film.	The	novel	sacrificial	

layer	process	is	used	to	produce	isolated	magnetic	nanowires	with	no	detectable	material	

upon	the	substrate.	MOKE	measurements	upon	a	simple	nanowire	show	hysteresis	loops	

with	a	sharp	transition	at	9.9	mT,	 the	introduction	of	a	large	nucleation	pad	reduces	the	

wire	switching	field	to	1.63	mT,	demonstrating	controlled	domain	wall	injection	into	the	

nanowire.	We	present	a	proof-of-principle	of	using	3D	nanostructuring	to	introduce	out-of-

plane	 perturbations	 to	 control	 domain	 wall	 motion	 in	 the	 wires.	 Finite	 difference	

simulations	 elucidate	 the	 pinning	mechanism	 at	 the	 proposed	 perturbation,	 and	MOKE	

magnetometry	suggests	a	3mT	pinning	field.	The	validity	of	the	pinning	measurements	is	

discussed.	 MOKE	 measurements	 performed	 on	 3DASI	 lattices	 fabricated	 using	 the	

sacrificial	 layer	 approach	 show	 that	 previously	 detected	 low-field	 features	 due	 to	

background	film	were	eliminated;	this	shows	potential	for	MOKE	as	a	technique	to	obtain	

depth-dependent	switching	information	from	our	lattice.	In	particular,	it	is	shown	that	the	

experimental	parameters	associated	with	MOKE,	such	as	polarization	and	analyzer	angle,	

can	be	used	to	help	elucidate	switching	taking	place	upon	the	different	sublattices.		

The	successful	implementation	of	a	sacrificial	layer	enables	the	use	of	TPL	with	line-

of-sight	deposition	to	produce	a	wide	variety	of	interesting	3D	geometries	that	have	been	

explored	 within	 the	 literature.	 Examples	 include	 gaussian	 surfaces,	 which	 stabilize	

skyrmions	 and	 other	 topological	 spin	 textures.	 Experimental	 feasibility	 of	 domain	wall	
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injection	into	a	3D	nanowire	system	opens	the	possibility	of	realizing	more	complex	domain	

wall	circuits,	approaching	racetrack	like	devices.	Finally,	the	work	upon	sacrificial	layers	

and	 depth-dependent	 switching	 also	 has	 important	 implications	 for	 the	 study	 of	 3DASI	

systems.	Soon	the	group	intends	to	study	thermal	systems.	Here	the	removal	of	the	sheet	

film	will	eliminate	possible	spurious	signals	 from	the	substrate,	whilst	depth-dependent	

switching	will	allow	the	dynamic	route	to	ground	state	to	be	studied.
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1. Introduction	

In	 the	 current	 generation	 of	 commercially	 available	magnetic	 storage	 devices,	we	

exploit	magnetic	domains	on	a	2D	surface	that	can	be	magnetized	either	“up”	or	“down”	out	

of	the	plane	representing	binary	information.	The	most	ubiquitous	example	of	this	is	the	

hard	disk	drive	(HDD)	comprising	a	spinning	disk	and	read/write	head	used	to	manipulate	

and	measure	 the	 surface	magnetization	 [1].	This	 technology	has	 the	advantage	of	being	

cheap,	reliable,	and	offering	high	storage	capacities.	However,	increasing	demand	for	data	

storage	 capacity	 and	 higher	 read/write	 speeds	 presents	 increasing	 challenges	 for	 the	

technology.	Storage	capacity	may	be	improved	by	increasing	the	density	of	the	magnetic	

domains	on	the	device;	however,	the	commensurate	reduction	in	magnetic	domain	size	will	

ultimately	 result	 in	 domains	 small	 enough	 to	 switch	 between	 “up”	 and	 “down”	 due	 to	

random	 thermal	 fluctuations	 in	 this	 superparamagnetic	 limit	 [2].	 An	 alternative	 is	 to	

increase	 the	 disk	 size;	 however,	 the	 rotation	 speeds	must	 reduce	 to	 ensure	mechanical	

stability,	affecting	read/write	speeds.	The	latter	challenge	is	primarily	addressed	by	cloud	

computing,	 where	 the	 data	 is	 stored	 in	 high-efficiency	 data	 centres	 where	 additional	

storage	 requirements	are	easily	addressed	by	adding	more	devices	at	minimal	 cost	and	

effort.	 In	these	dedicated	environments,	 the	challenge	becomes	the	management	of	heat	

generated	by	computing	process.	Strict	climate	control	is	then	required	in	datacenters	to	

ensure	reliable	operation	of	data	storage	devices	[3]	and	is	currently	estimated	to	account	
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for	50%	of	a	datacenter’s	energy	consumption	[4].	With	global	internet	usage	accounting	

for	10%	of	energy	consumption	[5],	 the	case	 for	more	energy-efficient	devices	becomes	

clear.			

An	 example	 of	 a	 proposed	 device	 capable	 of	 addressing	 these	 challenges	 is	 the	

magnetic	racetrack	memory	proposed	by	Parkin	et	al.	[6],	comprising	magnetic	nanowires	

arranged	 in	 3D	 space	 where	 magnetic	 domains	 along	 the	 wire	 length	 encode	 binary	

information	 (Figure	 1-1).	 Spin-polarized	 currents	 passed	 through	 the	 wire	 move	 the	

magnetic	domains	across	a	set	of	read	and	write	heads	to	measure	and	alter	the	state	of	the	

domains.		

	
Figure	1-1	Magnetic	racetrack	memory	device	concept	as	proposed	by	Parkin	et	al.	

[6].	 (a)	 U-shaped	 magnetic	 nanowires	 arranged	 vertically	 to	 ensure	 maximum	 storage	
density.	 Magnetic	 domains	 along	 the	 wire	 are	 used	 to	 encode	 binary	 information.	 The	
domains	may	be	moved	through	the	racetrack	through	the	application	of	a	spin-polarised	
current.	 (b)	horizontal	 racetrack	where	 the	wire	 is	parallel	 to	 the	 substrate.	 (c)	using	a	
magnetic	 tunnel	 junction,	 the	 orientation	 of	 the	 domain	 above	 the	 read-head	 may	 be	
measured.	(d)	The	magnetisation	of	a	domain	may	be	manipulated	using	a	local	fields	or	
spin-momentum	 transfer	 torque	 through	 spin-polarised	 currents	 perpendicular	 to	 the	
wire.	(e)	vertically	arranged	U-shaped	wires	may	be	placed	in	an	array	to	scale	the	capacity	
of	the	device.		
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The	proposed	magnetic	racetrack	memory	device	has	the	advantage	of	being	solid-

state	 as	 the	 most	 common	 cause	 of	 defects	 in	 current	 generation	 HDDs	 is	 mechanical	

failure.	Extending	the	storage	capacity	to	a	3D	volume	improves	current	capacities,	given	

the	amount	of	unused	space	in	current	devices.	The	first	2D	magnetic	racetrack	memory	

device	realised	by	Parkin	et	al.	comprised	a	set	of	planar	permalloy	magnetic	nanowires	

with	a	set	of	notches	along	the	wire	acting	as	pinning	sites	for	the	magnetic	domain	walls	

(DW)	[6].	This	proof	of	concept	demonstrated	a	device	offering	significant	advantages	over	

extant	 technologies	 with	 faster	 read/write	 speeds	 compared	 to	 HDD	 and	 orders	 of	

magnitude	 reduction	 in	write	 energy	 per	 bit	 compared	 to	 flash	memory.	 Furthermore,	

extending	the	technology	to	a	3D	device	allows	the	utilisation	of	empty	space	above	a	silicon	

wafer.	However,	the	work	outlines	clear	challenges	with	limitations	in	domain	wall	velocity	

and	control	over	domain	wall	motion.		

To	offer	competitive	read	and	write	speeds	with	current	devices,	one	must	be	able	to	

move	domain	walls	through	the	wires	at	high	velocities.	Domain	walls	may	be	moved	along	

a	wire	using	external	magnetic	fields	or	spin-polarised	currents	with	domain	wall	velocity	

increasing	linearly	with	applied	field	and	current.	However,	domain	wall	velocity	is	subject	

to	the	stability	of	the	domain	wall	structure	for	planar	wires,	which	breaks	down	at	a	critical	

value	of	an	applied	field	or	current,	and	the	associated	velocity	is	known	as	the	Walker	limit	

[7].	The	walker	limit	arises	due	to	deformation	in	the	domain	wall	structure,	yielding	an	

increase	in	energy	proportional	to	the	square	of	the	domain	wall	velocity	akin	to	kinetic	

energy	 with	 an	 associated	 effective	 mass	 [8].	 From	 this	 perspective,	 the	 walker	 limit	

represents	the	energy	at	which	a	single	well-defined	domain	wall	is	no	longer	favourable,	

and	Walker	breakdown	occurs.		
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As	further	detailed	in	section	3.2.7,	the	Walker	limit	in	an	idealised	system	shows	a	

strong	dependence	on	 the	nanowire	geometry-dependent	demagnetising	 tensor	 [9];	 the	

domain	wall’s	effective	mass	may	be	tuned	or	eliminated	by	varying	nanowire	geometry.		

Indeed,	micromagnetic	 studies	of	 low	dimensional	 cylindrical	nanowires	and	nanotubes	

reveal	domain	walls	with	zero	effective	mass	beating	the	Walker	limit	and	giving	rise	to	

exotic	physics	such	as	the	spin-Cherenkov	effect	[10,	11]	and	new	domain	wall	types	[12].		

Cylindrical	nanowires	fabricated	using	porous	alumina	templates	with	electrodeposition	

techniques	allow	the	physics	of	domain	walls	in	these	systems	to	be	studied	[13-16],	but	

techniques	to	cast	these	into	arbitrary	3D	geometries	remain	limited.	Combining	positive-

tone	 photoresists	 structured	 using	 two-photon	 lithography	 with	 electrodeposition	 has	

shown	 promise	 to	 yield	 arbitrary	 3D	 geometries	 [17].	 However,	 dark	 erosion	 during	

photoresist	development	limits	the	feature	size.	A	suggested	alternative	uses	negative-tone	

photoresists	for	two-photon	lithography	not	subject	to	dark	erosion	to	produce	templates	

for	 electrodeposition	 [18],	 enabling	 3D	 nanostructuring	 of	 cylindrical	 nanowires	 in	 the	

ultrafast	domain	wall	regime.		

Parallel	research	efforts	focus	on	controllable	domain	wall	motion:	functional	domain	

wall	 devices	 require	 the	 ability	 to	 move	 domain	 walls	 reliably	 between	 well-defined	

positions	and	prevent	any	undesirable	domain	wall	 transport.	There	has	been	extensive	

work	 to	control	domain	wall	motion	by	 introducing	 “pinning”	via	 locally	perturbing	 the	

domain	wall	potential	through	the	introduction	of	notches	[6,	19-23],	curvature	[24,	25],	

breaks	[26],	exchange	bias	[27],	width	modulation	[28,	29],	and	local	magnetostatic	fields	

[30-32].	Despite	 the	 intense	research	effort	 into	various	pinning	mechanisms,	 there	 is	a	

paucity	 of	 research	 applying	 these	 to	 3D	 systems.	 Furthermore,	 3D	 geometries	 will	
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inherently	 contain	 some	 of	 these	 geometric	 features	 such	 as	 width	 modulation	 and	

curvature	 affecting	 domain	 wall	 motion	 and	 structure.	 The	 final	 challenge	 of	 realising	

functional	3D	domain	wall	devices	is	the	nanostructuring	itself.	As	methods	for	producing	

3D	polymer	and	metallic	structures	are	reaching	maturity,	intense	research	is	needed	to	

cast	high-purity	magnetic	materials	into	complex	3D	geometries.		

Beyond	 the	 direct	 technological	 applications	 of	 3D	 nanostructuring,	 there	 is	 also	

significant	promise	 for	 fundamental	 research.	Particularly	pertinent	 to	 this	 thesis	 is	 the	

study	of	artificial	spin-ice,	which	acts	as	a	model	system	to	study	the	physics	of	geometric	

frustration	occurring	when	not	all	pairwise	interactions	within	a	system	may	be	satisfied	

simultaneously.	 Geometric	 frustration	 has	 been	 shown	 to	 play	 an	 important	 role	 in	

molecular	bonding	in	water	ice	[33],	protein	folding	[34],	and	the	production	of	solar	flare	

phenomena	 [35].	 In	 spin-ice,	 geometric	 frustration	 gives	 rise	 to	 emergent	 magnetic	

monopoles	in	the	vector	fields	𝐌	and	𝐇	[36]	with	its	mesoscopic	analogue,	artificial	spin-

ice,	 being	able	 to	 reproduce	 the	essential	physics	of	 these	 systems	 [37].	 	Until	 recently,	

artificial	 spin-ice	 systems	were	 only	 realized	 as	 two-dimensional	 and	quasi-3D	 systems	

(2.5D)	 that	 do	 not	 fully	 capture	 the	 energetics	 required	 to	 realise	 a	 true	 mesoscopic	

analogue	of	bulk	spin-ice.		

Chapter	3	 of	 this	 thesis	 explores	 the	pertinent	 principles	 in	magnetism	 from	 first	

principles,	 gives	 an	 outline	 of	 domain	 wall	 behaviour	 in	 magnetic	 nanowires,	 and	 an	

overview	of	the	physics	of	spin-ice	and	artificial	spin	ice	along	with	the	challenges	faced	in	

this	 subject	 area.	 Chapter	 4	 outlines	 the	 experimental	 methods	 used	 to	 fabricate	 3D	

magnetic	nanostructures	and	the	methods	used	for	characterization	and	experimentation.	

The	 first	 empirical	 chapter	 (chapter	 5)	 details	 micromagnetic	 studies	 performed	 to	
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contextualize	and	elucidate	experimental	results	in	our	work	to	characterize	a	3D	artificial	

spin-ice	 system	 [38]	 and	 demonstrate	 magnetic	 charge	 propagation	 therein	 [39].	 Our	

fabrication	methodology	utilizes	two-photon	lithography	in	combination	with	line-of-sight	

deposition	 through	 thermal	 evaporation	 of	 functional	materials.	 This	method	 has	 been	

shown	 to	be	 a	 versatile	 approach	 to	producing	3D	magnetic	nanostructures	but	 suffers	

from	 background	 sheet	 film	 as	 the	 functional	 material	 is	 uniformly	 deposited	 on	 the	

samples.	 Traditional	 lithography	 techniques	 have	 used	 sacrificial	 layers	 to	 shield	 the	

substrate;	Chapter	6	discusses	the	development	of	a	method	exploiting	similar	principles	

applied	to	two-photon	lithography.	Two-photon	lithography	is	combined	with	a	sacrificial	

layer	and	laser	ablation	to	fabricate	magnetic	nanowires	and	show	a	proof	of	principle	for	

domain	wall	injection	in	3D	magnetic	nanowires.	We	explore	the	possibility	of	controlled	

domain	wall	motion	via	the	introduction	of	a	novel	out-of-plane	perturbation	functioning	

as	a	pinning	site	in	the	wires.	Finally,	the	chapter	explores	MOKE	measurements	of	a	3DASI	

to	 demonstrate	 the	 ability	 to	 obtain	 depth-dependent	 switching	 information	 in	 the	

magnetic	nanowire	lattices.		
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2. 3D	magnetic	
nanostructuring:	the	
current	state	of	the	art.	

	

Recent	 years	 have	 seen	 increasing	 interest	 in	 3D	magnetic	 nanostructures	 made	

accessible	through	the	development	of	novel	fabrication	methods	such	as	Focused	Electron	

Beam	Induced	Deposition	(FEBID)	[40-43]	and	Two-Photon	Lithography	(TPL)	[38,	39,	44].	

FEBID	 is	a	direct-write	method	 for	nanostructure	 fabrication	capable	of	achieving	

feature	 sizes	 similar	 to	 electron-beam	 lithography	 [45],	 with	 the	 additional	 benefit	 of	

enabling	 the	 fabrication	 of	 3D	 nanostructures	 as	 shown	 in	 [43].	 	 The	 process	 uses	 the	

injection	of	a	precursor	gas	which	adsorbs	onto	a	surface,	and	a	focussed	electron	beam	

provided	by	a	scanning	electron	microscope	(SEM)	yields	electron-induced	dissociation	at	

the	focal	spot.	Electron-induced	dissociation	of	precursor	gases	such	as	iron	pentacarbonyl	

(Fe(CO)U)	 and	 cobalt	 carbonyl	 (CoH(CO)V)	 yields	 volatile	 carbonyls	 whilst	 the	 metallic	

elements	remain	on	the	surface.	FEBID	uses	modified	SEM	systems	such	that	stage	rotation,	

translation,	and	tilt	may	be	exploited	to	create	complex	3D	geometries	[42]	(Figure	2-1).	A	

wide	 range	 of	 available	 precursors	 offers	 great	 flexibility	 in	 materials,	 enabling	 the	

fabrication	of	3D	nanostructured	metals,	alloys,	and	superconductors.		
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Figure	2-1	(a)	outline	of	FEBID	fabrication	process.	Precursor	gases	are	injected	to	
the	target	region	where	the	gas	adsorbs	onto	the	surface.	A	focused	electron	beam	at	the	
target	 volume	 results	 in	 electron-induced	 dissociation	 yielding	 volatile	 gases	 and	 the	
metallic	elements	remain	on	the	surface.	Using	stage	translation,	rotation,	and	tilt,	FEBID	
enables	 the	 fabrication	 of	 complex	 3D	nanostructures.	 Figure	 adapted	 from	 [46].	 (b&c)	
example	magnetic	nanostructures	fabricated	using	FEBID	[47,	48].		

Despite	 the	 impressive	 feature	 sizes	 and	 relative	 ease	 of	 use,	 there	 remains	 a	

significant	 limitation	 for	FEBID;	 the	 electron-dissociation	process	 is	not	 selective	 to	 the	

metal-carbon	bonds	in	precursors	used	for	magnetic	materials,	and	volatile	products	may	

recombine	with	the	deposited	metal.	These	factors	result	in	high	levels	of	impurities	which	

have	a	significant	impact	on	the	magnetic	properties	of	the	deposited	material	[49-51].		

One	area	of	interest	regarding	FEBID	is	the	effort	to	improve	nanostructure	purity	

with	particular	gains	made	using	in-situ	local	heating	producing	cobalt	deposits	with	up	to	

80%	 purity	 [52],	 and	 95%	 purity	 being	 achieved	 using	 ex-situ	 annealing	 during	 post-
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processing	[53].	These	methods	applied	to	metal	carbonyl	offer	promising	results,	with	the	

exception	of	nickel’s	principal	carbonyl,	nickel	tetracarbonyl,	being	unfavourable	due	to	its	

extreme	 toxicity	 [54].	 Other	 nickel	 precursors	 are	 available,	 but	 the	 aforementioned	

processing	techniques	have	thus	far	not	resulted	in	high-purity	deposits	[54,	55].	Given	the	

importance	 of	 Permalloy	 (NiV"Fe"W)	 as	 a	material	 in	magnetism	with	 vanishingly	 small	

magnetocrystalline	anisotropy	and	low	coercivity,	this	presents	a	significant	challenge	to	

the	community.		

Thermal	 evaporation	 is	 a	 simple	method	 by	 which	 high-purity	materials	 may	 be	

deposited,	 Sans-Hernandez	 et	 al	 used	FEBID	 to	produce	platinum	 scaffolds	upon	which	

permalloy	could	be	deposited	using	thermal	evaporation	[56].	By	growing	the	nanowire	at	

an	angle	to	the	substrate,	the	group	was	able	to	use	a	novel	dark-field	MOKE	technique	to	

characterise	the	wires.	Despite	the	success	of	this	work,	its	applicability	is	restricted	to	a	

limited	 set	 of	 geometries;	 in	 any	 optical	 magnetometry	 upon	 nanostructures	 orders	 of	

magnitude	smaller	than	the	focal	spot,	there	must	be	careful	consideration	of	signal	from	

the	substrate	overwhelming	signal	from	the	region	of	interest.		

One	final	limitation	to	FEBID	pertinent	to	this	thesis	is	the	speed	of	the	process	with	

deposition	rates	well	below	1	µm	per	second	[57,	58].	Despite	its	impressive	feature	size,	

the	technique	is	currently	unsuitable	for	larger	structures.	Although	unable	to	offer	feature	

sizes	 competing	 with	 FEBID,	 two-photon	 lithography	 offers	 write	 speeds	 orders	 of	

magnitude	larger	(up	to	10	mm	sQ")	than	FEBID.	TPL	harnesses	two-photon	absorption	to	

induce	polymerisation	in	a	photoresist	at	a	diffraction-limited	focal	spot	of	a	femtosecond	

pulsed	laser	[59],	with	the	relevant	physics	discussed	in	section	3.4	and	methods	in	section	

4.1	To	produce	3D	magnetic	nanostructures,	 one	may	write	 channels	 in	 a	positive-tone	
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photoresist	 which	 are	 back-filled	 with	 the	 desired	 functional	 materials	 using	

electrodeposition	(Figure	2-2	a&b)	[17].	However,	dark	erosion	places	significant	limits	on	

the	 achievable	 lateral	 feature	 size	 (>400	 nm)	 and	 producing	 single-domain	 magnetic	

nanowires	using	this	method	remains	a	challenge.	Recent	focus	on	using	TPL	to	realise	3D	

magnetic	 nanostructures	 uses	 a	 negative-tone	 resist	 to	 produce	 a	 scaffold	 upon	 which	

functional	 materials	 are	 cast	 (Figure	 2-2	 c)	 using	 thermal	 evaporation	 [38,	 39],	 high-

vacuum	sputtering	[60],	electroless	deposition	[18,	61],	or	magnetron	sputtering	[62].	The	

focus	of	 this	work	 is	magnetic	nanostructures	 fabricated	using	a	negative-tone	 resist	 in	

combination	with	thermal	evaporation.			

	

Figure	 2-2	 example	 structures	 fabricated	 using	 two-photon	 lithography.	 (a)	 tilted	
SEM	of	a	tetrapod	structure	created	using	a	positive	tone	resist	and	electrodeposition.	After	
electrodeposition,	the	resist	is	stripped	to	leave	an	isolated	metallic	nanostructure.	(b)	top-
down	SEM	of	the	structure	shown	in	(a)	revealing	a	~400nm	lateral	feature	size	[17].	(c)	
SEM	of	buckyball	nanostructure	fabricated	using	a	negative	tone	photoresist	upon	which	a	
30nm	Cobalt	layer	was	sputtered	[60]	

Standard	commercial	TPL	systems	offer	a	minimum	feature	size	of	~160	nm	for	IPL-

780	negative-tone	photoresists	which	 can	be	 reduced	using	post-processing	 techniques	
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such	as	pyrolysis,	oxygen	plasma	etching,	or	a	combination	of	 the	 two	[63]	as	shown	 in	

Figure	2-3a.		

	

Figure	 2-3	 (a)	 SEM	 of	 buckyball	 nanostructure	 fabricated	 using	 TPL	 showing	 the	
reduction	in	feature	size	after	plasma	etching,	pyrolysis,	and	a	combination	of	the	two	[63].	
(b)	SEM	of	woodpile	structure	fabricated	using	TPL	with	a	405nm	laser	yielding	a	lateral	
feature	size	of	65	nm	[64].	Measured	lateral	point	spread	function	of	lasers	in	STED	TPL	
system	at	the	focal	spot	(c)	PSF	of	780	nm	stimulation	laser	(d)	PSF	of	532	nm	depletion	
laser	with	phase	mask	applied	yielding	a	ring-like	focal	spot	[65].		

Alternatively,	 modifications	 to	 standard	 systems	 have	 shown	 great	 progress	 in	

feature	 size	 reduction	with	 feature	 sizes	well	 below	100	nm.	The	most	 straightforward	

method	is	to	replace	the	standard	780	nm	laser	with	a	405	nm	laser	to	reduce	the	focal	spot	

size	yielding	 the	smallest	reported	 lateral	 feature	size	of	65	nm	in	a	woodpile	structure	
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(Figure	2-3	b)	[64].	Another	approach	known	as	stimulated	emission	depletion	(STED)	TPL	

uses	 a	 780	 nm	 laser	with	 an	 additional	 532	 nm	 laser	 passed	 through	 a	 phase	mask	 to	

generate	a	Laguerre-Gaussian	mode	at	the	focal	spot.	Figure	2-3	c	&	d	show	the	point	spread	

function	of	the	primary	activation	laser	and	the	depletion	laser	(respectively)	in	the	focal	

plane.	 This	 ring-like	 intensity	 profile	 inhibits	 polymerisation	 to	 yield	 reported	 lateral	

feature	sizes	of	55	nm	[65].	

With	promising	advances	in	feature	size	for	TPL	using	negative-tone	photoresists	and	

its	high	write	speed,	there	is	an	exciting	promise	for	3D	nanomagnetism	when	combined	

with	thermal	evaporation.	There	remains	a	key	challenge	as	these	deposition	techniques	

are	not	selective;	functional	material	is	deposited	on	both	the	desired	components	and	the	

substrate,	which	may	 result	 in	 undesirable	 interactions	 between	 the	 two.	 Using	 FEBID,	

Sans-Hernandez	et	al.	grew	platinum	nanowires	angled	away	from	the	substrate	and	cast	

permalloy	upon	the	structures	using	thermal	evaporation	[56].	By	placing	the	wire	at	an	

angle,	the	wire	and	film	response	could	be	measured	with	separate	detectors	(Figure	2-4	

a),	whilst	 adding	 a	 bridge	 to	 shadow	 the	wire-substrate	 interface	 from	 the	 evaporation	

source,	resulting	in	wires	independent	of	the	substrate	film	(Figure	2-4	b).	This	dark	field	

MOKE	method	is	reliant	on	the	signal	of	the	substrate	and	the	nanostructure	being	reflected	

at	separate	and	well-defined	angles	and	is	thus	limited	to	simple	geometries.		

A	later	attempt	at	selectively	depositing	materials	employed	a	sacrificial	stencil	mask	

written	on	the	structure	using	TPL	[66].	Spin-coating	an	SU8	(negative	tone)	photoresist	

onto	a	glass	slide	provides	a	sacrificial	layer	which	is	briefly	exposed	to	UV	light	before	IPL	

photoresist	is	drop-cast	upon	the	sacrificial	layer.	The	UV	flashing	polymerises	the	SU8	and	

provides	a	barrier	preventing	diffusion	of	layers.	The	desired	nanostructure	may	then	be	
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written	in	the	same	step	as	the	sacrificial	stencil	mask,	where	the	stencil	mask	is	anchored	

only	 to	 the	 SU8	 layer	 and	 not	 the	 substrate.	 After	 development	 in	 IPA	which	 removes	

residual	 IPL	whilst	 the	SU8	remains	unaffected,	metals	may	be	deposited	using	 thermal	

evaporation	 exposing	 only	 the	 selected	 areas	 to	 the	 evaporation	 source.	 Finally,	 the	

sacrificial	structure	is	removed	in	the	standard	SU8	developer.	

a	

	

b	

	

c	

	

d	

	

Figure	 2-4	 (a)	 dark-field	 MOKE	 configuration	 for	 measuring	magnetic	 nanowires	
grown	at	an	angle	from	the	substrate.	With	different	incident	angles	for	the	substrate	and	
the	nanowire,	reflections	off	the	substrate	and	the	wire	may	be	measured	separately.	(b)	
SEM	of	magnetic	nanowire	grown	at	an	angle	 from	the	substrate	using	FEBID.	A	bridge	
structure	 shadows	 a	 section	 of	 the	 nanowire	 near	 the	 base	 to	 ensure	 the	 wire	 is	
disconnected	from	the	substrate.	Scale	bar	indicates	𝟏	𝛍𝐦.	Panel	a&b	adapted	from	[56].		
(c)	outline	of	TPL	fabrication	method	using	sacrificial	stencils	enabling	selective	deposition	
of	metals.	(d)	tilted	SEM	showing	inside	of	sacrificial	structure	after	evaporation	indicating	
the	position	of	a	metallic	nanowire	deposited	upon	a	pedestal.	Panel	c&d	adapted	from	[66].	

The	process	is	outlined	in	(Figure	2-4	c)with	an	SEM	image	of	the	structure	showing	

the	 sacrificial	 stencil	 and	 the	 deposited	 material	 underneath	 in	 Figure	 2-4	 d.	 These	

sacrificial	stencils	show	promise	for	selective	deposition	upon	2D	surfaces	but	are	limited	

to	2D	structures.	At	the	very	least,	applying	this	method	to	3D	nanostructuring	would	be	
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prohibitively	 difficult.	 The	 intuitive	 next	 step	 to	 selective	 deposition	 is	 to	 remove	 the	

sacrificial	 stencil;	 with	 the	 material	 deposited	 on	 the	 polymerised	 SU8	 film,	 one	 could	

directly	deposit	on	the	sample	and	perform	a	lift-off	procedure.	Unfortunately,	 lifting	off	

the	 polymerised	 film	 requires	 an	 ultrasonic	 bath	 which	 can	 easily	 damage	 delicate	 3D	

nanostructures.		

The	work	presented	in	chapter	6	explores	a	novel	method	for	fabricating	3D	magnetic	

nanostructures	using	polyacrylic	acid	(PAA)	as	a	sacrificial	layer.	PAA	may	be	ablated	using	

a	femtosecond	pulsed	laser	like	those	in	TPL	systems	and	remains	unaffected	by	standard	

developer	chemicals	used	in	TPL	whilst	swelling	in	water.	We	show	a	proof-of-principle	by	

fabricating	a	complex	magnetic	domain	wall	conduit	without	functional	materials	upon	the	

substrate	and	demonstrate	the	feasibility	of	the	method	for	the	fabrication	of	3D	magnetic	

nanostructures.		
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3. Background	

This	chapter	concerns	the	theoretical	basis	of	the	concepts	pertinent	to	this	work	to	

establish	a	description	of	ferromagnetic	materials,	artificial	spin	ice,	and	magnetic	domain	

wall	structure.	In	addition,	we	explore	the	principles	governing	the	fabrication	techniques	

used	for	this	work.	

3.1. Basic	Concepts	

3.1.1. Magnetic	Moments	

The	basic	building	block	in	any	description	of	magnetism	is	the	magnetic	moment,	

and	 its	 response	 to	 external	 magnetic	 fields	 is	 essential	 in	 understanding	 dynamic	

processes.	 There	 exist	 two	 useful	 classical	 definitions	 of	 a	magnetic	moment.	 The	 first	

comprises	a	dipole	moment	between	two	hypothetical	charges	separated	by	some	distance	

𝐝	 as	 an	 analogy	 to	 an	 electric	 dipole,	 as	 shown	 in	 Figure	 3-1a.	 The	 other	 definition	 is	

associated	with	the	magnetic	field	generated	by	a	closed	loop	of	current,	as	shown	in	Figure	

3-1b.	
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Figure	3-1	Depiction	of	definitions	of	magnetic	moments.	(a)	Dipole	model	with	two	
charges	-q	and	q	separated	by	a	finite	distance	d.	(b)	Current	flowing	in	a	loop	enclosing	an	
area	A.	

In	the	case	of	the	current	loop,	the	magnetic	moment	is	defined	as	the	product	of	the	

magnitude	of	the	current	through	the	loop	(𝐼)	and	the	normal	vector	of	the	area	enclosed	

by	the	current	loop	(𝐀)	[67]	

𝛍 = 𝐼𝐀	 3.1	

To	determine	the	magnetic	field	(𝐁)	at	position	𝐫	due	to	the	current	loop,	we	consider	

Ampère's	circuital	law	in	the	steady-state	which	equates	the	curl	of	the	magnetic	field	to	

the	product	of	the	permeability	of	free	space	(𝜇,)	and	the	current	density	(𝐣)	at	position	

(𝐫′):	

∇ × 𝐁(𝐫) = 𝜇,𝐉(𝐫X)	 3.2	

And	we	choose	the	Coulomb	gauge	(𝐁 = ∇ × 𝐀	and	∇ ∙ 𝐀 = 0)	such	that:	
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∇ × 𝐁 = ∇ × (∇ × 𝐀) = ∇(∇ ∙ 𝐀) − ∇H𝐀 = −∇H𝐀	 3.3	

The	vector	A	indicates	the	magnetic	vector	potential	3.1.	Substituting	3.3	into	3.2	then	

yields:	

∇H𝐀 = −𝜇,𝐉(𝐫X)	 3.4	

Which	is	the	Poisson	Equation	with	the	solution	

𝐀(𝐫) =
𝜇,
4𝜋

�
𝐉(𝐫X)
|𝒓 − 𝒓X|

𝑑Y𝐫′	 3.5	

Given	that	𝐁 = ∇ × 𝐀	and:	

∇ ×
𝐉(𝐫X)
|𝒓 − 𝒓X|

=
𝐉(𝐫X) × (𝒓 − 𝒓X)

|𝒓 − 𝒓X|𝟑
	 3.6	

It	follows	that		

𝐁(𝐫) =
𝜇,
4𝜋

�
𝐉(𝐫X) × (𝒓 − 𝒓X)

|𝒓 − 𝒓X|𝟑
𝑑Y𝐫′	 3.7	

In	differential	form	and	taking	that	for	a	thin	wire	𝐣(𝐫X)dY𝒓X = 𝐼𝑑𝓵	and	taking	the	limit	

where	𝐫	 = 𝐫′,	we	arrive	at	the	familiar	form	of	the	Biot-Savart	law:	

𝑑𝐁(𝐫) =
𝜇,𝐼
4𝜋

𝑑𝓵 × 𝒓
𝑟𝟑

	 3.8	

It	then	follows	that	the	magnetic	field	outside	of	the	current	loop	is	given	by:	
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𝐁 = 𝜇,𝐇 =
𝜇,
4𝜋

�
3𝐫(𝛍 ∙ 𝐫)

𝑟U
−
𝛍
𝑟Y
�	 3.9	

The	potential	energy	of	a	magnetic	moment	in	a	magnetic	field	is	given	by:	

𝑈 = −𝛍 ∙ 𝐁	 3.10	

Therefore,	it	follows	that	the	force	acting	upon	the	magnetic	moment	is	given	by:	

𝐅 = −∇𝑈 = ∇(𝛍 ∙ 𝐁)	 3.11	

If	we	take	the	magnetic	field	due	to	one	moment	and	introduce	a	second	moment	into	

the	field,	we	find	the	dipole	interaction	energy	due	to	the	interaction	between	the	moments	

through	substitution	of	3.9	into	3.10:	

𝑈 = −(𝛍 ∙ 𝐁) = −
𝜇,
4𝜋𝑟Y

[3(𝛍𝟏 ∙ 𝐫.)(𝛍𝟐 ∙ 𝐫.) − 𝛍𝟏 ∙ 𝛍𝟐]		 3.12	

3.1.2. Atomic	Moments	

3.1.2.1. Orbital	Magnetic	Moment	

We	 may	 refer	 to	 the	 Rutherford	 model	 of	 the	 atom	 to	 establish	 an	 intuitive	

understanding	of	orbital	magnetic	moment.	The	Rutherford	model	posits	electrons	moving	

in	circular	orbits	about	the	nucleus,	which	establishes	small	current	loops.	In	this	model,	

the	current	(I)	of	each	orbit	with	radius	𝑟	is	given	by	the	charge	(𝑒)	of	an	electron	divided	

by	 the	 orbital	 period	 𝐼 = 𝑒𝑣 2𝜋𝑟⁄ .	 The	 moment	 of	 an	 electron	 in	 the	 simple	 case	 of	 a	

hydrogen	atom	is	then	found	with	the	product	of	current	and	the	area	enclosed	by	the	orbit	

as	per	equation		3.1:	



	

25	

𝜇; = 𝐼𝐴 =
𝑒𝑣
2𝜋𝑟

	2𝜋𝑟H =
𝑒𝑣𝑟
2
	 3.13	

This	may	also	be	expressed	in	terms	of	orbital	angular	momentum	𝐿 = 𝑚𝑣𝑟	and	the	

orbital	gyromagnetic	ratio	𝛾; = 𝑒 2𝑚⁄ $ .	

𝜇; =
𝑒𝑣𝑟
2

=
𝑒

2𝑚$
𝐿 = 𝛾;𝐿	 3.14	

This	result	does	not	account	for	the	quantization	of	angular	momentum	(𝐿),	which	is	

described	in	terms	of	a	positive	integer	value	known	as	the	orbital	quantum	number	ℓ	(or,	

azimuthal	quantum	number)	in	the	expression:	

𝐿H = ℏHℓ(ℓ + 1)	 3.15	

The	azimuthal	quantum	number	may	take	a	non-negative	integer	value.	Measuring	a	

principal	component	of	the	angular	momentum	vector	yields	the	result			

𝐿$̂ = ℏ𝓂G 	 3.16	

Where	𝑚G 	 is	the	magnetic	quantum	number	and	may	take	non-zero	integer	values	

from	−ℓ	to	ℓ.	In	the	simple	case	of	the	hydrogen	atom	with	a	single	electron	such	that	𝐿 =

ℏ,	the	orbital	magnetic	moment	is	given	by		

𝜇; = 𝜇I =
𝑒ℏ
2𝑚

= 9.27 × 10QH^A	mH	 3.17	

This	 value	 (𝜇I)	 is	 known	 as	 the	 Bohr	 magneton,	 the	 most	 fundamental	 unit	 of	

magnetic	moment.	
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3.1.2.2. Spin	

The	Stern-Gerlach	experiment	performed	in	1922	used	a	collimated	beam	of	silver	

atoms	passed	through	a	non-uniform	magnetic	field	perpendicular	to	the	beam[68].	The	

contemporarily	dominant	Bohr-Sommerfeld	theory	of	quantum	mechanics	predicted	the	

observed	beam	splitting	along	the	magnetic	field	direction	due	to	the	quantization	of	orbital	

angular	momentum.	Gerlach	used	silver	 in	his	experiments	to	yield	sufficient	signal	and	

was	thought	to	have	non-zero	angular	momentum	due	to	a	single	valence	electron.	Later	

developments	in	quantum	mechanics	showed	that	this	is	incorrect	with	the	single	valence	

electron	in	the	5s	orbital	with	an	azimuthal	quantum	number	ℓ = 0	and,	therefore,	zero	

angular	momentum.	It	follows	that	there	must	exist	another	source	of	angular	momentum.		

Wolfgang	 Pauli	 postulated	 an	 additional	 degree	 of	 freedom	 to	 explain	 hyperfine	

splitting	in	spectroscopic	data	in	1924.	George	Uhlenbeck	and	Samuel	Goudsmit	identified	

this	as	angular	momentum	intrinsic	to	the	electron,	or	electron	spin	[69].		

Spin	angular	momentum	follows	similar	rules	as	those	for	orbital	angular	momentum	

outlined	in	equations	3.15	and	3.16	with	the	magnitude	of	the	spin	vector	(S)	in	terms	of	

the	spin	quantum	number	𝓈:		

𝑆H = ℏH𝓈(𝓈 + 1)	 3.18	

And	the	component	of	spin	along	any	principal	axis	in	a	cartesian	framework	is	given	

by:	

𝑆$̂ = ℏ𝑚0	 3.19	
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Where	the	subscript	�̂�	indicates	the	unit	vector	associated	with	a	cartesian	axis,	𝑚0	

gives	the	spin	magnetic	quantum	number	which	may	take	values	of	𝓈	or	−𝓈	where	𝓈 = 1 2⁄ 	

for	all	fermions.	The	magnetic	moment	of	an	electron	is	given	by	the	expression	

𝜇0 = 𝛾0𝑆 = ±
𝛾0ℏ
2
	 3.20	

Where	𝛾0	 is	 the	 spin	gyromagnetic	 ratio	given	by	 the	 ratio	of	electron	charge	and	

electron	mass.	 The	 spin	 gyromagnetic	 ratio	 is	 related	 to	 the	 orbital	 gyromagnetic	 ratio	

according	to:	

𝛾0 = 𝑔
𝑒

2𝑚$
= 2𝛾;	 3.21	

Where	 𝑔	 denotes	 the	 electron	 g-factor,	 a	 dimensionless	 constant	 with	 an	

experimentally	determined	value	of	𝑔 ≈ −2.	Substituting	3.21	into	3.20	gives	the	result	that	

the	electron's	magnetic	moment	due	to	its	intrinsic	angular	momentum	is	equal	to	the	Bohr	

magneton	at	the	aforementioned	value	of	9.27 × 10QH^A	mQH	

𝜇0 = ±𝛾0
ℏ
2
= ±𝛾;ℏ = ±

𝑒ℏ
2𝑚$

= ±𝜇I	 3.22	

3.1.3. Spin-orbit	coupling.		

Orbital	magnetic	moment	and	spin	magnetic	moment	were	discussed	in	the	previous	

sections;	 however,	 we	 must	 consider	 the	 interaction	 between	 the	 two.	 The	 most	

straightforward	 description	 can	 be	 found	 in	 the	 semiclassical	 Bohr-Sommerfeld	

description	of	 the	 atom	when	 considering	a	 reference	 frame	at	 rest	with	 respect	 to	 the	

electron.	In	this	picture,	we	observe	the	positively	charged	nucleus	orbiting	the	electron.		
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Following	the	Biot-Savart	3.8,	the	magnetic	field	at	the	centre		of	a	loop	with	radius	r	

carrying	a	current	I	is	given	by:	

𝐁 =
𝜇,
4𝜋𝑟Y

	𝐈 × 𝐫	 3.23	

Which	can	be	written	in	terms	of	the	current	being	the	product	of	charge	(-Ze)	and	

velocity	(v)	divided	by	the	circumference	of	the	current	loop	

𝐁 =
𝜇,
4𝜋

𝑍𝑒
𝑟Y
	𝐯 × 𝐫.	 3.24	

Taking	angular	momentum	as	𝐋 = 𝑚𝐫 × 𝐯 = −𝑚𝐯 × 𝐫	

𝐁 = −
𝜇,
4𝜋

𝑍𝑒
𝑚𝑟Y

𝐋	 3.25	

Substitution	into	3.10	then	yields:	

𝑈 =
𝜇,
4𝜋

𝑍𝑒
𝑚𝑟Y

𝐋 ∙ 𝐒	 3.26	

Where	S	is	the	angular	momentum	which	may	take	values	of	±ℏ 2⁄ 	corresponding	to	

spin-up	(+ℏ 2⁄ )	and	spin-down	(−ℏ 2⁄ )	and	implies	an	interaction	between	an	electron's	

orbital	angular	momentum	and	its	spin	resulting	in	degeneracy	lifting	of	electron	orbitals	

with	a	single	electron.	The	result	also	allows	the	definition	of	a	useful	quantity	representing	

the	total	angular	momentum	as	the	sum	of	orbital	angular	momentum	and	spin	angular	

momentum.	

𝐉 = 𝐋 + 𝐒	 3.27	
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3.1.3.1. Hund's	first	rule	

Hund's	first	rule	states	that	the	term	with	the	highest	spin	multiplicity	has	the	lowest	

energy	 for	 a	 given	 electron	 configuration,	 implying	 that	 singly	 occupied	 orbitals	 are	

favoured	over	mixed	states.	

For	a	two-electron	system,	there	exist	four	spin	states	𝛼	representing	spin-"up"	and	

𝛽	representing	spin-"down".	The	wave	function's	spin	component	may	then	be	written	as:	

i. 𝜒(1,2) = 𝛼(1)𝛼(2)	 ii. 𝜒(1,2) = 𝛽(1)𝛽(2)	
iii. 𝜒(1,2) = "

√H
{𝛼(1)𝛽(2) + 𝛼(2)𝛽(1)}	 iv. 𝜒(1,2) = "

√H
{𝛼(1)𝛽(2) − 𝛼(2)𝛽(1)}	

Expressions	 i,	 ii,	 and	 iii	 are	 symmetric	 under	 the	 exchange	 operator	 (𝑃¡𝜓 = 𝜓),	

whereas	iv	is	antisymmetric	under	the	exchange	operator	(𝑃¡𝜓 = −𝜓).	The	wave	function's	

spatial	component,	describing	the	electrons	in	state	a	or	b,	is	given	by	the	determinants	of	

the	2 × 2	matrices:	

𝜓0N2 =
1
√2

£𝜓-
(1) −𝜓-(2)

𝜓`(1) 𝜓`(2)
£	 , 𝜓-0N2 =

1
√2

£𝜓-
(1) 𝜓-(2)

𝜓`(1) 𝜓`(2)
£	 3.28	

If	we	allow	𝜓` → 𝜓- ,		

𝜓0N2 = √2𝜓-(1)𝜓-(2)	, 𝜓-0N2 = 0	 3.29	

This	 indicates	 that	 allowing	 the	 two	 electrons	 to	 occupy	 the	 same	 state	 for	 the	

antisymmetric	 spatial	 component	 results	 in	 an	 unphysical	 zero-valued	 function	 for	 all	

space.		
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The	 complete	 wave	 functions	 are	 given	 by	 the	 product	 of	 the	 spin	 and	 spatial	

components,	Ψ = 𝜒𝜓	with	the	condition	that	the	wave	function	must	be	antisymmetric	for	

fermions	(𝑃¡Ψ = −Ψ).		Only	one	of	the	wave	function	components	may	be	antisymmetric,	

adding	the	constraint	that	a	wave	function	with	spin	components	i,	ii,	or	iii	must	have	an	

antisymmetric	 spatial	 component.	 The	 function	 allowing	 these	 three	 spin	 states	 is	 the	

triplet	state	with	𝑆 = 1	and	multiplicity	of	3.	The	function	allowing	only	spin	state	iv	has	a	

multiplicity	of	1	(𝑆 = 0)	and	is	referred	to	as	the	singlet	state.		

The	 above	 is	 a	 simple	 proof	 of	 the	 Pauli	 exclusion	 principle	 stating	 that	 no	 two	

fermions	may	have	the	same	quantum	numbers:	for	𝛼(1)𝛼(2)	and	𝛽(1)𝛽(2),	the	electrons	

have	the	same	spin	quantum	number	and	given	that	𝜓` → 𝜓-	yields	an	unphysical	result	

for	antisymmetric	spatial	components,	the	quantum	numbers	for	the	spatial	component	are	

necessarily	different.	Another	key	result	is	that	the	antisymmetric	spatial	component	must	

be	Ψ = 0	for	𝑟 = 0,	which	is	not	required	for	the	symmetric	spatial	component.	This	implies	

a	larger	separation	between	the	electrons	in	a	triplet	state	and	reduces	potential	energy	

due	 to	Coulomb	 interactions.	Triplet	 states	are	 lower	energy	and	 therefore	 favoured,	as	

described	by	Hund's	first	rule.		

3.1.3.2. Hund's	Second	Rule	

Hund's	second	rule	states	that	the	state	with	the	highest	orbital	angular	momentum	

is	the	lowest	energy	state	for	a	given	multiplicity.	A	classical	picture	provides	the	intuitive	

explanation	that	the	state	with	the	highest	orbital	angular	momentum	is	when	electrons	

orbit	 in	 the	 same	 direction.	 The	 potential	 energy	 of	 a	 two-electron	 system	 is	 inversely	

proportional	to	their	separation.	Electron	separation	is	maximized	if	their	orbits	are	in	the	

same	direction	(their	orbital	angular	momenta	are	collinear),	resulting	in	lower	energy.		
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3.1.3.3. Hund's	Third	Rule	

Finally,	the	third	rule	states	that	the	state	with	the	lowest	value	for	the	total	angular	

momentum	(J)	 is	 the	 lowest	 in	energy	 for	a	 less	 than	half-filled	outermost	subshell.	The	

state	with	the	highest	total	angular	momentum	is	the	lowest	energy	state	if	the	outermost	

subshell	 is	more	than	half-filled.	Equation	3.26	describes	 the	energy	of	an	electron	with	

given	orbital	and	spin	angular	momenta,	and	we	defined	the	total	angular	momentum	J	in	

3.27.	It	follows	that:	

𝐉𝟐 = 𝐋H + 𝑺H + 2𝐋 ∙ 𝐒 → 𝐋 ∙ 𝐒 =
1
2
¦𝐉𝟐 − 𝐋𝟐 − 𝐒𝟐§	 3.30	

Replacing	the	RHS	vectors	with	the	eigenvalues	of	their	corresponding	operators	:	

𝐋 ∙ 𝐒 =
1
2
(𝑗(𝑗 + 1) − ℓ(ℓ + 1) − 𝑠(𝑠 + 1))	 3.31	

	Considering	the	energy	expression	given	by	3.26,	it	is	clear	that	the	energy	is	lowest	

when	𝐋	and	𝐒	are	collinear.	It	follows	that	orbitals	fill	with	like	spins	before	mixing	of	spin	

states.	Orbital	filling	order	gives	rise	to	many	important	phenomena,	ferromagnetism	being	

the	most	pertinent	for	this	work.		

3.1.4. Spin	coupling	and	the	Exchange	interaction	

As	discussed	in	section	3.1.3.1,	no	two	electrons	may	be	in	a	state	described	by	the	

same	quantum	numbers;	the	result	is	that	two	electrons	with	like	spin	may	not	occupy	the	

same	 spatial	 state.	 This	 gives	 rise	 to	 a	 series	 of	 interactions	 known	 as	 the	 exchange	

interactions,	which	are	key	to	ferromagnetism.	The	antisymmetric	spatial	component	of	the	

wave	function	also	results	in	the	probability	of	electrons	being	close	to	each	other,	reducing	
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the	electrostatic	energy.	Assuming	the	wave	functions	are	normalized,	 the	energy	of	 the	

triplet	(Ψa)	and	singlet	(Ψ<)	states	are	given	by:	

𝐸a = �Ψa∗ℋ«Ψa 𝑑𝐫"𝑑𝐫H	

𝐸< = �Ψ<∗ℋ«Ψ< 𝑑𝐫"𝑑𝐫H	

3.32	

The	difference	in	energy	is	then:	

𝐸0 − 𝐸a = 2�𝜓-∗(𝐫𝟏)𝜓`∗(𝐫𝟐)ℋ«𝜓-(𝒓𝟏)𝜓`(𝒓𝟐)𝑑𝐫"𝑑𝐫H	 3.33	

The	difference	between	triplet	and	single	states	may	be	parameterized	in	terms	of	

𝑺𝟏 ∙ 𝑺𝟐	 such	 that	 their	 interaction	 may	 be	 described	 with	 the	 spin	 component	 of	 the	

Hamiltonian:	

ℋ« = 𝐒¡𝟏 ∙ 𝐒¡𝟐	 3.34	

The	𝑺«𝟏	and	𝑺«𝟐	operators	are	Pauli	matrices	representing	electron	spin,	and	can	be	

represented	by	a	total	spin	operator	𝐒¡ = 𝐒¡𝟏 + 𝐒¡𝟐to	give:	

𝐒¡𝟐 = 𝐒¡𝟏𝟐 + 𝐒¡𝟐𝟐 + 𝟐𝐒¡𝟏 ∙ 𝐒¡𝟐 → 𝑺«𝟏 ∙ 𝑺«𝟐 =
𝟏
𝟐
¦𝑺«𝟐 − 𝑺«𝟏𝟐 − 𝑺«𝟐𝟐§	 3.35	

The	total	spin	of	a	two-electron	system	may	be	either	s=1	or	s=0,	and	the	eigenvalue	

for	𝐒¡𝟐	is	𝑠(𝑠 + 1)	and	therefore	0	for	s=0	and	2	for	s=1	
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𝐒¡𝟏 ∙ 𝐒¡𝟐 = 
			
1
4
	, for	s = 1

−
3
4	, for	s = 0

	 3.36	

The	Hamiltonian	in	3.33	may	then	be	written	as	

𝓗± =
1
4
(𝐸0 + 3𝐸a) − (𝐸0 − 𝐸a)𝐒¡𝟏 ∙ 𝑺«𝟐	 3.37	

The	first	term	is	a	constant,	which	may	be	included	in	other	constant	terms	of	the	

Hamiltonian.	 We	 can	 define	 an	 exchange	 constant	 representing	 the	 energy	 difference	

between	the	singlet	and	triplet	state.	

𝐽 =
𝐸0 − 𝐸a

2
= �𝜓-∗(𝐫𝟏)𝜓`∗(𝐫𝟐)ℋ«𝜓-(𝒓𝟏)𝜓`(𝒓𝟐)𝑑𝐫"𝑑𝐫H	 3.38	

And	we	rewrite	the	second	spin-dependent	term	of	3.37	

ℋ«0b/. = −2𝐽𝐒¡𝟏 ∙ 𝐒¡𝟐		 3.39	

Summation	over	all	spins	gives	the	Hamiltonian	of	the	Heisenberg	exchange	model:	

ℋ = −²𝐽/c𝐒¡𝐢 ∙ 𝐒¡𝐣	
/c

	 3.40	

The	dimensionality	of	the	Heisenberg	exchange	model	is	D=3,	such	that	the	spins	may	

lie	in	any	direction	in	3D	space.	Another	useful	related	model	is	the	Ising	model,	where	the	

direction	of	the	spin	may	only	lie	along	one	axis.	
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ℋ = −²𝐽/c𝐒¡𝒛𝐢 ∙ 𝐒¡𝒛𝐣	
/c

	 3.41	

3.1.4.1. Direct	Exchange	

Thus	far,	we	have	only	considered	the	exchange	interaction	in	terms	of	single	atoms;	

however,	its	significance	for	ferromagnetism	arises	when	considering	overlapping	orbitals	

from	adjacent	atoms	forming	molecular	orbitals.	

Contrary	 to	 the	 single	 atom	 system,	 singlet	 states	 are	 energetically	 favourable	 in	

Bonding	Molecular	Orbitals	(BMO),	increasing	electron	densities	between	nuclei	such	that	

the	electrostatic	interactions	between	nuclei	are	shielded.		Antibonding	Molecular	Orbitals	

(ABMO)	are	triplet	states,	and	as	such,	the	spatial	component	of	the	wave	function	is	zero	

between	the	nuclei.	Lower	electron	density	between	adjacent	nuclei	reduces	shielding	and	

results	 in	greater	electrostatic	 interactions	between	nuclei.	ABMO	probability	envelopes	

are	also	smaller,	resulting	in	greater	kinetic	energy	due	to	confinement.		

As	the	singlet	state	is	lower	in	energy	than	the	triplet	state,	the	exchange	integral	3.38	

is	 negative.	 It	 follows	 that	 the	 first	 five	 transition	 metals	 in	 the	 3d	 band	 are	

antiferromagnetic	as	atoms	bond	only	via	BMO.	Iron,	cobalt,	and	nickel	bonding	via	ABMOs	

and	are	therefore	ferromagnetic.	We	refer	to	this	interaction	as	'direct	exchange'.	However,	

it	becomes	clear	that	this	reasoning	is	incomplete:	copper	and	zinc	bond	via	ABMO	but	are	

not	ferromagnetic.	The	interaction	requires	an	overlap	of	electron	orbits,	and	4f	electrons	

are	highly	localized,	yet	elemental	gadolinium,	terbium,	and	dysprosium	are	ferromagnetic	

at	low	temperatures.		
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The	exchange	integral	can	be	expressed	as	a	function	of	the	distance	between	atomic	

cores	(𝑟-`),	the	distance	between	electrons	(𝑟"H)	and	the	distance	between	the	electrons	

and	their	respective	nuclei	(𝑟-H, 𝑟 ")	[70]:	

𝒥"H =³Ψ-∗(𝑟")Ψ`∗(𝑟H) ´
1
𝑟-`

−
1
𝑟-H

−
1
𝑟 "

−
1
𝑟"H
µΨ-∗(𝑟")Ψ`∗(𝑟H)dV	 3.42	

Giving	rise	to	the	Bethe	Slater	curve	(Figure	3-2)	describing	the	exchange	integral	as	

a	function	of	the	ratio	of	the	interatomic	spacing	(𝑟-`)	and	the	d-orbital	radius	𝑟1 .	

The	Bethe	Slater	curve	correctly	predicts	antiferromagnetism	at	small	 interatomic	

distances,	 ferromagnetism	at	 intermediate	 interatomic	distances,	and	a	 lack	of	magnetic	

ordering	at	 larger	distances.	 In	addition,	 the	 curve	predicts	 ferromagnetic	properties	 in	

materials	such	as	Heusler	alloys	(CuHMnSn,	CUHMnAl).		

	

Figure	3-2	Bethe	Slater	curve	illustrating	that	a	favourable	ratio	between	interatomic	
spacing	and	orbital	radius	is	required	for	ferromagnetism	[70]	

3.1.4.2. Stoner	Condition	

There	remains	one	part	of	 the	puzzle	 that	 is	not	explained	by	the	aforementioned	

concepts.	The	magnetic	moment	per	atom	of	iron	is	2.2	𝜇I ,	considering	moments	localized	
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to	an	atom,	we	would	expect	 integer	multiples	of	a	Bohr	magneton.	A	non-integer	value	

suggests	magnetization	arising	due	to	spin-split	electronic	bands.		

We	take	spin-down	electrons	at	the	Fermi	surface	from	the	spin-down	band	and	place	

these	into	the	spin-up	band	as	shown	in	Figure	3-3.	The	initial	energies	of	these	electrons	

range	 from	𝐸6 − 𝛿𝐸	 to	𝐸6 	 and	 the	 final	energies	 range	 from	𝐸6 	 to	𝐸6 + 𝛿𝐸,	 the	average	

change	is	then	𝛿𝐸.	The	number	of	electrons	moved	is	𝑔(𝐸) 𝛿𝐸 2⁄ 	such	that	the	total	change	

in	kinetic	energy	is	then:	

ΔT =
1
2
𝑔(𝐸)(𝛿𝐸)H	 3.43	

	

	

Figure	3-3	Density	of	states	for	spin-up	and	spin-down	bands	with	electrons	moved	
from	the	spin-down	to	the	spin-up	band.	

The	number	densities	of	up	spins	(𝑛↑)	and	down	spins	(𝑛↓)	is	then:	

n↑ =
1
2
(𝑛 + 𝑔(𝐸6)𝛿𝐸	, 𝑛↓ =

1
2
(𝑛 − 𝑔(𝐸6)𝛿𝐸)	 3.44	
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With	the	electron	magnetic	moment	equal	to	a	Bohr	magneton,	the	magnetization	is	

given	by:	

M = µJ(𝑛↑ − 𝑛↓)	 3.45	

and	 the	 spin-orbit	 coupling	 constant	𝜆,	 the	 change	 in	 potential	 energy	 due	 to	 the	

molecular	field	is	then	given	by	

ΔU = −� 𝜇,(𝜆𝑀X)
h

,
𝑑𝑀X = −

1
2
𝜇,𝜇IH𝜆(𝑛↑ − 𝑛↓) = −

1
2
𝜇,𝜇IH𝜆(𝑔(𝐸6)𝛿𝐸)H	 3.46	

Adding	equation	3.43	to	3.46	gives	the	total	energy	change:	

ΔE = ΔT + ΔU =
1
2
𝑔(𝐸)(𝛿𝐸)H[1 − 𝜇,𝜇IH𝜆𝑔(𝐸6)]	 3.47	

Spontaneous	magnetization	is	then	possible	if	Δ𝐸 < 0	and	implies	that		

𝜇,𝜇IH𝜆𝑔(𝐸6) ≥ 1	 3.48	

This	is	known	as	the	Stoner	condition;	spontaneous	magnetization	is	energetically	

favourable	for	a	high	density	of	states	at	the	Fermi	level	and	strong	coulomb	effects	seen	in	

direct	exchange.		

3.1.5. Magnetocrystalline	Anisotropy	

For	most	 ferromagnetic	 materials,	 the	 energy	 required	 to	 magnetize	 a	 sample	 is	

direction-dependent	due	to	an	intrinsic	anisotropy	attributed	to	the	crystal	structure	and	

composition.	The	primary	source	of	this	magnetocrystalline	anisotropy	(MCA)	is	the	spin-

orbit	interaction	as	electrons	couple	with	the	crystal	electric	field.	A	smaller	contribution	is	
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then	found	from	spin	coupling	in	the	crystal.	We	can	then	define	the	magnetocrystalline	

energy	as	 the	work	required	 to	rotate	 the	magnetic	moment	 from	the	easy	axis	 (lowest	

energy)	to	the	hard	axis	(highest	energy).		

For	uniaxial	anisotropy,	where	there	is	one	hard	axis,	the	energy	density	is	given	by	

the	power	series:	

ℰ-./0 =²𝐾i. sin
H. 𝜃

.

	 3.49	

Where	𝜃	is	the	angle	between	the	moment	and	the	easy	axis,	𝐾i.	is	the	nth	anisotropy	

constant	where	magnetization-orientation	curves	show	this	to	become	vanishingly	small	

beyond	the	second	term	such	that	the	series	can	be	expanded	to:	

ℰ-./0 = 𝐾i! + 𝐾i" sin
H 𝜃 + 𝐾i# sin

^ 𝜃	 3.50	

As	the	𝐾i! 	term	has	no	dependence	on	direction,	and	it	is	often	neglected.		

	
Figure	3-4	First	order	anisotropy	energy	surfaces	for	(a)	cobalt,	(b)	iron,	(c)	nickel.	

The	radial	coordinate	of	each	point	on	the	surface	is	highlighted	using	the	colourmap	and	
indicates	the	energy	associated	with	the	given	direction.	Surface	were	computed	using	eq	
3.50	and	values	shown	in	Table	3-1.	
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Figure	 3-4	 shows	 energy	 surfaces	 for	 the	 ferromagnetic	 transition	metals	 where	

cobalt	(Figure	3-4a)	has	a	uniaxial	anisotropy	term	due	to	the	hexagonal	close-packed	(hcp)	

crystal	structure.	The	body-centred	cubic	(bcc)	structure	of	iron	(Figure	3-4b)	results	in	a	

cubic	anisotropy	with	easy	axes	along	the	principal	axes.	The	 face-centred	cubic	(fcc)	of	

nickel	 (Figure	3-4c)	results	 in	a	cubic	anisotropy	with	 the	hard	axes	along	 the	principal	

axes.	Typical	values	for	the	anisotropy	constants	of	Iron	and	Nickel	are	shown	in	Table	3-1.	

Material	 𝑲𝟏	¦𝐉	𝐦Q𝟑§	 𝑲𝟐	¦𝐉	𝐦Q𝟑§	
Fe	 4.8 × 10^	 5.0 × 10Y	
Ni	 −4.5 × 10Y	 −2.3 × 10Y	

Table	 3-1	 Typical	 room	 temperature	 values	 of	 anisotropy	 constants	 for	 Iron	 and	
Nickel	[70].	

The	 expressions	 given	 for	 these	 simple	 elemental	 materials	 are	 approximations	

derived	 using	 perturbative	 methods	 and	 are	 therefore	 approximations.	 Computing	 the	

anisotropy	 energy	 terms	 for	 alloys	 becomes	 prohibitively	 challenging,	 and	 a	

phenomenological	 approach	 is	 therefore	 favoured.	 Experimental	 characterisation	 of	

Nickel-Iron	alloys	show	that	the	magnetocrystalline	anisotropy	constants	approach	zero	

for	Permalloy	NiV"Fe"W	rendering	the	material	ideal	for	a	range	of	engineering	applications	

and	studying	phenomena	emergent	due	to	the	other	energy	terms	[71].		

3.2. Continuum	Approximation	

Thus	far,	 this	chapter	has	only	considered	 individual	moments	and	interactions	at	

ranges	shorter	than	the	exchange	length	𝜆j .	At	this	juncture,	it	is	more	practical	to	consider	

scales	large	enough	such	that	the	continuum	condition	holds.	In	the	mesoscopic	range,	the	

total	magnetic	moment	per	unit	volume	is	given	by	the	magnetization	defined	by:	
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𝐌 =
1
𝑉
²𝛍	 3.51	

Analogous	 to	 equation	 3.10,	 the	 potential	 energy	 of	 a	 magnetized	 volume	 in	 an	

external	magnetic	field,	known	as	the	Zeeman	energy,	is	then	given	by:	

𝐸7$$2-. = −𝜇,�𝐌 ∙ 𝐇$%O
k

𝑑𝑉	 3.52	

The	other	energy	terms	discussed	in	prior	sections	may	also	be	described	in	terms	of	

magnetization	using	Brown's	equations.	The	exchange	energy	is	given	by:	

𝐸$% = 𝐴� Ä(∇𝑚%)H + ¦∇𝑚N§
H + (∇𝑚7)HÅ

k
	𝑑𝑉	 3.53	

Where	𝐴$%	 is	 the	 exchange	 stiffness	 as	 a	 function	 of	 the	 exchange	 constant	 𝐽,	 the	

magnitude	of	the	spin	magnetic	moment	𝑆,	the	lattice	parameter	𝑎,	and	a	lattice	structure-

dependent	constant	𝐶	in	the	expression:	

𝐴$% =
𝐽𝑆H

𝑎
𝐶	 3.54	

Finally,	the	magnetocrystalline	anisotropy	energy	is	then	the	volume	integral	of	the	

anisotropy	energy	density	function	ℰ-./0(𝐦).	

𝐸-./0 = �ℰ-./0(𝐦)
k

	𝑑𝑉	 3.55	
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3.2.1. Demagnetizing	Energy	

The	magnetic	field	due	to	a	magnetic	moment	is	given	by	equation	3.9;	we	can	extend	

this	to	the	field	associated	with	the	magnetization	M	by	considering	Ampère's	law	[72]	

∇ × 𝐇 = 0	 3.56	

Gauss's	law	for	magnetism	

∇ ∙ 𝐁 = 0	 3.57	

And	 the	 relationship	 between	 flux	 density	 (𝐁),	 the	 applied	 field,	 and	 the	

magnetization	

𝐁 = 𝜇,(𝐌 + 𝐇)	 3.58	

3.56	can	be	expressed	in	terms	of	the	scalar	potential	

𝐇 = −∇𝑈	 3.59	

Substituting	3.59	and	3.58	into	3.57	yields	

∇H𝑈 = ∇ ∙ 𝐌	 3.60	

Where	∇ ∙ 𝐌	 is	also	referred	to	as	the	magnetic	charge.	At	the	surface	of	a	magnet,	

there	exist	the	boundary	conditions	that	the	component	of	H	parallel	to	the	surface	and	the	

component	of	B	perpendicular	to	the	surface	must	both	be	continuous.	With	consideration	

that	𝐌 = 0	outside	the	magnet,	leading	to	the	boundary	conditions	at	the	interface:	
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𝑈/.O = 𝑈$%O	 3.61	

𝜕.𝑈/.O = 𝜕.𝑈$%O +𝐌 ∙ 𝐧	 3.62	

Where	𝐧	is	the	surface	normal,	and	𝜕.	gives	the	derivative	with	respect	to	distance	

from	the	surface.	The	magnetostatic	potential	 is	the	unique	potential	that	satisfies	these	

conditions,	and	the	gradient	of	the	potential	yields	the	stray	field	outside	the	magnet	and	

the	demagnetization	 field	 inside	 the	magnet.	 The	demagnetization	 energy	 is	 the	 energy	

associated	with	 the	magnetization	of	 the	magnet	 in	 the	demagnetization	 field	 (𝐇1)	 and	

takes	the	form:	

𝐸1 = −
𝜇,
2
�𝐌 ∙ 𝐇l
k

𝑑𝑉	 3.63	

For	 specific	 idealized	 geometries	 such	 as	 thin-films,	 cylinders,	 and	 ellipsoids,	

determining	the	demagnetization	field	is	straightforward	using	the	negative	product	of	the	

demagnetization	tensor	and	the	magnetization.	

𝐇1 = −𝑵𝐌	 3.64	

For	magnetization	along	one	of	the	principal	axes,	the	demagnetization	tensor	may	

be	diagonalized	with	a	trace	equal	to	1.	

𝑵 = É
𝑁% 0 0
0 𝑁N 0
0 0 𝑁7

Ê	, Tr¦𝑵§ = 𝑁% +𝑁N +𝑁7 = 1	 3.65	

A	commonly	used	special	case	is	the	ellipsoid,	where	the	dimensions	may	be	scaled	

to	approximate	infinite	cylinders	or	thin	films.	Taking	the	axes,	a,	b,	and	c	as	being	collinear	
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with	the	principal	axes	𝑥, 𝑦,	and	𝑧	respectively,	symmetry	indicates	that	N% = NN = N7 =

1 3⁄ 	 for	 a	 sphere	 as	 𝑎 = 𝑏 = 𝑐.	 Figure	 3-5a	 shows	 numerical	 calculations	 for	 the	

demagnetizing	factor	as	a	function	of	the	aspect	ratio	𝑎 𝑏⁄ 	with	𝑏 = 𝑐.	As	𝑎 𝑏⁄ 	approaches	

infinity,	 the	 geometry	 approximates	 a	 cylinder	 with	 N% = 0	, NN = N7 = 1 2⁄ .	 Similarly,	

Figure	3-5b	shows	numerical	calculations	for	the	demagnetizing	factor	as	a	function	of	the	

ratio	 𝑏 𝑐⁄ 	 with	 𝑎 = ∞	 such	 that	 the	 geometry	 is	 a	 cylinder.	With	 𝑏 → ∞,	 the	 geometry	

approximates	a	thin	film	with	N% = NN = 0,	and	N7 = 1.	

	
Figure	3-5	Micromagnetic	computations	of	Demagnetizing	factor	of	ellipsoids	(a)	as	

a	function	of	the	ratio	between	semi-major	axis	a	and	b.	(b)	infinite	cylinders	with	aspect	
ratio	given	by	b/c	

Osborn	[73]	developed	analytical	derivations	of	the	demagnetizing	factor	for	these	

special	cases.	However,	the	complexity	of	the	computations	for	other	geometries	renders	

the	exercise	impractical	and	numerical	methods	are	favoured.	Equation	3.62	indicates	that	

magnetization	parallel	to	the	surface	is	energetically	favourable.	Considering	the	results	for	

the	demagnetizing	factor,	equations	3.63	and	3.64	show	that	the	demagnetization	energy	

is	lowest	with	a	magnetization	along	the	longest	axis	of	the	geometry.		
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3.2.2. Curvature	driven	energy	terms	

Moments	 lie	 parallel	 to	 the	 surface	 to	 minimize	 demagnetization	 energy,	 and	

exchange	energy	 is	minimized	by	moments	aligning.	An	 important	 consideration	 in	 this	

work	is	the	effect	of	a	curved	surface	where	both	cannot	be	satisfied;	magnetic	moments	

tangent	to	the	surface	minimize	demagnetization	energy,	but	at	the	cost	of	exchange	energy.	

Alternatively,	 aligning	 moments	 results	 in	 minimum	 exchange	 energy	 at	 the	 cost	 of	

demagnetization	energy.		

	

Figure	3-6	Magnetic	moments	on	a	curved	surface.	(a)	moments	are	tangent	to	the	
surface	such	that	𝐧 ∙ 𝐌 = 0	thus	minimizing	demagnetization	energy	at	the	cost	of	exchange	
energy.	 (b)	 Moments	 are	 aligned	 to	 minimize	 exchange	 energy,	 leading	 to	 non-zero	
demagnetization	energy	as	𝐧 ∙ 𝐌 ≠ 0.	

Recent	literature	describes	this	trade-off	as	additional	terms	for	the	exchange	energy	

[74].	The	authors	use	a	general	Ginzburg-Landau	vector	model	with	the	energy	functional	

applied	to	Heisenberg	magnets:	

𝐸 = �[ℓHℰ$% + 𝜆(𝐦 ∙ 𝐧)H	]𝑑V	 3.66	

The	 first	 term	 refers	 to	 the	 exchange	 energy	 density,	 whereas	 the	 second	 term	

describes	the	demagnetization	energy	density	in	terms	of	some	anisotropy	constant	𝜆	and	

the	 unit	 vector	𝐧	 denoting	 the	 anisotropy	 axis.	When	 considering	 curved	 surfaces,	 the	
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Frenet-Serret	 frame	provides	 a	more	 intuitive	 set	 of	basis	 vectors	describing	directions	

tangent	(𝐞𝟏),	normal	(𝐞𝟐),	and	binormal	(𝐞𝟑)	to	a	curve	parameterised	in	terms	of	arclength	

s:	𝛄 = 𝛄(𝑠).	We	define	the	basis	vectors	as:	

𝐞𝟏 = 𝛄X	, 𝐞𝟐 =
𝐞𝟏X

Ô𝐞𝟏X Ô
	 , 𝐞𝟐 = 𝐞𝟏 × 𝐞𝟐	 3.67	

Where	the	prime	indicates	the	derivative	with	respect	to	arclength	s	where	|𝛾X| = 1.	

Following	the	source,	we	use	Latin	indices	to	indicate	the	cartesian	frame	and	Greek	indices	

to	 indicate	 the	 Frenet-Serret	 frame	 such	 that	𝐱.𝐢	 indicate	 cartesian	basis	 vectors	 and	𝐞.𝛂	

indicate	 curvilinear	 basis	 vectors.	 The	 exchange	 energy	 term	 in	 3.66	 is	 given	 in	 the	

cartesian	frame	as:		

𝐸$% = (∇𝐦𝐢)(∇𝐦𝐢)	 3.68	

And	 the	 cartesian	magnetization	 vector	 can	 be	 expressed	 in	 terms	 of	 the	 Frenet-

Serret	basis	

𝑚/ = 𝑚!(𝒆𝜶 ∙ 𝒙×𝒊)	 3.69	

Substituting	into	3.68	and	applying	the	curvilinear	form	of	the	del	operator	yields	

𝐸$% = (𝑚!𝑒!)X¦𝑚#𝑒#§
X	 3.70	

Considering	the	differential	properties	of	the	curve	in	the	Frenet-Serret	frame	

𝑒!X = 𝐹!#𝑒# 	, ÙÔ𝐹!#ÔÙ = Ú
0 𝜅 0
−𝜅 0 𝜏
0 −𝜏 0

Ü	 3.71	
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Where	𝜅	and	𝜏	represent	curvature	and	torsion,	3.70	gives	the	sum	of	three	terms:	

𝐸$%, = 𝑚!
X 𝑚!

X = |𝐦X|H	 3.72	

𝐸$%T = 𝐾!#𝑚!𝑚# 	, ÙÔ𝐾!#ÔÙ = Ú
𝜅H 0 −𝜅𝜏
0 𝜅H + 𝜏H 0
−𝜅𝜏 0 𝜏H

Ü	 3.73	

𝐸$%o = 𝐹!#¦𝑚!𝑚#
X −𝑚!

X 𝑚#§	 3.74	

The	first	term	𝐸j%, 	is	the	familiar	expression	for	the	exchange	energy	density	in	simple	

planar	wires.	𝐸$%T 	 and	𝐸$%o 	 represent	 curvature	 and	 torsion	 induced	Anisotropy-like	 and	

Dzyaloshinskii-Moriya-like	interactions,	respectively.	

These	results	demonstrate	the	introduction	of	a	geometric	potential	due	to	curvature,	

which	may	impact	domain	wall	structure	and	dynamics.	The	fabrication	methods	used	for	

this	 work	 result	 in	 wires	 with	 a	 crescent-shaped	 cross-section,	 and	 curvature	 must	

therefore	be	considered	to	interpret	the	results.		

3.2.3. Magnetic	Domains	

To	minimize	exchange	energy,	moments	 in	a	 ferromagnetic	material	 tend	to	align.	

However,	aligned	moments	result	 in	a	large	stray	field	and	the	associated	magnetostatic	

energy.	The	 total	 energy	 is	minimised	by	 forming	magnetic	domains:	 small	 regions	 in	a	

material	where	moments	are	aligned	to	minimize	exchange	energy,	but	each	region's	net	

magnetization	orients	minimize	the	stray	field.	There	exists	a	region	between	each	domain	

known	as	a	domain	wall.	These	are	the	structures	primarily	of	interest	in	this	work,	and	

one	of	the	key	focuses	of	research	in	the	magnetism	community.		
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3.2.4. Magnetic	Domain	Walls	

If	we	consider	an	infinitesimally	thin	transition	between	two	magnetic	domains	with	

opposing	magnetization,	we	see	from	equation	3.39	that	the	exchange	energy	associated	

with	 two	 moments	 on	 either	 side	 of	 the	 transition	 is	 ℰ$% = −2𝐽𝑆H cos 𝜋 = 2𝐽𝑆H.	 It	 is	

therefore	 energetically	 favourable	 for	 a	 wider	 transition	 to	 form	 as	 the	 angle	 between	

adjacent	moments	is	reduced	to	𝜋 𝑁⁄ 	such	that	ℰ$% ≈ −2𝐽𝑆H(𝜋 𝑁⁄ )H	for	a	sufficiently	large	

N.	 This	 relation	 favours	 large	 N,	 as	 the	 energy	 is	 minimum	 as	 N	 approaches	 infinity.	

However,	a	wide	domain	wall	comes	at	the	cost	of	demagnetization	and	magnetocrystalline	

energy	as	moments	 in	 the	 transition	 region	deviate	 from	 their	 easy	axis.	Common	180-

degree	domain	wall	types	in	thin	films	are	Néel	and	Bloch	walls	where	the	magnetization	

rotates	 about	 the	 axis	 perpendicular	 to	 the	 surface	 in	 Néel	 walls	 and	 about	 the	 axis	

perpendicular	to	the	wall	in	the	case	of	Bloch	Walls	as	shown	in	Figure	3-7.	

	

Figure	3-7	Schematic	of	the	magnetization	across	a	side-to-side	Néel	wall	with	the	
transition	along	x	and	the	wall	in	the	y-z	plane.	(b)	Schematic	of	the	magnetization	across	a	
Bloch	wall	with	the	transition	along	x	and	the	wall	in	the	y-z	plane	[75].	(c)	line	profile	of	
magnetization	in	panel	a.	(d)	line	profile	of	the	magnetization	in	panel	b.	
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In	thin	films,	the	demagnetization	tensor	in	equation	3.65	has	the	components	𝑁𝑥 =

𝑁𝑦 = 0,𝑁𝑧 = 1	indicating	that	tlarge	demagnetization	energy	is	associated	with	an	out-of-

plane	 magnetization;	 a	 Néel	 wall	 is	 energetically	 favourable.	 The	 two	 types	 become	

degenerate	 in	 bulk	 materials,	 with	 their	 widths	 determined	 by	 exchange	 energy	 and	

magnetocrystalline	anisotropy	energy.	The	theoretical	width	(𝑊;)	of	a	180°	domain	wall	

for	the	case	of	a	uniaxial	crystal	is	given	by	the	expression:	

𝑊; = 𝜋à
𝐴
𝐾
	 3.75	

Where	𝐴	is	the	exchange	stiffness	constant,	and	𝐾	is	the	uniaxial	anisotropy	constant.	

This	 work	 is	 concerned	 with	 high	 aspect	 ratio	 permalloy	 (NiV"Fe"W)	 nanowires.	 The	

anisotropy	 constant	 of	NiV"Fe"W	 is	 vanishingly	 small,	 and	 as	 such,	 our	 concern	 is	 with	

exchange	energy	and	magnetostatic	energy	when	describing	domain	wall	structure.		

3.2.5. Domain	Walls	in	Magnetic	Nanowires	

The	trace	of	the	demagnetization	tensor	must	be	equal	to	1,	as	shown	in	equation	

3.65,	however,	𝑁% ≈ 0	for	infinite	magnetic	nanowires	with	their	long	axis	along	𝑥	(which	

is	the	convention	that	is	used	unless	otherwise	stated	in	this	work).	For	a	thin	rectangular	

nanostrip	with	no	magnetocrystalline	anisotropy,	it	is	clear	that	a	Néel	wall	(Figure	3-8a)	

is	 favourable.	 However,	 at	 the	 centre	 of	 the	 wall,	 the	 moment	 is	 perpendicular	 to	 the	

surface,	increasing	demagnetization	energy	(Figure	3-8b).	The	exchange	energy	density	of	

the	wall	is	shown	in	Figure	3-8c.	Increasing	the	wall	width	decreases	the	exchange	energy	

density	but	increase	the	demagnetization	energy.	In	magnetic	nanowires,	the	Néel	wall	is	

more	commonly	referred	to	as	a	transverse	domain	wall	(TDW).		
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An	increase	in	the	wire	thickness	and	width	increases	the	demagnetization	energy	of	

the	wall	with	increasing	moment	perpendicular	to	the	surface.	Beyond	a	certain	width	or	

thickness,	 a	vortex	domain	wall	 (VDW)	 (Figure	3-8d)	becomes	energetically	 favourable.	

With	very	few	moments	perpendicular	to	a	surface,	the	demagnetization	energy	of	VDWs	

is	 lower	than	a	TDW	in	the	same	wire.	The	demagnetization	energy	density	 is	shown	in	

Figure	3-8e.	The	vortex	 structure	 results	 in	 the	angle	between	adjacent	moments	being	

larger	than	the	case	of	TDWs;	as	such,	the	savings	in	the	demagnetization	energy	come	at	

the	cost	of	exchange	energy.		

	

Figure	3-8	(a)	Magnetization,	(b)	Demagnetization	energy	density,	and	(c)	Exchange	
energy	density	of	a	transverse	domain	wall	 in	a	thin	magnetic	nanowire.	(d)	Diagram	of	
magnetization	 of	 the	 transverse	 domain	 wall.	 (e)	 Magnetization,	 (f)	 Demagnetization	
energy	density,	and	(g)	Exchange	energy	density	of	a	vortex	domain	wall	in	a	thin	magnetic	
nanowire.	 (h)	 Diagram	 of	 magnetization	 of	 the	 vortex	 domain	 wall.	 Glyphs	 indicate	
magnetization	in	all	panels.		

These	results	allow	us	to	construct	a	phase	diagram	of	domain	wall	type	as	a	function	

of	 wire	 width	 and	 thickness.	 Prior	 work	 in	 micromagnetic	 simulations	 reveals	 a	 well-

defined	transition	boundary	between	TDW	and	VDW	with	additional	types	of	domain	walls	
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such	 as	 asymmetric	 transverse	 domain	 walls	 (ATDW)[76]	 and	 Bloch	 Point	 walls	

(BPW)[77].		

Figure	3-9	shows	the	phase	portrait	as	computed	for	Permalloy	NiV,FeH,	nanowires	

by	 Jamet	 et	 al.	 [77].	 The	 key	 feature	 is	 a	 transition	 boundary	 at	𝑤𝑡 ≈ 61𝜆jH 	 where	 𝜆j 	

represents	 the	 exchange	 length.	On	 the	 lower	 right	 of	 the	phase	portrait,	 there	 exists	 a	

second	transition	indicating	ATDW	as	an	intermediate	state	between	TDW	and	VDW[76].	

Along	 the	 diagonal,	 transverse	walls	 form	 for	while	𝑤 = 𝑡 < 7𝜆j ,	 Bloch	 point	walls	 are	

favourable	 in	 the	 region	 enclosed	 by	 the	 solid	 blue	 line	 and	 metastable	 in	 the	 region	

enclosed	by	the	dashed	blue	lines.	The	blue	lines	intersect	the	diagonal	at	𝑤 = 𝑡 = 7𝜆j 	

	

Figure	3-9	Phase	portrait	for	soft	ferromagnetic	nanowires	as	computed	by	Jamet	et	
al.	 [77].	 Showing	 a	 distinct	 transition	 boundary	 between	 transverse	 domain	 walls	 and	
vortex	 domain	walls	 at	𝒘𝒕 ≈ 𝟔𝟏𝝀𝑬𝟐 .	 Bloch	walls	 appear	 for	wires	with	 large	width	 and	
thickness	 as	 indicated	 by	 the	 transition	 boundary	 at	 𝑤 > 100	nm	 and	 𝑡 ≈ 58	 nm,	
asymmetric	domain	walls	blur	the	boundary	between	TDW	and	VDW	for	thin	wires	with	
large	widths.	 Along	 the	 diagonal,	 transvers	walls	 appear	where	𝑤 = 𝑡 < 7𝜆j 	 and	Bloch	
point	walls	(BPW)	form	in	the	region	enclosed	by	the	solid	blue	line.	BPW	are	metastable	
in	the	region	enclosed	by	the	dashed	blue	line.		

Asymmetric	 transverse	 domain	 walls	 are	 best	 understood	 as	 "tilted"	 transverse	

domain	 walls;	 the	 magnetization	 at	 the	 centre	 of	 a	 TDW	 is	 perpendicular	 to	 the	



	

51	

magnetization	 of	 the	 domains	 (Figure	 3-10a-c).	 In	 ATDW,	 the	 central	 magnetization	 is	

somewhat	tilted	to	increase	the	angle	between	the	magnetization	and	the	surface	normal	

to	reduce	magnetostatic	energy	(Figure	3-10d).	This	configuration	comes	at	a	small	cost	in	

exchange	energy	(Figure	3-10e).		

	
Figure	3-10	Finite	difference	simulations	for	asymmetric	transverse	domain	wall.	(a)	

magnetization	with	contrast	according	to	𝑴𝒙.	(b)	magnetization	with	contrast	according	to	
𝑴𝒚.	(c)	magnetization	with	contrast	according	to	𝑴𝒛.	(d)	Demagnetization	energy	density.	
(e)	Exchange	energy	density.	(f)	diagram	of	magnetization.	

We	 can	 consider	 domain	 wall	 structure	 in	 terms	 of	 topological	 defects.	 Mainly,	

vortices	with	 a	winding	 number	 of	𝑛 = +1	 (Figure	 3-11a),	 antivortices	with	 a	winding	

number	of	𝑛 = −1	(Figure	3-11b),	half	vortices	with	winding	number	𝑛 = +1 2⁄ 	(Figure	

3-11c),	and	half-antivortices	with	winding	number	𝑛 = −1 2⁄ 	(Figure	3-11d).	In	terms	of	

topological	defects,	TDWs	consist	of	two	edge	defects	classified	as	a	half-vortex	and	half-

antivortex	with	𝑛 = 0	(Figure	3-11e).	VDWs	comprise	a	vortex	with	two	half-antivortices	

on	the	edges,	the	total	winding	number	is	also	𝑛 = 0	(Figure	3-11e).		
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Figure	3-11	Topological	defects	pertinent	to	domain	wall	structure.	(a)	Vortex	with	

winding	number	𝑛 = +1.	(b)	Antivortex	with	winding	number	𝑛 = −1.	(c)	Half-vortex	with	
winding	 number	 𝑛 = +1/2.	 (d)	 Half-anitvortex	 with	 winding	 number	 𝑛 = −1/2.	 (e)	
Diagram	 of	 TDW	 with	 consideration	 of	 topological	 charge.	 (f)	 Diagram	 of	 VDW	 with	
considerations	of	topological	charge.	

Bloch	Point	walls	minimize	surface	charge	and,	therefore,	magnetostatic	energy;	in	

cylindrical	 nanowires	 with	 infinite	 rotational	 symmetry,	 BPW	 have	 negligible	 surface	

charge	and	therefore	present	the	idealized	case.	We	consider	a	cylindrical	nanowire	with	a	

head-to-head	BPW	at	𝑥 = 0,	as	shown	in	Figure	3-12.	The	magnetization	of	the	domains	is	

in	the	positive	𝑥	direction	for	𝑥 < 0	and	negative	𝑥	direction	for	𝑥 > 0.	When	approaching	

the	domain	wall	 from	𝑥 < 0	 to	𝑥 = 0,	we	observe	a	gradual	 transition	 from	the	uniform	

magnetization	along	𝑥	to	a	vortex	with	the	vorticity	vector	along	𝑥	and	a	chirality	of	±1.	

When	approaching	the	domain	wall	from	𝑥 > 0	to	𝑥 = 0,	we	observe	the	gradual	transition	

to	a	vortex	with	vorticity	along	𝑥 = −1	and	chirality	of	∓1.	The	opposing	vorticities	of	the	

two	 vortices	 result	 in	 a	 singularity	 at	 the	 core	 of	 the	domain	wall	where	𝑀 = 0,	 this	 is	

referred	 to	 as	 the	Bloch	point.	We	 can	 see	 this	 in	Figure	3-12b-d,	where	 each	principal	

component	of	the	magnetization	tends	to	zero	at	the	Bloch	Point.	
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Figure	3-12	Bloch	Point	domain	wall	in	cylindrical	nanowire	coloured	according	to	

the	𝒙	component	of	the	magnetization.	(b,c,d)	Magnetization	of	Bloch	point	domain	wall	on	
a	slice	along	the	long	axis	in	the	𝑥𝑦	plane.	Contrast	according	to	𝑀%	(b),	𝑀N	(c),	𝑀7	(d).	(e)	
Magnetization	at	the	domain	wall	plane.	(f)	Surface	Magnetization	in	curvilinear	basis	with	
contrast	according	to	surface	normal	component	of	magnetization	which	is	negligible.	

Similar	to	the	transition	boundary	between	TDW	and	VDW	in	rectangular	nanowires,	

there	 exists	 a	 transition	 boundary	 between	 TDW	 and	 BPW	 in	 cylindrical	 nanowires.	

Ferguson	et	al.	[78]	described	the	energy	terms	of	domain	walls	in	cylindrical	nanowires	

along	with	an	additional	metastable	domain	wall	at	larger	diameters.	Also,	in	wires	with	

rectangular	cross-sections,	this	transition	is	visible	along	the	diagonal	of	the	phase	portrait	

in	Figure	3-9.	
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3.2.6. Landau-Lifshitz-Gilbert	Equation	

	Central	to	micromagnetics	is	the	Landau-Lifshitz-Gilbert	(LLG)	equation[79],	which	

is	the	equation	of	motion	for	magnetization	in	an	effective	magnetic	field	

𝑑𝐌
𝑑𝑡

= −𝛾𝐌 × 𝐇𝐞𝐟𝐟 +
𝛼
𝑀0

𝐌×
𝑑𝐌
𝑑𝑡
	 3.76	

Where	𝛾	is	the	electron	gyromagnetic	ratio,	𝑀0	and	𝛼	are	material	dependent	values	

for	 the	 saturation	magnetization	and	phenomenological	damping	 constant,	 respectively.	

The	 first	 term	 yields	 precession	 of	magnetization	 about	 the	 effective	 field,	whereas	 the	

second	term	is	a	damping	term	that	aligns	the	magnetization	with	the	external	field.	The	

combined	 terms	 describe	 the	magnetization	 vector	 precessing	 about	 the	 effective	 field	

vector	where	the	enclosed	angle	decays	exponentially	as	shown	in	Figure	3-13.	

	

Figure	3-13	The	different	terms	in	the	Landau-Lifshitz-Gilbert	equation	

The	sum	of	the	fields	gives	the	effective	field	is	given	by	the	sum	of	fields	due	to	the	

energy	terms	described	previously:	

𝐇𝐞𝐟𝐟 = 𝐇𝐞𝐱𝐭 +𝐇𝐝 +𝐇𝐞𝐱 +𝐇𝐚𝐧𝐢𝐬	 3.77	

We	see	that	the	equation	exhibits	highly	non-linear	behaviour,	which	can	be	used	to	

describe	ferromagnets,	spin	waves,	solitons,	and	numerous	other	phenomena	not	limited	
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to	magnetism[80].	From	equation	3.10,	we	see	that	the	LLG	equation	describes	the	energy	

minimization	of	a	moment	in	a	magnetic	field.	Any	stable	solution	to	the	LLG	equation	then	

represents	a	local	energy	minimum	for	the	system.	Furthermore,	time-dependent	magnetic	

behaviour	can	be	obtained	by	numerical	integration	of	the	LLG	equation	with	a	well-defined	

time-step.		

3.2.7. Domain	Wall	Motion	

Domain	wall	motion	in	magnetic	nanowires	is	of	great	interest	in	current	research	as	

the	proposed	key	mechanism	for	the	operation	of	spintronic	devices.	Under	the	application	

of	an	external	magnetic	field,	energy	is	first	minimised	through	domain	wall	motion	such	

that	domains	aligned	with	the	field	grow	at	the	expense	of	antialigned	domains.	Salhi	and	

Berger	showed	domain	wall	propagation	along	a	magnetic	nanowire	when	a	magnetic	field	

or	spin-polarised	current	is	applied[81,	82].	The	latter	is	out	of	the	scope	for	this	thesis.		

	

Figure	3-14	Domain	wall	 velocity	 as	 a	 function	of	 external	 field	 strength	 showing	
Walker	 breakdown	 reproduced	 from	Mougin	 et	 al.	 [9].	 Note	 that	 Mougin	 et	 al.	 used	 a	
convention	with	the	wire’s	long	axis	along	𝒚	

Domain	wall	velocity	is	linearly	proportional	to	the	applied	field	below	the	Walker	

limit.	 Domain	 wall	 structure	 breaks	 down	 at	 the	 walker	 limit,	 and	 the	 velocity	 greatly	
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decreases	[7].	This	process	is	referred	to	as	Walker	breakdown	with	the	walker	limit	given	

by	the	expression	for	a	thin	wire		[9]:	

𝐻t = 2𝜋𝛼𝑀0|𝑁% −𝑁N|	 3.78	

Where	𝛼	is	the	Gilbert	damping	factor,	𝑀0	is	the	saturation	magnetization,	𝑁%	and	𝑁N	

are	the	corresponding	components	of	the	demagnetization	tensor	with	the	wire	long	axis	

along	𝑥.	 	Mougin	et	al.[9]	 	derived	Equation	3.78	by	separately	considering	the	damping	

term	in	the	LLG	equation	and	expanding	the	precessional	term	into	components	due	to	the	

external	 field	 and	 the	 demagnetizing	 field.	 For	 𝐻$%O < 𝐻t ,	 the	 torque	 due	 to	 the	

demagnetizing	 field	dominates,	 and	domain	wall	 structure	 remains	 stable	 in	 the	 steady	

motion	regime	shown	in	Figure	3-14.	When	𝐻$%O > 𝐻t ,	precession	about	the	external	field	

dominates	leading	to	instability	in	domain	wall	structure.			

In	1948,	Döring	showed	an	energy	term	proportional	 to	 the	square	of	 the	domain	

wall	velocity	𝑣	due	to	deformation	in	domain	wall	structure.	This	additional	term	allows	

the	formal	definition	of	a	kinetic	energy	term	and,	therefore,	an	effective	mass	𝓂	[8]:		

𝐸 = 𝐸, +
𝓂
2
𝑣H	 3.79	

Walker	breakdown	occurs	when	the	kinetic	energy	term	of	the	domain	wall	increases	

to	some	critical	value	where	a	more	complex	structure	with	low	velocity	is	favourable.	This	

description	provides	a	hint	towards	a	way	to	beat	the	walker	limit:	is	there	a	domain	wall	

with	 zero	 effective	 mass	 that	 is	 therefore	 not	 subject	 to	 walker	 breakdown?	 Indeed,	

micromagnetic	simulations	of	low-dimensional	cylindrical	nanowires	and	nanotubes	have	

shown	domain	walls	beating	the	walker	limit	[10,	11].		
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3.2.8. Hysteresis	

Magnetic	hysteresis	loops	are	useful	to	characterize	magnetic	materials	and	are	used	

throughout	this	work.	Hysteresis	refers	to	a	change	in	an	observable	not	only	dependent	

on	the	current	conditions	but	also	the	prior	state	of	the	observable,	leading	to	a	non-linear	

response	 as	 shown	 in	 Figure	 3-15.	 In	 the	 initial	magnetization	 curve	 from	position	 i	 to	

position	ii,	the	material	moves	from	a	demagnetized	state	(position	i)	where	there	is	no	net	

magnetization	to	the	saturated	state	where	all	moments	in	the	material	are	aligned.		

	

i	 i → ii	 ii	

	 	 	
𝐻 = 0	 0 < 𝐻 < 𝐻0	 𝐻 = 𝐻0	
iii	 iv	 iv → v	

	 	 	
𝐻 = 0	 𝐻 = −𝐻4 	 −𝐻0 < 𝐻

< 𝐻4 	
	 v	 	
	

	
	

	 𝐻 = −𝐻0	 	

Figure	 3-15	 Representative	 hysteresis	 loop	 with	 initial	 magnetization	 curve	 and	
schematics	 of	 the	magnetization	 at	 key	 points	 on	 the	 loop.	 (i)	 demagnetized	 state.	 (ii)	
saturated	 state.	 (iii)	 remanent	 state.	 (iv)	 demagnetized	 state	 at	 the	 coercive	 field.	 (v)	
saturated	state	in	the	opposite	direction.	

At	position	i,	a	multi-domain	state	is	configured	to	ensure	flux	closure,	the	state	with	

minimum	 magnetostatic	 energy.	 When	 a	 magnetic	 field	 is	 applied,	 Zeeman	 energy	

dominates	and	this	is	minimized	by	aligning	the	moments	with	the	applied	field.	We	see	

domain	wall	motion	due	to	domains	aligned	with	the	magnetic	field	growing	at	the	cost	of	

domains	 not	 aligned	with	 the	magnetic	 field	 until	 the	 saturated	 state,	where	 the	 entire	

sample	is	in	a	single	domain	state.		
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After	 reaching	 saturation	 (position	 ii),	 removing	 the	 external	 field	 relaxes	 the	

material	into	the	remanent	state	(iii)	We	note	that	this	state	is	different	to	the	initial	ground	

state	at	position	i;	the	material	remains	in	a	single-domain	state;	however,	there	exists	some	

curling	in	the	magnetization	at	the	edges	to	minimize	magnetostatic	energy.	The	amount	of	

curling	depends	on	 the	saturation	magnetization,	exchange	stiffness,	and	 the	magnitude	

and	direction	of	magnetocrystalline	energy	terms.	"Soft"	materials	tend	to	curl	more,	and	

this	reduces	the	net	magnetization	at	remanence.		

There	 is	 an	 energy	 barrier	 to	 returning	 to	 the	 ground	 state	 as	 this	 requires	 the	

nucleation	of	domain	walls	that	occur	at	the	edges.	DW	nucleation	results	in	an	increase	in	

exchange	energy	but	initially	offers	little	reduction	in	magnetostatic	energy	as	the	bulk	of	

the	magnetization	is	still	aligned.	The	magnetization	may	return	to	the	ground	state	after	

applying	 an	 external	 field	 opposing	 the	 magnetization;	 the	 magnitude	 of	 this	 field	 is	

referred	to	as	the	coercivity.	At	the	coercive	field,	the	net	magnetization	is	zero	(position	

iv)	

Increasing	 the	 field	 beyond	 the	 coercive	 field	 results	 in	 a	 similar	 response	 in	 the	

magnetization	as	the	initial	magnetization	curve.	Domains	aligned	with	the	external	field	

grow	at	the	expense	of	others	to	minimize	Zeeman	energy.		

3.2.9. Hysteresis	in	magnetic	nanowires	

Unlike	 bulk	 materials,	 the	 ground	 state	 of	 an	 idealized	 magnetic	 nanowire	 is	

saturated,	the	demagnetization	energy	of	a	uniformly	magnetized	nanowire	is	sufficiently	

small	such	that	a	multi-domain	state	is	not	energetically	favourable.	In	this	case,	hysteresis	

loops	are	more	straightforward	compared	to	bulk	systems.	Figure	3-16a	shows	the	output	
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of	a	simple	finite	difference	simulation	of	a	hysteresis	loop	for	a	rectangular	permalloy	nano	

strip	with	 length	1µm,	 width	 100	 nm,	 and	 thickness	 of	 10nm.	 At	 remanence	 (ii),	 some	

curling	 at	 the	 edges	 is	 visible,	 and	 this	 curling	 increases	 as	 the	 system	 approaches	 the	

coercive	field	(iii).	The	increased	curling	results	in	the	injection	of	two	domain	walls	at	the	

edges,	and	the	domain	walls	propagate	towards	the	centre	(iv),	where	these	annihilate	to	

leave	the	wire	saturated	in	the	opposite	direction	(v).		

	

Figure	3-16	(a)	Finite	element	simulation	of	hysteresis	loop	along	the	long	axis	of	a	
Permalloy	 nanowire	 length	1µm,	 width	100	nm	 and	 thickness	10nm	 with	 snapshots	 at	
marked	 points	 showing:	 (i)	 saturation	 in	 a	 positive	 direction.	 (ii)	 remanence.	 (iii)	 state	
before	switching.	 (iv)	 snapshot	of	 the	switch.	 (v)	state	after	switching,	 saturation	 in	 the	
negative	direction.	(b)	Hard	axis	hysteresis	loop	of	permalloy	nanowire	with	snapshots	of	
the	magnetization	at	selected	loop	stages.		
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Reversal	via	domain	wall	motion	results	in	a	sharp	transition	in	the	hysteresis	loop.	

An	 alternative	 reversal	 mechanism	 arises	 through	 coherent	 rotation	 where	 the	

magnetization	gradually	rotates	to	align	with	the	applied	field.	Figure	3-16b	shows	a	hard-

axis	 hysteresis	 loop	 of	 the	 permalloy	 nanowire	 with	 the	 smooth	 transition	 indicating	

reversal	via	coherent	rotation.	

3.2.10. Domain	Wall	Pinning	

Applications	using	domain	walls	for	logic	operations	and	data	storage	require	precise	

control	over	DW	motion,	a	difficult	task	considering	the	propagation	velocities	of	domain	

walls	 requiring	 picosecond	 pulses	 to	 move	 domain	 walls	 by	 a	 small	 distance.	 Another	

challenge	 is	 fine	 control	 over	 the	 position	 of	 domain	walls	 in	 devices	 as	 the	 state	 and	

position	of	a	domain	wall	must	be	reproducible	for	any	functional	device.	A	third	challenge	

arises	as	materials	are	structured	at	increasingly	smaller	scales	where	the	roughness	and	

grain	structure	result	 in	pinning	sites	where	the	potential	 landscape	presents	an	energy	

barrier	impeding	domain	wall	motion.		

However,	 domain	 wall	 pinning	 can	 also	 be	 exploited	 to	 address	 the	 challenge	 of	

controlled	domain	wall	motion	as	pinning	sites	may	be	engineered	such	that	domain	wall	

states	and	positions	become	reproducible.	There	exist	various	methods	to	induce	pinning.	

The	first	is	to	introduce	defects	such	as	triangular	notches	or	rectangular	notches	[19-21]		

into	the	magnetic	nanowire	to	modulate	the	width	or	thickness	of	the	wire	and	tailor	the	

local	 demagnetization	 field.	 An	 example	 is	 illustrated	 in	 Figure	 3-17,	 showing	 a	 finite	

element	simulation	to	illustrate	domain	wall	pinning.	
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µuH = 20.0	mT, t = 0	ns		 	
µuH = 20.0	mT, t = 20	ns		 	
µuH = 20.0	mT, t = 50	ns		 	
µuH = 23.5	mT, t = 50	ns		 	
µuH = 24.0	mT, t = 0	ns		 	
µuH = 24.0	mT, t = 6	ns		 	
µuH = 24.0	mT, t = 8	ns		 	
µuH = 24.0	mT, t = 10	ns		 	
µuH = 24.0	mT, t = 18	ns		 	
µuH = 24.0	mT, t = 28	ns		 	
µuH = 24.0	mT, t = 40	ns		 	
µuH = 34.5	mT, t = 50	ns		 	
µuH = 35.0	mT, t = 0	ns		 	
µuH = 35.0	mT, t = 2	ns		 	
µuH = 35.0	mT, t = 12	ns		 	
	

	
Figure	3-17	Finite	element	simulation	of	a	domain	wall	moving	through	a	magnetic	

nanowire	at	various	field	steps	and	times	after	application	of	the	field.		

A	vortex	domain	wall	is	relaxed	into	the	system,	an	external	field	is	then	applied	and	

allowed	to	relax	for	50ns	before	increasing	the	field	by	0.5mT.	At	20mT,	the	domain	wall	

moves	through	the	wire	and	is	hindered	by	the	first	notch	and	pinned.	The	domain	wall	

remains	at	this	position	until	a	24	mT	depinning	field	is	applied,	and	the	domain	wall	moves	

past	the	defect	until	it	reaches	the	second.	The	dimensions	of	the	second	defect	result	in	a	

greater	potential	barrier	and,	as	such,	requires	a	greater	field	(35	mT)	for	the	domain	wall	

to	 pass	 through.	 From	Figure	 3-17,	we	 surmise	 that	 pinning	 introduces	 plateaus	 in	 the	

hysteresis	loop	provided	that	the	depinning	field	is	larger	than	the	domain	wall	nucleation	

field.	 	 In	 the	 example	 given,	 the	 nanowire	 defects	 affect	 the	 domain	 wall's	 potential	

landscape	 as	 its	 lowest	 energy	 configuration	 is	 perturbed,	 requiring	 either	 significant	

deformation	or	transformation	for	the	domain	wall	to	progress.	This	method	of	pinning	was	
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the	first	to	be	explored	in	racetrack	memory	devices,	as	demonstrated	by	Parkin	et	al.	[22,	

83].		

a 

 

b 

 

c 

 
d 

 

Figure	3-18	(a)	SEM	of	two	“U”-shaped	nanowires	separated	by	an	edge	distance	of	
d=100nm.	(b)	schematic	of	a	pair	of	TDWs	created	at	corners	“A”	moving	under	an	external	
field	 H.	 [30]	 (c)	 SEM	 of	 the	 experimental	 system	 in	 [31]	 where	 the	 stray	 field	 due	 to	
magnetized	stubs	at	some	distance	d	from	the	conduit	perturbs	the	potential.	(d)	schematic	
of	TDW	moving	through	the	potential	in	[31].		

Non-deforming	 pinning	 potentials	 have	 been	 explored	 using	 magnetostatic	

interactions	between	two	structures	to	achieve	remote	pinning.	Notable	examples	involve	

two	conduits	with	segments	in	close	proximity	(Figure	3-18a&b)	such	that	domain	walls	in	

wires	interact	via	a	coulomb-like	potential	[30].	The	work	highlights	these	interactions	as	

a	 potential	 limiting	 factor	 in	 the	 realization	of	 domain	wall	 devices	with	 closely	 spaced	

wires	as	the	potential	may	yield	crosstalk.	However,	the	work	opens	the	possibility	of	using	
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a	magnetized	stub	(Figure	3-18c)	where	the	stray	field	perturbs	the	domain	wall	potential	

[31].	

Lewis	et	al.	[24]	explored	curvature	in	a	conduit	to	introduce	a	pinning	potential	for	

a	transverse	domain	wall,	where	the	curvature	introduces	additional	terms	in	the	exchange	

energy	 (see	 section	 3.2.2)	 and	 surface	 charge	 (Figure	 3-19),	 resulting	 in	 pinning	 fields	

proportional	to	curvature.	The	type	of	potential	is	dependent	on	the	chirality	of	the	domain	

wall	where	 the	 curved	 segment	 presents	 a	 potential	well	 for	 a	 HH	 TDW	with	 the	 core	

directed	away	from	the	centre	of	curvature	and	a	potential	barrier	when	the	core	is	directed	

towards	the	centre	of	curvature.	

	

Figure	3-19	Micromagnetic	simulations	of	domain	wall	pinning	due	to	curvature	in	a	
magnetic	nanowire	 [24].	 [(a)	 and	 (b)]	 Schematic	 showing	an	 increase	 in	 surface	 charge	
when	HH	TDW	core	is	directed	towards	the	centre	of	curvature	(a)	and	a	decrease	in	surface	
charge	when	directed	away	from	the	centre	of	curvature	(b).	(c)	Schematic	of	simulated	
conduit,	the	bend	at	2	has	a	radius	of	R=150nm.	[(d)-(g)]	stable	configurations	at	indicated	
fields,	 contrast	 according	 to	 surface	 charge	density	 computed	as	𝜌2 = −𝜇,∇ ∙ Mîîî⃗ .	Glyphs	
indicate	M	

3.3. Frustration	

Geometric	frustration	is	defined	as	a	situation	where	not	all	pairwise	interactions	can	

be	 satisfied	 simultaneously.	 A	 straightforward	 example	 is	 a	 system	 of	 three	 magnetic	
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moments	 subject	 to	 antiferromagnetic	 minimization	 on	 the	 vertices	 of	 an	 equilateral	

triangle,	 as	 shown	 in	 Figure	3-20.	Moments	µ"	 and	µH	 are	 antialigned	 as	 is	 favoured	 in	

antiferromagnetic	systems.	However,	there	is	no	clear	indication	of	a	favoured	orientation	

for	moment	µY.		

a 

 

b 

 

Figure	3-20	Antiferromagnetic	moments	placed	on	vertices	of	an	equilateral	triangle.	
𝛍𝟏	and	𝛍𝟐are	antiferromagnetically	coupled,	𝛍𝟑	cannot	minimise	both	interactions	with	𝛍𝟏	
and	𝛍𝟐.	

Minimising	 the	 energy	 term	 due	 to	 the	 exchange	 interaction	 between	 µ"	 and	 µY	

maximises	the	energy	due	to	the	exchange	interaction	between	µH	and	µY	and	vice	versa.	

The	configurations	shown	in	Figure	3-20(a)	and	(b)	are	then	degenerate.		

3.3.1. Frustration	in	bulk	materials	

Linus	Pauling	showed	that	at	0K,	the	entropy	of	water	ice	is	non-zero	due	to	bonding	

between	 oxygen	 and	 hydrogen	 atoms	 [33].	 Oxygen	 can	 bond	 tetrahedrally	 with	 four	

hydrogen	 atoms;	 two	 via	 covalent	 bonding	 with	 a	 bond	 length	 of	 0.95Å,	 and	 two	 via	

hydrogen	bonding	with	a	bond	length	of	1.81Å.	It	follows	that	each	hydrogen	atom	bonds	

to	 two	 oxygen	 atoms,	 one	 covalently	 bonded	 and	 the	 other	 via	 hydrogen	 bonding.	 The	

different	bond	lengths	result	in	the	oxygen	atom	being	closely	bonded	with	two	hydrogen	

atoms	and	distantly	bonded	with	another	two	hydrogen	atoms.	This	2-near/2-far	regime,	
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known	as	the	ice	rule,	results	in	6	permutations	for	the	atoms	to	be	arranged,	as	shown	in	

Figure	3-21.	

	

Figure	3-21	Possible	configurations	of	atoms	in	a	water-ice	lattice	at	0K	

With	six	permutations	for	each	oxygen	atom	in	a	crystal	with	N	oxygen	atoms,	Ω =

6v	 gives	 the	 multiplicity	 of	 the	 ground	 state,	 leading	 to	 a	 non-zero	 entropy	 at	 0K	 as	

described	by	Boltzmann's	entropy	formula	

𝑆 = 𝑘` log",(𝛺)	 3.80	

This	is	referred	to	as	the	residual	entropy	𝑆M .		

3.3.2. Spin	ice	

As	demonstrated	by	Harris	et	al.	[36],	HoHTiHOw	crystals	show	geometric	frustration	

due	to	holmium	atoms	on	the	corner-sharing	tetrahedra	in	the	pyrochlore	lattice.	At	low	

temperatures	(𝑇 < 10	𝐾),	the	magnetic	moment	of	the	holmium	atoms	act	as	Ising	spins	

limited	in	their	direction	either	towards	or	away	from	the	centre	of	the	tetrahedron.	Similar	

to	the	example	of	water	ice	where	there	are	two	possibilities	for	a	hydrogen-oxygen	bond,	
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there	exist	 two	possibilities	 for	 the	direction	of	 the	magnetic	moment;	 the	2-far/2-near	

regime	is	then	analogous	to	the	2-in/2-out	regime	known	as	the	Ice	rule	and	giving	these	

materials	the	name	"spin	ice".		

	The	Hamiltonian	of	these	systems	describes	the	sum	of	the	exchange	energy	3.40	and	

the	dipolar	interaction	3.12	[84]:	

ℋ =
𝒥/c
3
²𝑆/𝑆c
/c

+ 𝐷𝑎Y²ô
𝐞./ ∙ 𝐞.c
Ô𝐫/cÔ

Y −
3¦𝐞./ ∙ 𝐫/c§¦𝐞.c ∙ 𝐫/c§

Ô𝐫/cÔ
U õ 𝑆/𝑆c

/c

	 3.81	

𝑺	describes	the	spin	orientation,	which	may	take	values	of	±𝟏	on	the	axis	indicated	

by	the	unit	vector	for	the	Ising	axis	𝐞. .	𝐷	is	a	coupling	constant	given	by	𝑫 = 𝝁𝟎𝝁𝟐 𝟒𝝅𝒂𝟑⁄ .	𝒂	

gives	the	distance	between	spins.	The	ice	rule	can	be	violated	in	spin-ice	materials	as	one	

of	the	spins	can	flip	to	create	a	3-in/1-out	state	or	3-out/1-in	state.	In	2010,	Castelnovo	and	

Moessner	showed	that	these	ice-rule	violating	defects	behave	like	magnetic	monopoles,	as	

shown	in		Figure	3-22.	

In	Figure	3-22a,	the	spin	configuration	follows	the	ice	rule	with	a	2-in/2-out	state	for	

both	corner-sharing	tetrahedra.	Excitation	results	in	a	shared	spin	flipping	such	that	one	

tetrahedron	attains	a	1-in/3-out	state	and	the	other	a	3-in/1-out	state.	Treating	each	spin	

as	a	pair	of	opposite	magnetic	charges	on	a	dumbbell	as	shown	in	Figure	3-22	(c&d),	we	

find	that	the	net	charge	enclosed	by	the	tetrahedra	in	the	2-in/2-out	state	is	zero	and	±2	

for	the	excited	state.	The	excited	states	form	emergent	particles	with	non-zero	magnetic	

charge	acting	as	effective	magnetic	monopoles.	In	this	instance,	Gauss’s	law	for	magnetism	

retains	validity	as	∇ ∙ 𝐇 = −∇ ∙ 𝐌.	
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Figure	3-22	Illustration	of	excitation	from	2-in/2-out	state	to	3-in/1-out	state.	(a)	two	

corner-sharing	tetrahedra	with	a	magnetic	moment	on	each	corner.	Two	of	the	moments	
are	 directed	 towards	 their	 respective	 centres	 in	 both	 tetrahedra,	 and	 two	 are	 directed	
away.	(b)	the	shared	moment	is	flipped	to	result	in	a	1-in/3-out	state	in	the	first	tetrahedron	
and	a	3-in/1-out	state	in	the	second.	(c)	representation	of	(a)	using	a	dumbbell	model	to	
indicate	magnetic	charge.	The	tetrahedron	encloses	no	net	charge.	(d)	representation	of	(b)	
using	the	dumbbell	model	showing	a	net	enclosed	charge	of	-2	in	the	first	tetrahedron	and	
a	net	enclosed	charge	of	+2	in	the	second.		

Additional	 spin	 flips	 in	neighbouring	 tetrahedra	 result	 in	 the	 effective	monopoles	

separating	 (Figure	 3-23).	 Crucially,	 there	 exists	 an	 interaction	 between	 the	 monopole-

antimonopole	pair	that	follows	a	magnetic	analogue	of	Coulomb's	law,	replacing	𝜀,	with	𝜇,	

and	electric	charge	with	magnetic	charge.		
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𝑈(𝑟) =
𝜇,
4𝜋

𝒬"𝒬H
𝑟

	 3.82	

	

	

Figure	3-23	Schematic	of	separated	monopole-like	defects	with	the	path	of	the	Dirac	
string	indicated	in	yellow.	

Dirac’s	 prediction	 of	 magnetic	 monopoles	 introduced	 an	 unobservable	 1-

dimensional	solenoid-like	string	to	conserve	Maxwell’s	equations[85].	The	excitations	 in	

spin-ice	are	created	only	via	spin	reversal,	and	as	such,	a	monopole	excitation	 is	always	

paired	with	an	anti-monopole	excitation	connected	via	a	string	of	reversed	spins.	Upon	a	

disordered	background,	this	string	is	indistinguishable	from	the	background	and	referred	

to	 as	 a	 Dirac	 string.	 These	 monopoles	 and	 their	 associated	 currents	 have	 now	 been	

experimentally	observed	in	bulk	spin-ice	materials	[86,	87].		

3.3.3. Ising	model	and	Ising-like	magnetic	nanowires	

In	 an	 attempt	 to	 describe	 ferromagnetism	using	 local	 forces	 only,	Whilhelm	Lenz	

developed	 a	 simple	 model	 which	 became	 the	 subject	 of	 Ernst	 Ising’s	 1925	 doctoral	

thesis[88].	 This	 simple	 model	 places	 spins	 in	 a	 1-dimensional	 lattice	 with	 the	 spin’s	
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direction	restricted	to	either	‘up’	or	‘down’,	and	considers	nearest-neighbour	interactions	

only,	with	the	energy	of	the	system	described	with	the	Hamiltonian:	

𝐻 = −²𝒥/c𝜎/𝜎c
⟨/,c⟩

− 𝜇²ℎc𝜎c
c

	 3.83	

	 Where	𝒥/c 	is	the	nearest-neighbour	interaction	between	adjacent	spins,	𝜇	is	the	spin	

magnetic	 moment,	 and	 ℎc 	 is	 the	 external	 field	 at	 spin	 𝑗.	 The	 direction	 of	 each	 spin	 is	

represented	by	the	non-dimensional	spin	variable	𝜎 = ±1.	 	

Although	developed	as	a	simplified	model	of	ferromagnetism,	the	Ising	model	itself	

is	not	 intrinsically	a	 representation	of	any	physical	 system.	Extending	 the	model	 to	 two	

dimensional	 systems	 reveals	 a	 transition	 between	 ordered	 and	 disordered	 phases,	 as	

shown	by	Peierls	in	1936	with	an	analytical	proof	by	Onsanger	in	1944	[89].	Ising	models	

may	be	extended	to	an	arbitrary	dimensionality	and	have	shown	utility	in	a	wide	range	of	

topics	such	as	phases	of	spin	glasses	[90],	lattice	structures	of	binary	alloys	[91],	and	neural	

networks	[92].	

Lieb	 applied	 the	 Ising	 model	 to	 2D	 representations	 of	 Pauling’s	 Ice-type	 model,	

Slater’s	KDP	model,	and	the	Rys-F	model	to	find	the	first	exactly	solved	vertex	models	in	

statistical	mechanics	[93-96].	The	Ising	model	may	be	applied	to	the	vertex	types	seen	in	

spin	ice	materials	where	the	spin	variable	𝜎 = ±1	represents	a	spin	pointing	towards,	or	

away	from,	a	vertex.		

The	demagnetising	 field	 inside	high	aspect-ratio	magnetic	nanowires	 restricts	 the	

wire	magnetisation	to	be	parallel	or	antiparallel	to	the	long	axis.	A	sufficiently	short	wire,	

such	that	its	ground	state	is	single-domain	and	there	exists	no	stable	intermediate	or	multi-
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domain	 state,	 may	 be	 parameterised	 using	 the	 Ising	 variable.	 	 Using	 these	 Ising-like	

magnetic	 nanowires,	 one	 can	 create	 mesoscopic	 analogues	 of	 spin	 ice	 materials	 as	

demonstrated	by	Wang	et	al	[37].	

3.3.4. Artificial	Spin	Ice	

Studying	 spin	 ice	 materials	 presents	 many	 challenges	 due	 to	 low-temperature	

requirements	and	the	inherent	difficulty	of	visualizing	atomic	magnetic	moments.	Wang	et	

al.	[37]	proposed	a	model	system	comprising	single-domain	magnetic	nanowires	arranged	

in	a	regular	lattice	(Figure	3-24	(a)	Schematic	of	the	artificial	spin-ice	system	proposed	by	

Wang	et	al.	Reproduced	from[37].	(b)	possible	vertex	types	in	2D	square	artificial	spin	ice	

lattices.	(c)	Excess	percentage	of	each	vertex	type	in	a	square	lattice	as	shown	by	Wang	et	

al.	 [37].a).	 Using	 high	 aspect	 ratio	 permalloy	 nanowires	 with	 zero	 magnetocrystalline	

anisotropy,	the	magnetization	of	the	magnetic	nanowires	may	lie	parallel	or	antiparallel	to	

the	nanowire	long-axis	as	an	analogue	to	an	Ising	spin	in	bulk	spin	ice.	Dipole	interactions	

between	 the	 nanowires	 result	 in	 the	 frustration	 characteristic	 of	 spin-ice	 systems.	 The	

simplest	way	to	capture	the	four-spin	arrangement	in	two	dimensions	is	by	arranging	the	

spins	in	a	square	lattice.	

In	an	artificial	spin	ice	system,	individual	nanowires	are	Ising-like	such	that	they	are	

single	 domain	 at	 remanence	 and	 reverse	 via	 a	 sharp	 transition	 as	 an	 analogue	 to	 spin	

reversals	in	spin	ice	materials.	In	the	thermal	regime	where	the	temperature	is	above	the	

blocking	 temperature	 𝑇I	 such	 that	 the	 nanoislands	 are	 superparamagnetic,	 small	

temperature	fluctuations	activate	magnetization	reversals.	The	blocking	temperature	is	a	

function	of	 the	shape	anisotropy	constant	𝐾0	and	the	nanoisland	volume	𝑉	given	by	 the	

expression	[97]	
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𝑇I =
𝐾0𝑉

𝑘I ln û
𝑡2
𝑡,
ü
	 3.84	

Where	𝑡2	is	the	observation	time	and	𝑡,	is	the	attempt	time.	The	anisotropy	constant	

is	given	by:	

𝐾0 =
1
2
𝜇,𝑀0

H	Δ𝑁	 3.85	

Where	Δ𝑁	is	the	difference	between	the	long	axis	and	in-plane	short-axis	components	

of	 the	 demagnetization	 tensor,	 additional	 reversals	 in	 the	magnetization	may	 result	 in	

excitations	moving	around	the	lattice,	and	we	continue	the	analogue	to	spin	ice	materials	

by	considering	the	excitations	as	connected	via	a	Dirac	string.	However,	calculations	have	

shown	additional	 terms	 in	 the	potential	 [98]	 such	 that	 the	 total	 energy	 of	 a	monopole-

antimonopole	pair	in	artificial	spin	ice	becomes:	

𝑈(𝑟) =
𝜇,
4𝜋

𝒬"𝒬H
𝑟

+ 𝑏𝑋(𝑟) + 𝐶	 3.86	

Where	𝑋(𝑟)	is	the	string	length,	𝑏	is	the	string	tension,	and	𝑐	is	a	constant	associated	

with	pair	creation.	Before	discussing	the	origin	of	this	term,	we	must	explore	degeneracy	in	

artificial	spin-ice	systems.		

Wang	 et	 al.	 immediately	 demonstrated	 the	 advantages	 of	 artificial	 spin	 ice	 by	

fabricating	permalloy	nanoislands	large	enough	such	that	the	magnetization	is	frozen	with	

a	 blocking	 temperature	 well	 above	 room	 temperature.	 The	 frozen	 system	 is	 easily	

characterized	 using	magnetic	 force	microscopy,	 which	 was	 performed	 on	 devices	 with	

varying	lattice	spacings.	The	group	reproduced	the	different	vertex	types	shown	in	Figure	
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3-24	(a)	Schematic	of	 the	artificial	spin-ice	system	proposed	by	Wang	et	al.	Reproduced	

from[37].	 (b)	 possible	 vertex	 types	 in	 2D	 square	 artificial	 spin	 ice	 lattices.	 (c)	 Excess	

percentage	 of	 each	 vertex	 type	 in	 a	 square	 lattice	 as	 shown	 by	Wang	 et	 al.	 [37].b	with	

population	 fractions	of	 each	 type	 significantly	different	 from	 random	chance,	 indicating	

interactions	between	the	nanowires.	Increasing	the	lattice	spacing	resulted	in	the	vertex	

populations	approaching	a	 random	distribution	as	expected	with	decreasing	 interaction	

strengths.	Vertices	of	each	type	are	degenerate;	however,	 it	 is	noted	that	 ice-rule	states,	

unlike	in	bulk	spin-ice,	are	separated	in	topologically	separate	vertex	types	I	and	II	with	

different	energies	associated	with	these	vertex	types.		

a 

 

b 

 

c 

 

 

Figure	3-24	(a)	Schematic	of	the	artificial	spin-ice	system	proposed	by	Wang	et	al.	
Reproduced	from[37].	(b)	possible	vertex	types	in	2D	square	artificial	spin	ice	lattices.	(c)	
Excess	percentage	of	each	vertex	type	in	a	square	lattice	as	shown	by	Wang	et	al.	[37].	
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This	non-degeneracy	highlights	a	limitation	of	2D	artificial	spin-ice	systems	if	using	

it	as	a	platform	to	study	bulk	spin-ice	behaviour.	As	indicated	in	Figure	3-25a,	the	distance	

between	 opposite	 wires	 in	 the	 vertex	 is	 greater	 than	 adjacent	 wires	 resulting	 in	 the	

favouring	of	dipolar	interactions	between	adjacent	wires	and	an	excess	of	type	I	vertices	at	

smaller	lattice	spacings.	Overall,	this	yields	an	antiferromagnetic	ground	state,	unlike	the	

disordered	state	seen	in	bulk	systems.		Kagome	lattices	comprising	three	nanowires	at	each	

vertex	overcome	this	issue	as	all	three	wires	are	equidistant	(Figure	3-25b).		Such	systems	

are	interesting	in	their	own	right	due	to	their	complex	phase	diagram,	which	consists	of	

states	with	dipolar	order,	charge	order	and	loop	states	[99].	 	However,	without	a	fourth	

moment,	 such	 systems	 can	 only	 be	 compared	 to	 spin-ice	 in	 a	 limited	 scenario	 such	 as	

Kagome	ice,	where	a	single	spin	is	pinned	via	an	external	magnetic	field.		

a 

 

b 

 

Figure	 3-25	 (a)	 A	 disconnected	 square	 lattice	 vertex	 with	 the	 distance	 between	
islands	annotated.	(b)	disconnected	Kagome	lattice	vertex	with	distances	annotated.	

The	degeneracy	lifting	between	the	ice-rule	states	gives	rise	to	ordering	in	the	system	

such	that	the	chain	of	reversals	connecting	a	monopole-antimonopole	pair	is	measurable.	

A	 trivial	 example	 is	 an	 instance	 of	 a	 background	 comprising	 type-I	 states	 where	 the	

excitations	are	connected	via	a	path	of	 type-II	states	(Figure	3-26a),	or	a	background	of	

Type-II	states	where	the	excitations	are	connected	via	a	path	of	type-I	states	(Figure	3-26b).	
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The	intrinsic	energy	difference	between	the	type-I	and	type-II	states	then	contributes	to	the	

additional	energy	term	𝑏𝑋(𝑟)	in	equation	3.86.			

a 

 

b 

 

Figure	3-26	Dirac	string	upon	a	square	2D	artificial	spin	ice	lattice	with	(a)	Type-I	
background,	(b)	Type-II	background	

Möller	 and	 Moessner	 predicted	 that	 degeneracy	 could	 be	 recovered	 in	 square	

systems	by	offsetting	one	of	the	sub-lattices	by	some	height	h,	such	that	dipolar	interactions	

between	 any	 pair	 are	 equivalent	 [99].	 This	 was	 then	 experimentally	 demonstrated	 by	

Perrin	 et	 al.	 [100]	 	 (Figure	 3-27a).	 An	 offset	 such	 that	𝒥" > 𝒥H,	 reproduces	 the	 regime	

studied	 by	 Wang	 et	 al.	 with	 mainly	 type	 I	 vertices	 (Figure	 3-27b).	 For	 𝒥" < 𝒥H,	 the	

sublattices	become	disconnected	and	ferromagnetic	ordering	dominates	resulting	in	type	

II	 vertices	 (Figure	3-27c).	At	 a	 critical	 separation	between	 the	 sub-lattices	 (ℎ ≈ ℎ4),	 the	

interaction	between	opposite	wires	and	adjacent	wires	becomes	roughly	equal	(𝒥" ≈ 𝒥H)	

and	degeneracy	 is	 nearly	 recovered.	Despite	 their	 success	 in	 recovering	degeneracy,	 an	

earlier	 analysis	 showed	 that	 the	moments	 in	 these	 types	 of	 lattices	 lie	 along	 the	 x	 or	 y	

direction	 in	 the	 lattice	 (Figure	 3-27e),	 which	 results	 in	 some	 residual	 ordering	 and	

subsequent	residual	tension	[101].		
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a 

 

b 

 
 𝒉 < 𝒉𝒄	, 𝓙𝟏 > 𝓙𝟐 

c 

 
  𝒉 > 𝒉𝒄	, 𝓙𝟏 < 𝓙𝟐 
 d 

 
  𝒉 ≈ 𝒉𝒄, 𝓙𝟏 ≈ 𝓙𝟐 

e 

 

f 

 

Figure	 3-27	 (a)	 schematic	 of	 square	 artificial	 spin	 ice	 with	 z-offset	 in	 one	 of	 the	
sublattices.	(b-d)	observed	vertex	types	for	𝒉 < 𝒉𝒄,	𝒉 > 𝒉𝒄,	and	𝒉 ≈ 𝒉𝒄	respectively.	Blue	
indicates	 type	 I	 vertex,	 red	 indicates	 type	 II	 vertex.	 Edited	 figure	 from	 [100].	 (e)	 the	
direction	of	moments	in	the	lattice	described	in	refs	[99-101]	where	moments	lie	in	the	x-
y	plane.	(f)	optimal	orientation	of	magnetic	moments	aligned	to	their	local		⟨𝟏, 𝟏, 𝟏⟩	axis.		

Fine	control	over	the	energies	of	the	vertex	types	presents	an	interesting	opportunity	

to	explore	the	exactly	solved	six-vertex	models	known	as	the	Rys-F	and	the	KDP	models	

[93].	 Applied	 to	 square	 artificial	 spin	 ice,	where	 the	 ground	 state	 of	 a	 system	 is	 either	

described	by	a	type-I	(Rys-F	[102])	or	type-II	(KDP	[103])	background.	The	Rys-F	model	

describes	type-II	vertices	as	excitations	upon	a	type-I	background.	Since	type-II	vertices	

carry	 net	 magnetisation	 and	 divergence-full	 vertex	 types	 are	 prohibited,	 topological	
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restriction	results	in	system-spanning	strings	or	closed	loops	of	type-II	vertices	separating	

domains	of	type-I	vertices	with	opposite	parity	[104-106].	These	flux	lines,	named	Faraday	

loops,	carry	the	system’s	energy,	and	due	to	the	closed	loops	yield	zero	magnetisation	and	

magnetic	susceptibility	leading	to	an	infinite-order	phase	transition	tied	to	the	topological	

properties	of	the	system.			

2D	and	2.5D	artificial	spin	ice	systems	present	an	exciting	opportunity	for	exploring	

exotic	physical	phenomena,	but	there	exist	limitations	that	motivate	attempts	to	produce	a	

true	 3DASI.	 Firstly,	 2DASI	 cannot	 capture	 true	 degenerate	 ice-rule	 states,	 which	 are	

essential	to	achieving	deconfined	monopole	pairs.	2.5D	systems	recover	degeneracy,	but	

next-nearest	neighbour	interactions	still	yield	residual	ordering	and	subsequent	residual	

string	tension.	3DASI	promises	degenerate	ice-rule	states	where	moments	lie	along	their	

local	 ⟨1,1,1⟩	 axis	 and	 deconfined	 monopoles	 are	 achievable.	 Finally,	 the	 2D	 and	 2.5D	

systems	 are	 inherently	 limited	 to	 a	 single	 layer,	 and	 one	 cannot	 explore	 the	 impact	 of	

symmetry	breaking	upon	the	surface.	The	2D	square	ASI	systems	discussed	are	composed	

entirely	 of	 coordination-four	 vertices	 comprising	 four	 nanowires.	 However,	 a	 surface	

termination	in	ASI	consists	of	two	wires	not	captured	in	2DASI.	

3.4. Two	Photon	Polymerisation	

Methods	 such	 as	 photolithography	 and	 electron	 beam	 lithography	 are	 well	

established	 in	 nanostructure	 fabrication	 ,	 	 currently	 achieving	 sub-10nm	 feature	 sizes			

[107,	108].		However,	these	methods	lack	variability	along	the	incident	beam	path	and	are	

therefore	unsuited	to	3D	nanostructure	fabrication.	Recent	advances	in	laser	technologies	

such	 as	 femtosecond	 lasers	 with	 pulse	 lengths	< 10Q"H	s	 provide	 access	 to	 non-linear	
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optical	effects	which	may	be	exploited	in	photolithography.	Key	to	this	work	is	two-photon	

absorption	(TPA);	a	third-order	non-linear		optical	process	that	may	be	exploited		to	trigger	

polymerisation	in	a	photoresist.	 	This	section	covers	the	fundamentals	of	 	TPA	and	two-

photon	polymerisation	(TPP),	the	practical	application	is	discussed	in	section	4.1.	

The	photochemical	processes	in	photolithography	are	initiated	by	the	absorption	of	

a	photon	(ℎ𝜈)	by	a	photoinitiator	(𝑃𝐼).	The	excited	photoinitiator	(𝑃𝐼∗)	decays	into	a	pair	

of	 free	 radicals	 (𝑅 ∙),	 which	 bond	 with	 a	 monomer	 (𝑀)	 to	 generate	 monomer	 radicals	

(𝑅𝑀 ∙).	Monomer	radicals	may	bond	with	further	monomers	to	create	monomer	radicals	of	

arbitrary	 length	 (𝑅𝑀𝑀 ∙→ 𝑅𝑀. ∙)	 until	 the	 monomer	 radical	 combines	 with	 another,	

terminating	the	reaction.	The	process	is	outlined	in	Table	3-2.	

Stage	 Chemical	process	

Initiation	 𝑃𝐼
5}
%& 𝑃𝐼∗ → 𝑅 ∙ +𝑅 ∙		

Propagation	 𝑅 ∙ +𝑀 → 𝑅𝑀 ∙
~
→ 𝑅𝑀𝑀 ∙→ ⋯ → 𝑅𝑀. ∙		

Termination	 𝑅𝑀. ∙ +𝑅𝑀2 ∙→ 𝑅𝑀2R.𝑅		

Table	3-2	Outline	of	the	photochemistry	associated	with	photolithography.	

This	is	a	linear	process	where	the	material	polarization	(𝐏)	response	induced	by	an	

applied	electric	field	(𝐄)	with	frequency	(𝜔)	is	given	by	[59]	

𝐏(ω) = 𝜀,𝜒(𝜔)𝐄(ω)	 3.87	

Where	𝜀,	is	the	permittivity	of	free	space,	and	𝜒	denotes	the	linear	susceptibility.		

Standard	UV	sources	used	in	photolithography	are	isotropic	such	that	all	unmasked	

regions	are	uniformly	exposed.	These	factors	limit	the	technique	to	2D	structures.	Although	
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additive	 and	 subtractive	 techniques	 may	 be	 combined	 in	 sequence	 to	 stack	 2D	 layers,	

realizing	a	complex	3D	structure	is	prohibitively	challenging.		

In	contrast	to	single-photon	lithography	initiated	by	the	absorption	of	a	single	photon	

(Figure	3-28a),	two-photon	lithography	relies	on	the	near-simultaneous	absorption	of	two	

photons	by	a	molecule	in	the	photoresist	where	the	sum	of	the	photon	energies	is	equal	to	

the	bandgap	(Figure	3-28b).	The	first	absorption	leads	to	an	electron	in	a	virtual	state	which	

must	 relax	down	 to	 the	 ground	 state	within	 the	 timeframe	dictated	by	 the	 time-energy	

uncertainty	relation.	The	absorption	of	a	second	photon	within	this	time	interval	(< 1	fs)	

allows	the	electron	into	the	excited	state.	Sufficiently	high	electric	fields	result	in	additional	

non-linear	terms	to	equation	3.87:	

𝐏 =²𝐏𝐧
𝐧

	

𝐏𝟏 = 𝜀,𝜒"𝐄	

𝐏𝟐 = 𝜀,𝜒H𝐄 ∙ 𝐄	

𝐏𝟑 = 𝜀,𝜒Y𝐄 ∙ 𝐄 ∙ 𝐄	

3.88	

Where	the	superscript	indicates	index	rather	than	exponent.	The	rate	of	absorption	

for	an	n-photon	process	is	typically	proportional	to	𝐄 ∙ 𝐏𝟐𝐧Q𝟏.	For	a	single-photon	process,	

the	 absorption	 rate	 is	 then	proportional	 to	𝐄 ∙ 𝐏𝟏 = 𝜀,𝜒"𝐄 ∙ 𝐄,	 or,	 light	 intensity.	 It	 then	

follows	that	the	rate	of	two-photon	absorption	is	proportional	to	𝐄 ∙ 𝐏𝟑 = 𝜀,𝜒Y𝐄 ∙ 𝐄 ∙ 𝐄 ∙ 𝐄,	

or	the	square	of	the	light	intensity.		
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a 

 

b 

 

Figure	3-28	Electron	excitation	through	(a)	single-photon	absorption	and	(b)	two-
photon	absorption.		

Intuitively,	one	would	expect	to	be	able	to	address	the	challenge	of	uniform	exposure	

in	 single-photon	 lithography	 by	 employing	 a	 focused	 laser.	 For	 a	 plane	 wave,	 the	

attenuation	via	single-photon	absorption	is	given	by:	

𝑑𝐼
𝑑𝑧

= −𝜎"ST𝑁𝐼(𝑧)	 3.89	

Where	 the	 𝐼	 represents	 the	 intensity,	 𝑧	 the	 distance	 along	 the	 direction	 of	 light	

propagation,	𝜎"ST	is	the	linear	absorption	cross-section	of	the	photoinitiator	molecule,	and	

𝑁	represents	the	number	of	photoinitiator	molecules	per	unit	volume.	The	solution	to	3.89	

then	yields	the	familiar	Beer-Lambert	law:	

𝐼(𝑧) = 𝐼,𝑒Q�"$%v7	 3.90	

For	a	Gaussian	beam	entering	a	high	optical	density	medium,	however,	this	yields	the	

dose	distribution	shown	in	Figure	3-29a,	where	most	absorption	is	at	the	surface.	Reducing	

the	photoinitiator	concentration	yields	a	 focal	spot	 in	 the	x-y	plane.	However,	we	 find	a	

uniform	dose	distribution	along	the	z-axis	(Figure	3-29b).	In	contrast	to	the	single-photon	

case,	the	attenuation	via	two-photon	absorption	is	given	by	
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𝑑𝐼
𝑑𝑧

= −𝜎HST𝑁¦𝐼(𝑧)§
H	 3.91	

Yielding	dose	deposition	according	to	a	Gaussian	function	in	3D	space	(Figure	3-29c)	

centred	at	the	laser	focal	spot.	The	well-defined	focal	spot	may	then	be	moved	with	respect	

to	 the	 substrate,	 allowing	 for	 a	 3D	 geometry	 of	 arbitrary	 design	 to	 be	 traced	 in	 the	

photoresist.			

	

Figure	3-29	Dose	distributions	 for	a	gaussian	beam	from	below	into	a	photoresist	
volume.	 (a)	 single-photon	 absorption	 where	 the	 photoresist	 has	 a	 high	 photoinitiator	
concentration.	(b)	single-photon	absorption	where	the	photoresist	has	a	low	photoinitiator	
concentration.	(c)	two-photon	absorption.	[109]	

As	 two-photon	 absorption	 is	 a	 third-order	 non-linear	 process,	 two-photon	

lithography	uses	 a	 femtosecond	pulsed	 laser	 to	 create	high-intensity	 exposures	 and	 the	

focal	spot.	Setting	the	photoinitiator	molecule	density	(𝑁)	to	the	initial	density	(𝜌/)	less	the	

already	radicalized	molecules	(𝜌P),	the	rate	of	free	radical	production	is	given	by	

𝑑𝜌P
𝑑𝑡

= (𝜌/ − 𝜌P)𝜎HST𝐼H	 3.92	

Which	has	the	solution	
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𝜌P = 𝜌/[1 − exp(−𝜎HST𝐼H𝑡)]	 3.93	

The	laser	intensity	for	a	gaussian	beam	is	given	by		

𝐼(𝑟, 𝑧) = 𝐼, �
𝜔,H

𝜔(𝑧)H
� exp �−

2𝑟H

𝜔(𝑧)H
�	 3.94	

Where	𝜔,	and	𝐼,	represent	the	beam	waist	(radius)	and	intensity	at	the	focal	point	

where	𝑟 = 𝑧 = 0.	At	the	focal	point,	𝜔,	in	immersion	oil	is	given	by:	

𝜔, =
𝜆

𝜋𝑁𝐴
+𝑛F/GH − NAH	 3.95	

Where	𝜆	denotes	the	laser	wavelength,	𝑛F/G 	the	refractive	index	of	immersion	oil,	and	

NA	is	the	objective	numerical	aperture.	The	photon	flux	intensity	at	the	focal	plane	can	be	

expressed	as	a	function	of	mean	laser	power	(𝑃),	beam	waist	at	the	focal	point	(𝜔,),	pulse	

length	(𝜏),	pulse	repetition	frequency	(𝑓9),	Planck’s	constant	(ℎ),	and	the	photon	frequency	

(𝜈)	

𝐼EF4-G =
𝑃

𝜋𝜔,H𝜏𝑓9ℎ𝜈
	 3.96	

Which	is	related	to	𝐼,	according	to		

𝐼, =
2𝑒H

𝑒H − 1
𝐼EF4-G ≈ 2.3𝐼EF4-G 	 3.97	

Photon	intensity	is	highest	at	the	focal	plane	(𝑧 = 0),	and	3.94	becomes:	
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𝐼(𝑟, 𝑧 = 0) = 𝐼, exp �−
2𝑟H

𝜔,H
�	 3.98	

And	 combining	 the	 prior	 equations	 then	 yields	 an	 expression	 for	 the	 TPL	 voxel	

diameter	𝑑&	in	the	focal	plane.		

𝑑& = 𝜔, �ln
𝜎HST𝐼,H𝑛b𝜏

𝐶�
�

"
H
	 3.99	

Where	 𝑛b	 is	 the	 number	 of	 pulses	 𝑛b = 𝑓𝑡	 and	 𝐶�	 is	 a	 function	 of	 the	 initial	

photoinitiator	concentration	and	the	threshold	concentration	𝜌O	

𝐶� = ln
𝜌/

𝜌/ − 𝜌O
	 3.100	

We	can	apply	a	similar	process	to	determine	the	voxel	diameter	along	the	beam	axis	

(voxel	length)	by	setting	𝑟 = 0	in	equation	3.94:	

𝐼(𝑟 = 0, 𝑧) =
𝐼,𝜔,H

𝜔(𝑧)H
	 3.101	

Which	becomes:	

𝑙& = 2𝑧M ,-
𝜎HST𝐼,H𝑛b𝜏

𝐶𝜌
.

"
H
− 1/

"
H

	 3.102	

Where	𝑧M 	is	the	Rayleigh	wavelength	𝑧M = 𝜋𝜔,H 𝜆⁄ .
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4. Experimental	methods	

4.1. Two-Photon	Lithography	

Photolithography	is	a	well-established	technique	for	realizing	complex	2D	structures	

upon	a	substrate.	Typically,	a	photoresist	is	cast	upon	the	substrate	and	selectively	exposed	

to	a	UV	light	source	with	a	stencil	mask	such	that	the	solubility	of	the	exposed	region	is	

altered	to	facilitate	selective	removal	using	specific	solvents.	 In	the	case	of	positive	tone	

resists,	exposure	results	in	an	increase	in	the	material’s	solubility	in	the	solvent	such	that	

the	 exposed	 regions	 are	 removed	 in	 a	 subtractive	 process.	 In	 contrast,	 negative	 tone	

photoresists	 decrease	 the	 solubility	 such	 that	 unexposed	 regions	 are	 removed	 during	

development.		

This	 work	 uses	 negative-tone	 photoresists	 only	 for	 nanofabrication	 using	 two-

photon	lithography.	Specifically,	we	use	a	proprietary	IPL-780	photoresist	from	NanoScribe	

GmbH	with	the	NanoScribe	photonic	professional	GT.	We	use	a	780nm	pulsed	laser	with	

~100	fs	pulse	length,	an	80MHz	repetition	rate,	and	25kW	peak	power.	Figure	4-1	shows	a	

schematic	 of	 the	 NanoScribe	 system	 where	 the	 laser	 passes	 through	 an	 acousto-optic	

modulator	(AOM)	modulating	the	laser	power.	The	beam	is	expanded	and	collimated	before	

passing	through	a	high	numerical	aperture	(NA = 1.4)	objective	in	immersion	oil	(𝑛F/G =
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1.518)	to	focus	upon	a	point	in	the	photoresist.	Based	on	equation	3.95,	this	yields	a	beam	

waist	of	104nm	at	focus.		

	

Figure	4-1	Schematic	of	TPL	system.	An	optoacoustic	modulator	(AOM)	modulates	
the	beam	intensity	before	the	beam	is	expanded	and	then	focussed	down	by	the	objective	
lens	 to	diffraction	 limited	 spot	 in	 the	photoresist.	The	piezoelectric	 stage	 translates	 the	
sample	with	respect	to	the	focal	spot	to	trace	3D	geometries.	A	galvo	mirror	may	be	placed	
in	the	beam	path	to	increase	scan	speeds	in	the	xy	plane.		

Substrates	are	typically	glass	coverslips	or	ITO	coated	glass	coverslips	prepared	with		

a	20-minute	ultrasonic	acetone	bath,	followed	by	a	20-minute	ultrasonic	isopropyl	alcohol	

(IPA)	bath,	and	subsequently	dried	using	compressed	air.	Immersion	oil	(Immersol	518F	

with	 refractive	 index	 1.518)	 is	 cast	 on	 the	 lower	 substrate	 surface,	 and	 negative-tone	

photoresist	 (NanoScribe	 IPL-780)	 is	 drop-cast	 on	 the	upper	 side	 (Figure	4-2a),	 and	 the	

sample	mount	is	inserted	into	the	Nanoscribe	with	the	immersion	oil	towards	the	objective	

lens.	The	objective	lens	is	raised	to	be	immersed	in	the	immersion	oil	(Figure	4-2b),	and	the	

glass-resist	interface	is	found	before	writing	commences.	
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Figure	 4-2	 outline	 of	 two-photon	 lithography	 fabrication	 process	 using	 negative	

resist.	(a)	index-matched	immersol	518F	is	drop-cast	upon	the	bottom	of	the	substrate	and	
IPL-780	negative-tone	photoresist	is	drop	cast	on	top	of	the	substrate.	(b)	Objective	lens	is	
immersed	 in	 the	 immersol.	 (c)	Laser	 is	 focused	with	 the	 focal	spot	 in	 the	photoresist	 to	
induce	 polymerisation.	 The	 focal	 spot	 is	 translated	 in	 3D	 space	 to	 trace	 arbitrary	 3D	
geometry.	 (d)	 After	writing,	 the	 photoresist	 is	 removed	with	 a	 PGMEA	 developer	 bath,	
followed	by	an	IPA	bath	to	remove	remnant	PGMEA	and	immersol.		

The	laser	focal	spot	is	translated	in	3D	space	with	respect	to	the	substrate	during	the	

writing	 process,	 enabling	 the	 user	 to	write	 arbitrary	 3D	 geometries	 (Figure	 4-2c).	 The	

objective	lens	is	lowered	after	writing,	and	the	samples	may	be	removed	to	be	placed	in	a	

20-minute	propylene	glycol	methyl	ether	acetate	(PGMEA)	developer	bath,	removing	the	

unexposed	resist.	Finally,	 the	samples	are	 transferred	 to	an	 IPA	bath	 to	remove	PGMEA	

residue,	and	the	samples	are	carefully	dried	using	compressed	air	 leaving	a	3D	polymer	

structure	upon	the	substrate	(Figure	4-2d).		

Focal	spot	translation	may	be	achieved	in	one	of	two	scanning	modes:	The	first	mode	

fixes	the	focal	position	and	uses	the	piezoelectric	stage	to	translate	the	substrate	along	the	

x,	y,	and	z	axes,	allowing	the	scan	to	follow	a	3D	path	(Figure	4-3a).	The	second	mode	uses	
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a	 galvo	mirror	 to	 translate	 the	 focal	 spot	 in	 the	 xy-plane	where	 a	 z-slice	 of	 the	desired	

geometry	is	written	before	using	the	piezoelectric	stage	to	translate	the	substrate	along	z	

to	 write	 the	 next	 layer	 (Figure	 4-3b).	 	 Piezo	 scan	 mode	 and	 Galvo	 scan	 mode	 offer	

advantages	and	disadvantages.	Piezo	scan	mode	may	freely	scan	in	3D,	but	scan	speeds	are	

limited	to	300	µm	sQ"	whereas	galvo	scan	mode	can	operate	at	scan	speeds	up	to	20	cm	sQ"	

within	the	xy	plane.		

	
Figure	4-3	Schematic	illustrating	how	a	simple	arch	is	written	over	time	in	(a)	piezo	

mode,	(b)	galvo	mode.	In	piezo	mode,	the	path	of	the	arch	may	be	followed.	In	galvo	scan	
mode,	one	can	take	advantage	of	the	higher	scan	speeds	in	the	xy	plane	by	discretising	the	
geometry	along	z		

The	user	can	define	the	desired	geometry	using	either	manually	defined	coordinates	

or	a	standard	triangle	language	(STL)	file	generated	using	any	Computer	Assisted	Design	

(CAD)	software	which	is	converted	into	a	set	of	coordinates	to	be	exposed.	In	the	former	

case,	the	user	may	either	specify	a	set	of	coordinates	with	the	associated	laser	power	and	
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exposure	 time	 at	 the	 coordinate	 in	 “pulsed	mode”	 (Figure	 4-4a)	 or	 invoke	 “continuous	

mode”,	where	two	coordinates	define	a	line	along	which	the	voxel	travels	at	the	specified	

scan	speed	and	laser	power	(Figure	4-4b).	The	latter	may	also	be	achieved	in	pulsed	mode	

by	 setting	 the	 “connectpoints”	 parameter	 to	 “on”	 such	 that	 the	 path	 between	 two	

coordinates	is	discretized	and	each	point	along	the	path	is	exposed	in	pulsed	mode.		

	

Figure	4-4	Schematic	of	how	structures	are	written	over	time	with	NanoScribe	using	
(a)	pulsed	mode,	(b)	continuous	mode.		Coordinates	shaded	in	temporal	order.		

Exposure	 time	 and	 laser	 power	 affect	 the	 nanostructure	 feature	 size,	 where	 an	

increase	 in	 these	 parameters	 yields	 an	 increase	 in	 feature	 size.	 It	 is	 then	 desirable	 to	

minimize	 laser	 power	 and	 exposure	 to	 improve	 the	 feature	 size	 and	 resolution	 of	 the	

system;	however,	 polymerization	will	 not	 occur	 should	 these	parameters	 fall	 below	 the	

threshold	 value.	 Conversely,	 should	 these	 parameters	 be	 too	 high,	 exposure	 results	 in	

“micro	 explosions”	 where	 there	 is	 a	 runaway	 propagation	 (Table	 3-2)	 due	 to	 a	 high	

concentration	of	free	radicals.	The	high	level	of	automation	available	in	TPL	allows	the	user	

to	 empirically	 determine	 the	 optimum	 dose	 parameters	 by	 writing	 a	 large	 number	 of	
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structures	and	systematically	varying	the	dose	parameters.	The	key	parameters	are	laser	

power,	and	exposure	time	in	pulsed	mode	or	scan	speed	in	continuous	mode.	

4.2. Laser	Ablation	

Laser	ablation	 is	a	 top-down	process	 that	 focuses	a	high-intensity	 laser	beam	at	a	

substrate	 surface	 and	 removes	 material	 through	 either	 photochemical	 processes	 or	

localized	 heating,	 resulting	 in	 a	 phase	 change	 [110].	 In	 the	 latter	 thermal	 regime,	 the	

process	is	initiated	by	the	absorption	of	photons	resulting	in	local	heating	during	the	laser	

pulse,	whereas	scission	depolymerizes	the	material	in	the	photochemical	regime	[110].		

	

Figure	4-5	(a)	schematic	of	laser	ablation	[110]	(b)	ultrafast	imaging	of	laser	ablation	
performed	upon	PMMA	substrate	[111].	From	150ns	–	3µs,	we	observe	the	plasma	plume	
and	the	ejection	of	the	molten	material	until	34	µs.	

Upon	 further	 exposure,	 material	 in	 the	 melt	 pool	 reaches	 the	 vaporization	 state	

resulting	 in	 a	 plasma	 plume	 around	 the	 target	 region,	 and	 recoil	 pressure	 ejects	 the	



	

89	

remaining	molten	material	from	the	melt	pool	to	be	redeposited	near	the	target	site	[112].	

This	process	was	captured	in	striking	detail	using	ultrafast	imaging	of	PMMA	exposed	to	a	

single	20ns	UV	(248	nm)	pulse	in	[111],	and	shown	in	Figure	4-5b.	

We	perform	ablation	using	the	standard	780nm	wavelength	laser	in	the	Nanoscribe	

GT	with	~100	femtosecond	pulse	duration,	and	an	80	MHz	repetition	rate,	Idealized	models	

of	 laser	 ablation	 assume	 only	 photochemical	 or	 photothermal	 reactions;	 however,	 both	

approaches	yield	mathematically	nearly	indistinguishable	models	[113,	114].	Of	primary	

interest	in	this	work	is	the	dependence	of	etch	depth	per	pulse	(d)	upon	fluence	(𝑓)	[115]:	

𝑑 =
1
𝛼
ln 3

𝑓
𝑓O5
4	 4.1	

Where	 𝛼	 is	 the	 material	 effective	 absorption	 coefficient,	 and	 𝑓O5	 is	 the	 ablation	

threshold	fluence.	Extensive	reviews	regarding	the	laser	ablation	of	polymers	can	be	found	

at	[110,	116]	and	subsequent	references.		

The	 work	 presented	 in	 chapter	 5	 explores	 the	 fabrication	 of	 3D	 magnetic	

nanostructures	using	a	polyacrylic	acid	sacrificial	 layer	ablated	to	selectively	expose	the	

substrate	and	provide	anchors	for	the	nanostructures.		The	advantage	of	using	ablation	is	

that	the	laser	power	available	in	TPL	systems	is	sufficient	to	ablate	PAA	and	the	user	can	

define	the	geometries	to	ablate	using	the	same	scripting	language	using	slower	scan	speeds	

and	higher	 laser	powers	 compared	 to	a	 typical	TPL	 script.	After	 ablation,	negative	 tone	

photoresists	may	be	drop-cast	onto	the	sample	without	the	need	to	remove	samples	from	

their	holder	and	alignment	may	be	preserved.		
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4.3. Line	of	sight	deposition	

After	fabricating	the	scaffolds	using	TPL,	thermal	evaporation	is	used	to	cast	highly	

pure	 uniform	 thin	 films	 of	 Permalloy	 upon	 the	 scaffolds.	 A	 typical	 setup	 for	 thermal	

evaporation	is	shown	in	Figure	4-6a.	A	small	amount	of	solid	metal	(evaporant)	is	cleaned	

in	a	5-minute	ultrasonic	bath,	dried	using	compressed	air,	and	mounted	on	an	alumina-

coated	molybdenum	crucible	connected	to	two	electrodes.	The	samples	are	mounted	to	an	

aluminium	sample	mount	and	placed	~30cm	above	the	crucible.	Once	the	components	are	

in	place,	a	bell	jar	is	placed	over	the	setup,	and	the	chamber	is	evacuated	to	pressures	of	

approximately	 2 × 10QHmbar	 using	 the	 roughing	 pump.	 The	 chamber	 is	 then	 further	

evacuated	 to	 pressures	 below	 10Q�mbar	 (our	 system	 typically	 reaches	 pressures	 of	

5 × 10Qwmbar).		

	

Figure	 4-6	 (a)	 schematic	 of	 typical	 thermal	 evaporation	 setup.	 The	 chamber	 is	
evacuated	 to	~10-3	mbar	using	 the	 roughing	pump,	 and	 further	 evacuated	 to	pressures	
below	10-6	mbar.	Joule	heating	in	the	crucible	results	in	evaporation	of	the	desired	material	
which	moves	radially	outwards.	The	distance	between	the	source	and	the	target	samples	is	
large	 such	 that	 the	 samples	 subtend	 a	 small	 angle	 resulting	 in	 effective	 top-down	
deposition.	(b)	schematic	of	3d	nanostructure	upon	which	a	material	is	deposited	showing	
clear	shadowing	on	the	substrate	due	to	the	nanostructure.		
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Once	a	satisfactory	vacuum	has	been	achieved,	current	(60-90A)	is	passed	through	

the	 crucible	 to	 heat	 the	 evaporant	 using	 Joule	 heating	 in	 the	 crucible.	 The	 current	 is	

gradually	ramped	to	prevent	thermal	shock.	A	shutter	above	the	crucible	remains	shut	until	

the	evaporant	 forms	a	melt	pool	and	sufficient	 temperature	 is	reached	to	evaporate	 the	

permalloy,	 and	 a	 quartz-crystal	monitor	 (QCM)	measures	 the	 deposition	 thickness.	 The	

shutter	is	not	closed	again	until	the	evaporant	has	entirely	evaporated,	and	the	current	is	

gradually	ramped	down	to	prevent	thermal	shock	to	the	crucible.		

The	mean	free	path	(𝜆)	of	a	particle	with	diameter	𝑑	may	be	approximated	using	the	

expression	[67]:	

𝜆 =
𝑘𝑇

√2𝜋𝑝𝑑H
		 4.2	

Where	𝑝	is	the	chamber	pressure,	and	𝑘	is	the	Boltzmann	constant.		

Taking	a	worst-case	scenario	of	a	chamber	pressure	of	10Q�	mbar,	the	mean	free	path	

for	iron	with	𝑑 = 250	pm	and	Nickel	with	𝑑 = 163	pm	[117]	are	orders	of	magnitude	larger	

than	the	30cm	source-sample	distance	(~145	m	and	~89	m	respectively),	resulting	in	the	

evaporant	travelling	in	unimpeded	straight	lines.	Given	the	small	angle	subtended	by	our	

samples,	thermal	evaporation	can	then	be	assumed	to	yield	uniform	thickness	in	z.	This	has	

important	 implications	 for	nanostructured	materials	 fabricated	using	TPL.	Notably,	only	

the	 top	of	 the	structures	 is	exposed	(Figure	4-6b),	 leading	to	a	crescent	cross-section	of	

single-voxel	 nanostructures[38,	 118].	 Micromagnetic	 simulations	 outlined	 in	 chapter	 5	

explore	 the	 impact	 of	 this	 cross-section	 in	magnetic	 nanowires	 and	magnetic	 nanowire	

lattices.		
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4.4. MOKE	magnetometry	

The	 magneto-optical	 Kerr	 effect	 (MOKE)	 describes	 changes	 in	 polarization	 and	

intensity	of	reflected	light	after	interacting	with	a	magnetized	surface.	The	oscillations	of	

the	electric	field	(𝐄)	result	in	the	oscillation	of	electrons	in	the	material,	producing	a	time-

dependent	displacement	vector	(𝐝)	given	by	[70]:	

𝐝 = 𝓔𝐄	 4.3	

Where	𝓔	is	a	rank-2	tensor:	

𝓔 = É
1 −𝑖𝒬7 𝑖𝒬N
𝑖𝒬7 1 −𝑖𝒬%
−𝑖𝒬N 𝑖𝒬% 1

Ê	 4.4	

The	Voigt	vector	(𝓠)	describes	the	rotation	of	the	polarization	plane	for	an	optical	

path	 due	 to	 magneto-optical	 interactions.	 Notably,	 the	 Voigt	 vector	 is	 parallel	 to	 the	

magnetization,	and	the	magnitude	is	material	dependent.	For	linearly	polarized	light,	the	

tensor	describes	circularly	polarized	modes	with	dielectric	constants:	

𝜀R = 𝜀(1 + 𝓠 ∙ 𝐤)	

𝜀Q = 𝜀(1 − 𝓠 ∙ 𝐤)	

4.5	

Linearly	polarized	light	can	be	considered	as	a	coherent	superposition	of	 left	(𝜎Q)	

and	 right	 (𝜎R)	 handed	 polarization,	which	 introduces	 counter	 clockwise	 and	 clockwise	

(respectively)	rotation	in	charges	in	a	material	and	introduces	a	change	in	orbital	angular	

momentum.	 Spin-orbit	 coupling	 in	 ferromagnetic	 materials	 result	 in	 small	 energy	
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contributions	of	opposite	sign	for	𝜎R	and	𝜎Q	such	that	the	two	propagate	differently	in	the	

material	 and	 emerge	 with	 different	 amplitude	 and	 phases.	 The	 emerging	 light	 is	 then	

elliptically	polarized	with	the	major	axis	rotated	by	some	angle	𝜃� 	in	the	case	of	reflected	

light	(Kerr	effect)	or	𝜃6 	in	the	case	of	transmitted	light	(Faraday	effect).	The	Kerr	rotation	

(𝜃�)	may	then	be	exploited	for	measuring	hysteresis	or	magneto-optical	imaging.		

The	dependence	of	the	Kerr	effect	on	the	magnetization	can	be	understood	intuitively	

using	the	Lorentz	force.	The	electric	field	causes	oscillations	in	the	charges,	in	the	absence	

of	 magnetization,	 this	 results	 in	 the	 standard	 reflection	 amplitude	 𝑅v~	 with	 Fresnel	

reflection	coefficients	𝑅∥	and	𝑅*	referring	to	the	reflection	coefficients	for	light	polarized	

parallel	and	perpendicular	(respectively)	to	the	plane	of	incidence.	The	oscillations	of	the	

charges	 are	 in	 the	 direction	 of	 the	 electric	 field	 such	 that	 charges	move	 in	 the	 induced	

magnetic	 field;	as	such,	 there	exists	a	small	oscillatory	component	(𝐕𝐥)	perpendicular	 to	

both	the	local	magnetization	and	the	electric	field	[70].		

𝐕; ∝ −𝐌× 𝐄	 4.6	

	

	

These	oscillations	result	in	a	second	amplitude	𝑅� 	superimposed	upon	𝑅v~ .	Using	

simple	geometric	arguments	for	MOKE	on	a	2D	sample	plane,	we	find	three	well-defined	

geometries	for	MOKE	measurements	defined	in	terms	of	the	incident	plane,	magnetization,	

and	 direction	 of	 the	 reflected	 light.	 Each	 of	 these	 geometries	 is	 sensitive	 to	 different	

components	 of	 the	magnetization	 vector.	 First	 is	 polar	MOKE	 (Figure	 4-7a)	with	 near-

normal	incidence	such	that	the	electric	field	causes	in-plane	oscillations,	and	equation	4.6	

then	 yields	 in-plane	 oscillations	 perpendicular	 to	 𝐄	 proportional	 to	M�	 resulting	 in	 a	

rotation	 in	 the	 polarization.	 At	 smaller	 angles	 of	 incidence,	 longitudinal	 and	 transverse	
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MOKE	 become	 more	 significant.	 Longitudinal	 MOKE	 (Figure	 4-7b)	 is	 sensitive	 to	 the	

magnetization	component	parallel	to	both	the	incident	and	the	surface,	where	equation	4.6	

yields	a	rotation	in	the	polarization.	The	induced	oscillations	in	both	polar	and	longitudinal	

MOKE	 are	 independent	 of	 polarization	 type,	whereas	 transverse	MOKE	 is	 polarisation-

dependent.		

Transverse	 MOKE	 (Figure	 4-7c)	 is	 sensitive	 to	 the	 magnetization	 component	

perpendicular	to	the	plane	of	incidence	and	parallel	to	the	surface.	S-polarization	is	defined	

as	 being	 perpendicular	 to	 the	 plane	 of	 incidence;	 it	 then	 follows	 that	 the	 transverse	

magnetization	 is	 parallel	 to	 the	 electric	 field	 such	 that	−𝐌× 𝐄 = 0	 and	 s-polarization	

suppresses	transverse	MOKE.	P-polarisation	is	parallel	to	the	plane	of	incidence,	and	we	

find	that	induced	oscillations	are	coplanar	to	the	electric	field.	As	a	result,	transverse	MOKE	

yields	a	change	in	reflection	intensity	rather	than	a	change	in	polarization.	

	

Figure	4-7	Schematic	of	(a)	polar	MOKE,	(b)	longitudinal	MOKE,	(c)	transverse	MOKE.	
(d)	schematic	of	MOKE	setup	used	in	this	thesis.		
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Figure	4-7d	shows	a	schematic	of	the	MOKE	apparatus	used	in	this	thesis.	We	pass	a	

laser	through	a	beam	expander,	after	which	it	is	polarized	using	a	Glan-Taylor	polarizer	and	

focused	upon	the	sample	with	a	focal	spot	diameter	~10𝜇𝑚	with	a	45°	angle	of	incidence.	

The	reflected	light	is	focused	and	passed	through	a	second	Glan-Taylor	polarizer	(analyser)	

such	 that	 the	 transmitted	 beam	 is	 passed	 to	 a	 photodetector	 (detector	 1).	 When	 s-

polarisation	is	selected	at	the	polarizer,	the	rejected	beam	at	the	analyzer	is	parallel	to	the	

lab	floor	when	the	analyzer	is	at	extinction	such	that	the	rejected	beam	may	be	captured	by	

a	second	photodetector	to	measure	background	effects.	A	camera	provides	optical	feedback	

to	align	the	 focal	spot	onto	the	sample.	The	sample	 is	mounted	between	the	poles	of	an	

electromagnet	 providing	 AC	 fields.	 We	 capture	 the	 intensity	 of	 the	 transmitted	 beam	

measured	using	detector	1	and	rejected	beam	using	detector	2	as	a	function	of	the	applied	

field	measured	 using	 a	 gauss	meter.	 The	 final	 output	 represents	 the	 average	 of	 a	 user-

specified	number	of	cycles	of	the	AC	field.		

4.4.1. 	 Signal	optimization	

MOKE	 performed	 upon	 magnetic	 nanostructures	 is	 subject	 to	 many	 challenges	

regarding	signal	to	noise	(SNR)	ratio,	defined	as	the	ratio	of	true	signal	to	noise.	The	most	

obvious	step	 in	addressing	 this	challenge	 is	 to	 increase	signal.	This	may	be	achieved	by	

increasing	 laser	power,	 increasing	 the	 analyser	 angle	 from	extinction,	 and	 reducing	 the	

focal	spot	size.	However,	these	steps	present	further	challenges.		

Firstly,	 increasing	 the	 laser	 power	 increases	 local	 heating	 at	 the	 focal	 spot.	 Our	

structures	 are	 based	 on	 polymer	 scaffolds	 that	 readily	 deform	 at	 high	 laser	 power.	

Increasing	 the	 analyser	 angle	 to	 improve	 SNR	 when	 interested	 in	 longitudinal	 MOKE	

introduces	features	due	to	transverse	MOKE.	Finally,	by	definition	of	nanostructure,	laser	
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spot	size	is	always	an	order	of	magnitude	larger	than	the	target	structure	dimensions	and	

signal	 from	substrate	 tends	 to	dominate	 the	measurement.	 	The	 focus	of	chapter	5	 is	 to	

eliminate	the	substrate	contribution.	

With	 these	 constraints	 placed	 on	 improving	 signal,	 an	 alternative	 approach	 is	 to	

reduce	 sources	of	noise.	An	expression	 for	SNR	 in	MOKE	was	derived	by	Allwood	et	 al.	

[119]:	

Signal
Noise

=
𝑅Δ𝐼

=𝑅H(𝐼o + 𝐼< + 𝐼;)H + 𝑉�H>
"
H
	 4.7	

Where	𝑅	is	the	load	resistance	of	the	detector,	Δ𝐼	is	the	signal	due	to	MOKE.	𝐼o , 𝐼<,	and	

𝑉�	 represent	 the	dark,	shot,	and	Johnson	noise	 in	 the	detector.	𝐼;	 is	 the	noise	within	the	

laser.		

At	 low	 signal	 levels,	 quantization	 at	 the	 analogue	 to	 digital	 converter	 (ADC)	

introduces	further	noise	due	to	finite	resolution,	where	the	resolution	of	an	𝑛	bit	ADC	is	

given	by	2Q.	times	the	voltage	range.	These	sources	of	noise	may	be	reduced	by	using	the	

average	of	a	large	number	of	measurements	such	that	the	random	noise	is	cancelled	whilst	

leaving	the	signal	unaffected.	However,	there	is	a	square	root	dependence	of	SNR	upon	the	

number	 of	 repeats	 [120],	 resulting	 in	 diminishing	 returns	 as	 the	 number	 of	 repeats	

increases.		

Random	 noise	 is	 evenly	 distributed	 across	 the	 frequency	 spectrum,	 and	

oversampling	may	 then	be	employed	 to	enable	 the	use	of	 signal	 smoothing	 through	 the	

careful	use	of	low-pass	filters.	MOKE	measurements	shown	in	this	work	were	captured	with	
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a	minimum	sample	rate	of	10U	samples	per	period	and	the	period	of	the	AC	fields	is	no	less	

than	1	second.			

	

Figure	4-8	(a)	artificial	hysteresis	loop	of	an	arbitrary	system.	(b)	FFT	of	the	artificial	
hysteresis	loop.	(c)	artificial	hysteresis	loop	resampled		with	a	sample	rate	of	𝟐 × 𝟏𝟎𝟑	Hz	
and	a	quantisation	noise	source	with	RMS	amplitude	of	0.3,	yielding	an	RMS	SNR	of	3.	(d)	
FFT	of	(c).	(e)	artificial	hysteresis	loop	resampled	with	a	sample	rate	of	𝟐 × 𝟏𝟎𝟓	and	random	
noise	source.	(f)	FFT	of	(e)	

Figure	4-8a	shows	a	contrived	hysteresis	loop	with	its	associated	FFT	spectrum.	In	

Figure	4-8b,	the	AC	field	applied	has	a	period	of	1	second.	The	Fourier	components	at	𝑓 >

200Hz	 are	 vanishingly	 small.	 We	 resample	 the	 hysteresis	 loop	 with	 a	 sample	 rate	 of	

2 × 10YHz	whilst	adding	a	random	noise	source	with	root-mean-square	(RMS)	amplitude	

of	0.3,	yielding	an	RMS	SNR	of	3	(Figure	4-8c).	We	apply	a	sharp	low-pass	filter	with	a	cut-



	

98	

off	frequency	𝑓E = 200	Hz	(Figure	4-8d)	but	poorly	recover	the	detail	of	the	hysteresis	loop	

in	 Figure	 4-8a.	 Repeating	 the	 exercise	 with	 a	 sample	 rate	 of	 10UHz	 (reflecting	 our	

measurement	 data),	 recovers	 the	 hysteresis	 loop	 detail	 (Figure	 4-8e&f).	 This	 contrived	

example	 offers	 the	 advantage	 of	 foreknowledge	 regarding	 where	 the	 signal	 becomes	

vanishingly	small,	and	more	conservative	parameters	(𝑓E > 500Hz)	are	used	in	this	work	

to	prevent	the	introduction	of	artefacts	or	the	removal	of	detail	due	to	filtering.		

4.5. Scanning	probe	microscopy	

4.5.1. Atomic	force	microscopy	

Atomic	 force	 microscopy	 (AFM)	 is	 a	 powerful	 technique	 for	 characterizing	 the	

topography	 of	 a	 sample	 [121].	 AFM	 uses	 a	 silicon	 scanning	 probe	 with	 a	 microscopic	

cantilever	from	which	a	sharp	tip	emerges.	The	probe	is	mounted	on	a	cantilever	holder	

such	that	it	can	be	secured	to	a	piezo	tube,	and	a	laser	is	projected	upon	the	cantilever’s	

upper	surface	such	that	the	cantilever	deflects	the	laser	towards	a	photodetector	(Figure	

4-9).	The	 tip	 is	scanned	across	 the	surface	of	a	sample,	and	 the	 topography	deflects	 the	

cantilever	causing	a	measurable	deflection	in	the	laser.		

There	exist	several	modes	of	operation	in	AFM,	namely	contact	mode,	non-contact	

mode,	and	tapping	mode,	which	are	characterized	by	the	distance	between	the	tip	and	the	

sample	surface	[122].	Firstly,	contact	mode	places	the	tip	close	to	the	sample	surface	such	

that	 interactions	 are	 between	 the	 tip	 and	 the	 surface	 is	 dominated	 by	 the	 electrostatic	

repulsion	 term	 in	 the	 Lennard-Jones	 potential.	 In	 contact	 mode,	 the	 deflection	 of	 the	

cantilever	is	monitored	by	the	feedback	systems,	and	the	voltage	across	the	cantilever	is	
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varied	to	ensure	constant	deflection	such	that	the	voltage	corresponds	to	the	topography	

of	the	surface.		

	In	 contact	 mode,	 the	 deflection	 of	 the	 cantilever	 is	 monitored	 by	 the	 feedback	

systems,	and	the	voltage	across	the	cantilever	is	varied	to	ensure	constant	deflection	such	

that	the	voltage	corresponds	to	the	topography	of	the	surface.			 The	 close	 contact	

between	the	sample	and	the	tip	results	in	damage	of	softer	materials,	and	contact	mode	is	

unsuitable.	In	non-contact	mode,	the	tip	is	raised	several	nanometers	(5-15	nm)	such	that	

the	interaction	is	dominated	by	the	attractive	van	der	Waals	term	in	the	LJ	potential.	The	

van	der	Waals	interactions	are	weak	such	that	the	resulting	deflections	are	small,	resulting	

in	a	weak	signal.	Therefore,	the	cantilever	oscillates	at	its	resonant	frequency,	and	the	LJ	

potential	introduces	measurable	variations	in	phase,	amplitude,	and	frequency.	Although	

the	increased	tip-sample	separation	greatly	reduces	the	risk	of	damage	to	either	the	sample	

or	the	tip,	it	results	in	a	significant	reduction	in	resolution.		

	

Figure	4-9	Schematic	of	AFM	in	tapping	mode	passing	over	a	sample	with	probe	path	
and	shoulders	indicated.		

AFM	data	shown	in	this	work	was	captured	using	tapping	mode,	which	compromises	

between	 contact	 and	non-contact	mode	 to	 achieve	high	 resolution	with	minimal	 risk	of	
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damage.	Like	non-contact	mode,	a	driving	voltage	oscillates	the	cantilever	at	the	resonant	

frequency	such	that	the	tip	briefly	contacts	the	surface	of	the	sample.	This	contact	reduces	

the	 oscillation	 amplitude	monitored	 by	 the	 feedback	 loop.	 The	 feedback	 loop	 shifts	 the	

probe	along	 the	z-axis	 to	ensure	 that	oscillation	amplitude	remains	constant;	 the	z-shift	

then	provides	topographical	information.		

The	standard	operating	procedure	for	AFM	is	then:	

1. Mount	cantilever	onto	cantilever	holder	

2. Mount	cantilever	holder	onto	the	piezo	tube	

3. Identify	the	z	position	of	the	cantilever	by	focusing	the	camera	by	focusing	upon	

the	cantilever	surface.		

4. Align	laser	to	cantilever	

5. Align	photodetector	to	deflected	laser	

6. Tune	the	system	to	cantilever	resonant	frequency	

7. Identify	z	position	of	the	sample	by	focusing	the	camera	upon	the	sample	surface	

When	starting	the	scan,	the	sample	is	raised	to	1mm	below	the	probe	using	course	

movement	in	the	mechanical	stage.	The	automated	engage	procedure	initiates	where	the	

piezo	tube	is	lowered,	and	the	feedback	system	measures	the	cantilever	oscillations.	The	

engage	 procedure	 is	 terminated	when	 the	 oscillations	 are	 perturbed	 by	 van	 der	Waals	

forces	from	the	sample.	At	this	point,	the	scan	starts	by	tracing	the	probe	along	the	fast	scan	

axis	and	repeats	the	measurement	by	retracing	the	probe.	Once	the	retrace	is	complete,	the	

probe	moves	a	set	distance	in	the	perpendicular	direction	(slow	scan-axis)	to	capture	the	

next	line	along	the	fast	scan	axis.		
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The	 capture	 is	 optimized	 by	 considering	 the	 amplitude	 setpoint,	 drive	 amplitude,	

scan	speed,	and	pixel	size	along	with	gain	parameters	[122].	The	amplitude	setpoint	refers	

to	the	amplitude	of	the	cantilever	oscillations,	and	the	feedback	system	operates	to	keep	

this	target	value	constant	in	tapping	mode;	as	such,	the	amplitude	reflects	the	z-position	of	

the	cantilever.	The	drive	amplitude	refers	to	the	driving	voltage	to	sustain	the	oscillation.	

The	 end-user	 optimizes	 these	 parameters	 to	 sufficiently	 capture	 the	 topography	 of	 the	

sample.	Increasing	the	amplitude	setpoint	increases	the	distance	between	the	probe	and	

the	sample	such	that	the	oscillating	tip	does	not	interact	with	the	LJ	potential	unless	high	

drive	 amplitudes	 are	 used.	 One	 may	 think	 that	 reducing	 the	 amplitude	 setpoint	 and	

increasing	 the	 drive	 amplitude	 will	 yield	 high-quality	 data;	 however,	 this	 combination	

results	in	the	tip	making	contact	with	the	sample	surface.	Known	as	tip-strike,	this	results	

in	bright-line	artefacts	in	the	measurement	and	may	damage	both	the	tip	and	the	sample.	

The	pixel	size	is	determined	by	the	size	of	the	scan	area,	number	of	lines,	and	samples	per	

line.	 Intuitively,	 increasing	 the	 number	 of	 lines	 and	 samples	 per	 line	 will	 increase	 the	

resolution	of	the	image,	but	increasing	the	number	of	lines	results	in	longer	capture	times.	

One	 may	 compensate	 for	 the	 increase	 in	 capture	 time	 by	 increasing	 the	 scan	 speed;	

however,	this	reduces	image	quality	as	the	feedback	loop	may	not	have	sufficient	time	to	

adjust	the	feedback	parameters	and	correctly	measure	the	z-coordinate	at	a	point	on	the	

line.	The	key	gain	parameters	are	integral	gain	and	proportional	gain	describing	feedback	

strength,	where	low	values	result	in	a	slow	response	to	topography,	and	too	high	a	value	

results	 in	 high-frequency	 artefacts	 in	 the	 scan.	 There	 are	 no	 standard	 values	 for	 the	

parameters	outlined	here,	and	appropriate	values	depend	on	both	the	nature	of	the	sample	

and	 the	properties	of	 the	probe.	The	 end-user	must	optimize	 the	parameters	 in	 situ	by	

gradually	 adjusting	 the	 amplitude	 setpoint	 and	 drive	 amplitude	 until	 there	 is	 good	
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agreement	between	 the	signal	detected	on	 the	 trace	and	retrace.	Then	 the	 integral	gain	

must	be	increased	until	high-frequency	artefacts	appear,	and	the	decreased	to	the	highest	

value	 where	 there	 are	 longer	 any	 artefacts	 present.	 This	 is	 then	 repeated	 for	 the	

proportional	gain.	It	should	be	noted	that	the	parameters	are	not	linearly	independent;	a	

change	in	amplitude	set	point	requires	a	change	in	drive	amplitude,	and	a	change	in	drive	

amplitude	may	require	a	change	in	gain	parameters.		

AFM	is	typically	useful	for	mapping	the	topography	of	samples	with	little	variation	

along	the	z-axis.	AFM	offers	high	resolution	along	z	and	is	therefore	very	well	suited	for	

these	tasks.	AFM	becomes	more	challenging	with	more	pronounced	topographical	features	

such	as	those	seen	in	this	thesis.	Pronounced	features	increase	the	likelihood	of	tip	strike	

and	shoulders,	such	as	those	seen	in	(Figure	4-9)	arising	due	to	interactions	with	the	side	

walls	 of	 the	 protrusion.	 AFM	 remains	 a	 powerful	 technique	 for	 characterizing	 the	

topography	of	a	sample	despite	these	limitations,	especially	when	coupled	with	a	secondary	

technique	such	as	electric	force	microscopy	or	magnetic	force	microscopy.		

4.5.2. Magnetic	force	microscopy	

Magnetic	 force	 microscopy	 (MFM)	 may	 be	 coupled	 with	 AFM	 to	 add	 magnetic	

information	to	the	topographical	maps	generated	with	AFM.	A	probe	with	a	hard	magnetic	

coating	on	the	upper	surface	and	a	soft	magnetic	coating	on	the	bottom	surface	may	be	

magnetized	 to	 add	magnetostatic	 interactions	 between	 the	 tip	 and	 the	 sample	 surface.	

During	the	capture	process,	the	topography	of	a	sample	is	mapped	using	AFM,	and	after	the	

retrace	of	the	line,	the	probe	traces	the	measured	topography	with	an	offset	in	z	defined	by	

the	lift	height.	At	this	distance,	the	probe	is	no	longer	sensitive	to	the	LJ	potential,	and	tip-

surface	 interactions	 are	 dominated	 by	magnetostatics.	 A	 simple	 DC	 technique	 uses	 the	
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topography	information	to	keep	a	constant	distance	between	the	sample	and	the	tip;	stray	

fields	 then	 introduce	 deflections.	 AC	 techniques	 oscillate	 the	 cantilever,	 and	 instead	 of	

deflection,	 the	 potential	 results	 in	 a	 change	 in	 phase,	 amplitude,	 and	 frequency.	 The	 z	

component	of	the	force	gradient	(𝐹7X(𝐫)	for	a	magnetized	tip	with	its	apex	at	position	𝐫	is	

given	by	the	integral	[70]	

𝐹7X(𝐫) = � 𝜇,𝐦(𝐫X)
k&'(

∙
𝜕H𝐇(𝐫 + 𝐫X)

𝜕𝑧H
𝑑Y𝒓′	 4.8	

Where	𝐦(𝐫X)	is	the	magnetization	of	a	volume	element	𝑑Y𝐫′	in	the	tip	at	position	𝐫′.	

This	force	gradient	leads	to	a	phase	change	in	the	oscillations	proportional	to	𝜕�H𝐇.	

The	interaction	energy	between	the	sample	and	the	tip	is	given	by	[123]:	

𝐸/.O = −� 𝜇,𝐌O/b ∙ 𝐇0-2bG$
k&'(

𝑑𝑉 = −� 𝜇,𝐌0-2bG$ ∙ 𝐇O/b
k)*+(,-

𝑑𝑉	 4.9	

Where	the	first	integral	shows	that	for	some	known	tip	magnetization	distribution,	

sample	 magnetizations	 producing	 identical	 stray	 fields	 cannot	 be	 distinguished,	

conversely,	 the	 second	 integral	 shows	 that	 for	 some	 known	 sample	 magnetization,	 tip	

magnetizations	 yielding	 identical	 stray	 fields	 produce	 identical	 images.	 We	 may	 then	

substitute	using	the	scalar	potential	𝐇O/b = −∇ΦO/b	and	integrate	by	parts:	

𝐸/.O = −� 𝜇,∇ ∙ 𝐌0-2bG$ ∙ΦO/b
0-2bG$

𝑑𝑉 −� 𝜇,𝐌 ∙ 𝐧×ΦO/b
0iPE-4$

𝑑𝑆	 4.10	

Showing	 two	 interaction	 terms	 corresponding	 to	 non-zero	 divergence	 of	 the	

magnetization	∇ ∙ 𝐌,	and	the	interaction	of	the	magnetization	with	the	sample	surface	𝐌 ∙
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𝐧×.	The	first	term	shows	that	MFM	may	be	approximated	by	computing	the	divergence	of	the	

magnetization.		

Another	implication	of	these	expressions	is	that	there	exist	multiple	solutions	in	the	

sample	 magnetization	 that	 may	 yield	 the	 measured	 result.	 However,	 we	 can	 perform	

micromagnetic	simulations	of	the	imaged	structures,	and	the	expected	MFM	contrast	may	

be	computed	and	compared	to	MFM	measurements,	as	shown	in	Figure	4-10.	A	significant	

part	of	this	thesis	focuses	on	using	micromagnetic	simulations	and	MFM	data	to	identify	

magnetization	states	in	3D	magnetic	nanostructures.	The	AFM	and	MFM	data	shown	in	this	

thesis	were	captured	using	a	Veeco	Dimension	3100	SPM	system.		

	 	 	

Measured	contrast	 Computed	magnetization	 Computed	contrast	(∇ ∙ 𝐌)	

Figure	4-10	Comparison	of	simulated	magnetization	with	corresponding	computed	
MFM	contrast	to	contrast	measured	from	a	𝟏𝟎 × 𝟓	𝛍𝐦	Permalloy	(𝐍𝐢𝟖𝟏𝐅𝐞𝟏𝟗)	element	with	
30nm	thickness.	[70]	
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4.6. Scanning	Electron	Microscopy	

This	 thesis	 contains	 a	 number	 of	 images	 captured	 using	 scanning	 electron	

microscopy	(SEM),	which	is	a	high-resolution	imaging	technique.	Optical	microscopy	is	a	

convenient	 method	 for	 imaging	 samples,	 but	 limitations	 in	 resolution	 render	 optical	

microscopy	insufficient	beyond	cursory	examination.	SEM	offers	high-resolution	imaging	

that	can	easily	be	coupled	with	energy	dispersive	x-ray	(EDX)	analysis	for	characterizing	

the	elemental	composition	of	materials.		

	

Figure	4-11	Schematic	of	typical	SEM	system	[124]	

SEM	relies	on	focusing	an	electron	beam	upon	the	sample	and	scanning	the	focal	spot	

across	the	field	of	view.	Electrons	are	generated	by	an	electron	gun	and	accelerated	towards	

the	target	by	an	anode	plate;	focusing	is	then	achieved	by	a	set	of	condenser	lenses	(Figure	
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4-11).	 The	 incident	 electrons	 are	 scattered	 elastically	 off	 electrons	 in	 the	 material,	

producing	secondary	electrons	arriving	at	the	secondary	electron	detector,	and	the	signal	

is	interpreted	by	a	computer	to	reproduce	an	image.		

The	process	also	results	in	the	ejection	of	secondary	electrons	from	the	inner	shell,	

resulting	 in	a	vacancy	that	may	be	 filled	by	a	higher	energy	electron.	This	results	 in	 the	

emission	 of	 x-ray	 photons	 with	 energy	 equal	 to	 the	 energy	 difference,	 which	 may	 be	

exploited	 in	energy	dispersive	x-ray	analysis	 (EDX).	These	energies	are	characteristic	of	

each	element	and	the	transition	type,	with	energies	pertinent	to	this	work	shown	in	Table	

4-1,	where	𝐾	lines	refer	to	a	vacancy	in	the	𝑛 = 1	shell	being	filled	by	an	electron	in	the	𝑛 =

2	shell	(𝐾!),	or	𝑛 = 3	shell	(𝐾#).	And	the	𝐿	lines	refer	to	a	vacancy	in	the	𝑛 = 2	shell	being	

filled	by	an	electron	from	the	𝑛 = 3	shell	(𝐿!)	or	𝑛 = 4	shell	(𝐿#).		

Element	 𝑲𝜶𝟏 	/keV	 𝑲𝜷𝟏 	/keV	 𝑳𝜶𝟏 	/keV	

C		 0.277	 −	 −	
O		 0.524	 −	 −	
Na		 1.040	 1.071	 −	
Si		 1.739	 1.835	 −	
Fe		 6.403	 7.057	 0.705	
Ni		 7.478	 8.264	 0.851	

Table	4-1	characteristic	energies	of	𝑲𝜶𝟏 ,	𝑲𝜷𝟏 ,	and	𝑳𝜶𝟏 	emission	 lines	 for	elements	
pertinent	to	this	thesis	[125].		

			It	follows	that	the	addition	of	an	x-ray	detector	to	the	SEM	setup	allows	the	user	to	

measure	emission	spectra	at	the	focal	spot	and	determine	the	elemental	composition	in	that	

region.	This	is	referred	to	as	energy	dispersive	X-ray	(EDX)	analysis.	By	scanning	the	focal	

spot	of	the	electron	beam,	one	can	capture	line	profiles	and	elemental	maps	of	the	entire	

sample.			
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Despite	 the	 high	 resolution	 that	 is	 achievable	 with	 SEM,	 there	 are	 significant	

challenges	to	imaging	the	samples	presented	in	this	thesis.	Charge	build-up	on	the	sample	

leads	to	significant	imaging	artefacts,	image	drift,	and	sample	damage.	Typically,	one	would	

ensure	 that	 the	 subject	 is	 coated	 in	 a	 conductive	material	 such	 that	 all	 components	 are	

grounded,	and	both	charge	and	heat	dissipate.	3D	nanostructures	in	this	thesis	have	vertical	

side-walls	where	no	material	is	deposited	using	line-of-sight	deposition	and	structures	are	

disconnected	 from	 the	 substrate.	 This	 is	 usually	 addressed	 by	 using	 LOS	 deposition	 to	

deposit	 thin	 gold	 layers	with	 the	 substrate	 at	 an	 angle	 from	 the	 evaporation	 direction.	

However,	the	lift-off	procedures	demonstrated	in	this	work	render	this	ineffective	such	that	

the	alternative	is	to	deposit	the	gold	layers	after	deposition,	which	results	in	masking	of	the	

magnetic	material	 and	 interfering	with	magnetometry.	 In	 these	 instances,	 the	 effects	 of	

charging	 were	 limited	 by	 minimizing	 exposure	 times	 and	 capturing	 images	 at	 low	

accelerating	 voltages.	 Due	 to	 the	 risk	 of	 permanent	 damage	 to	 the	 structures,	 all	

categorization	 of	 structures	 in	 this	 thesis	 was	 performed	 before	 EDX	 spectroscopy	

requiring	long	exposures.	

SEM	images	in	this	work	were	captured	using	a	Hitachi	SU8230	system,	and	a	Zeiss	

Sigma	HD	was	used	to	perform	EDX	measurements.		

4.7. Micromagnetic	Simulations	

Micromagnetic	 simulations	 are	 a	 useful	 tool	 for	 understanding	 the	 magnetic	

properties	 of	 small	 structures.	 There	 exist	 a	 range	 of	 standard	 simulation	 codes	 using	

different	methods,	available	on	a	commercial	or	freeware	basis.	In	this	work,	we	use	finite	
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element	 simulations	 with	 nMag	 [126]	 and	 finite-difference	 simulations	 with	 MuMax3	

[127].		

To	perform	micromagnetic	simulations,	we	must	discretize	the	simulation	geometry	

using	either	the	finite-difference	method	(FDM)	or	the	finite-element	method	(FEM).	FDM	

defines	a	cuboidal	simulation	universe	in	which	the	simulation	geometry	is	found,	and	the	

principal	coordinates	are	discretized	such	that	the	simulation	geometry	is	approximated	

by	a	series	of	cuboids	in	3D	space	(Figure	4-12a).	FEM	discretizes	the	simulation	geometry	

tetrahedral	mesh	(Figure	4-12b).		

The	suitability	of	each	method	depends	on	the	simulation	geometry	and	is	subject	to	

several	considerations,	which	will	be	outlined	here.	FDM	discretization	yields	a	structured	

grid	 that	 allows	 vectorized	 computations	 that	 are	 intrinsically	 more	 efficient	 in	 both	

computational	speeds	and	memory	requirements.	However,	as	is	apparent	in	Figure	4-12,	

FDM	 yields	 a	 poor	 approximation	 of	 curved	 geometries	 unless	 the	 mesh	 size	 is	 small.	

Furthermore,	the	simulation	universe	is	cuboidal	such	that	complex	3D	geometries	result	

in	 a	 significant	 number	 of	 grid	 elements	with	 null	 values	 still	 used	 in	 computations.	 In	

contrast,	FEM	discretization	yields	an	unstructured	grid	that	requires	additional	node	and	

connectivity	 tables	 resulting	 in	 higher	 memory	 and	 computational	 requirements.	

Nevertheless,	 a	 tetragonal	mesh	 yields	 a	 better	 approximation	 of	 curved	 surfaces	with	

larger	mesh	sizes,	and	the	simulation	geometry	defines	the	simulation	universe	such	that	

there	are	no	null	elements.	This	work	uses	micromagnetic	simulations	performed	on	nMag,	

where	FEM	offers	great	advantages	over	FDM	in	terms	of	the	computational	requirements	

outlined.	 However,	 this	 work	 also	 explores	 large	 simulation	 geometries	 where	 the	
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computational	 requirements	 are	 not	 feasible	 for	 FEM	 discretization,	 and	 FDM	

discretization	in	MuMax3	becomes	favourable.		

Micromagnetic	 simulations	 solve	 the	 Landau-Lifshitz-Gilbert	 equation	 (equation	

3.76)	by	performing	a	time	evolution	until	a	convergence	condition	(|𝜕O𝐦| < 𝐶)	is	reached.	

MuMax3	 offers	 energy	minimization	 techniques	 such	 as	 the	 conjugate	 gradient	method	

with	the	“minimize”	function	and	the	“relax”	function,	which	computes	only	the	damping	

term	of	 the	LLG	equation.	These	energy	minimization	techniques	are	significantly	 faster	

than	time	evolutions	and	useful	for	computing	equilibrium	states;	however,	there	is	a	risk	

that	 the	 system	ends	up	 in	 a	 saddle	point	 and	 return	 incorrect	 results.	As	 such,	 energy	

minimization	 techniques	 should	 only	 be	 used	 to	 compute	 small	 changes	 in	 the	 system	

[127].			

	

Figure	4-12	spheres	with	𝟐𝟎𝐧𝐦	 radius	meshed	at	𝟓𝐧𝐦	using	 (a)	 finite	difference	
method	 showing	 a	 bounding	 box	 indicating	 the	 simulation	 universe,	 (b)	 finite	 element	
method.	

All	 simulations	 in	 this	 thesis	 were	 performed	 setting	 material	 parameters	 for	

Permalloy	(NiV"Fe"W)	with	a	saturation	magnetization	of	0.86 × 10�	A	mQ"	(1.08	T),	and	an	

exchange	stiffness	of	𝐴 = 13 × 10"H	J	mQ".	These	parameters	yield	an	exchange	length	of	

𝜆j ≈ 5	nm,	 which	 sets	 the	 upper	 limit	 of	 the	 simulation	 mesh	 size.	 As	 the	 energy	
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minimization	methods	are	not	available	in	nMag,	we	set	the	Gilbert	damping	coefficient	to	

𝛼 = 1	for	investigations	into	converged	states	to	reduce	simulation	time.	When	dynamics	

are	of	interest,	we	set	the	coefficient	to	a	realistic	𝛼 = 0.01.	
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5. Simulating	Spin	Texture	
and	Switching	in	the	
Building	Blocks	of	a	3D	
Artificial	Spin-Ice	

Frustration	arises	when	all	pairwise	interactions	between	the	system’s	constituent	

parts	 cannot	 be	 satisfied	 [128]	 and	 plays	 a	 key	 role	 in	 phenomena	 such	 as	 folding	 of	

biological	molecules	[34],	bonding	in	water	 ice	[33],	and	disordered	ground	states	[129,	

130].	The	simplest	example	of	such	a	system	is	a	set	of	three	antiferromagnetically	coupled	

spins	on	the	corners	of	an	equilateral	triangle,	as	shown	in	Figure	5-1.	Spins	µ"	and	µH	may	

orient	 to	 minimise	 the	 antiferromagnetic	 interaction,	 but	 the	 third	 spin	 can	 only	 be	

arranged	to	minimise	the	interaction	between	either	µ"	or	µH	 leading	to	two	degenerate	

ground	states.		

	
Figure	5-1	model	system	of	three	antiferromagnetically	coupled	spins	on	the	corners	

of	an	equilateral	triangle	where	not	all	pairwise	interactions	can	be	satisfied.	
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In	a	remarkably	simple	back-of-the-envelope	calculation,	Linus	Pauling	introduced	

the	 ice	model	 to	account	 for	the	observation	that	the	entropy	of	water	 ice	approaches	a	

finite	value	as	it	approaches	zero	Kelvin.	Pauling’s	model	describes	oxygen	atoms	in	a	water	

ice	crystal	as	a	vertex	capable	of	forming	a	bond	with	four	adjacent	hydrogen	atoms	where	

two	bonds	are	either	long	hydrogen	bonds	or	short	covalent	bonds.	Each	hydrogen	atom	

must	form	one	covalent	and	one	hydrogen	bond.	These	constraints	result	in	six	possible	

configurations	for	each	water	molecule	in	the	ground	state	leading	to	extensive	degeneracy	

at	low	temperatures	[33].	In	a	1941	paper,	Slater	described	the	arrangements	of	hydrogen	

phosphate	groups	in	a	potassium	diphosphate	(KDP)	crystal	positioned	on	the	corners	of	

tetrahedra,	where	the	crystal	field	restricts	the	electric	dipole	moment	of	(HHPO^)Q	groups	

either	towards	or	away	from,	the	centre	of	the	tetrahedron	[103].	Geometric	constraints	in	

the	KDP	crystal	restrict	the	vertex	configurations	such	that	two	of	the	dipole	moments	are	

directed	towards	the	vertex,	and	two	are	directed	away	from	the	vertex.	With	six	allowed	

vertex	configurations,	Slater	drew	the	analogy	to	the	ice	model	likening	the	“in”	and	“out”	

orientations	to	the	short	and	long	bonds	in	Pauling’s	model,	giving	rise	to	the	notion	of	a	

vertex	model	describing	vertices	with	four	Ising	spins	directed	either	towards	or	away	from	

the	vertex.	A	key	difference	between	Slater’s	KDP	model	and	Pauling’s	ice	model	is	that	the	

six	configurations	in	the	latter	are	degenerate,	whereas	configurations	yielding	some	net	

polarisation	are	favoured	in	the	KDP	model.			

In	 1963,	 Franz	 Rys	 explored	 a	 two-dimensional	 square	 vertex	model	 by	 drawing	

arrows	on	a	square	planar	net	yielding	the	vertex	configurations	shown	in	Figure	5-2.	In	

the	 current	 nomenclature,	 vertices	 showing	 anti-alignment	 are	 referred	 to	 as	 “Type	 I”	

vertices,	and	vertices	favouring	alignment	are	referred	to	as	“Type	II”.	The	two	dimensional	
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KDP	model	assigns	lower	energies	to	the	type-I	vertices	(𝜖" = 𝜖H > 0	and	𝜖Y = 𝜖^ = 𝜖U =

𝜖� = 0),	whereas	Rys	explored	antiferroelectric	ordering	favouring	type-II	vertices	(𝜖" =

𝜖H = 0	and	𝜖Y = 𝜖^ = 𝜖U = 𝜖� > 0)	now	known	as	the	Rys	F	model	[102].	Applying	this	2D	

approach,	Elliot	Lieb	developed	exact	solutions	to	the	ice	model	[96],	Rys	F	model	[95],	and	

the	KDP	model	[94],	providing	the	first	exactly	solved	models	in	statistical	mechanics	[93].		

	
Figure	5-2	arrow	representation	of	 the	six	 ice-type	vertices	 in	a	2D	square	 lattice.	

Type-I	 vertices	 show	 antiferromagnetic	 ordering,	 whereas	 Type-II	 vertices	 show	
ferromagnetic	ordering	and	thus	carry	net	polarization.		

In	1956,	Anderson	described	a	hypothetical	lattice	with	antiferromagnetic	spins	on	

corner-sharing	tetrahedra	where	the	crystal	field,	similarly	to	the	electric	dipoles	in	Slater’s	

model,	confines	the	spins	to	be	directed	along	the	local	⟨1,1,1⟩	axis	either	towards	or	away	

from	the	centre	of	the	tetrahedra.	Like	Pauling’s	ice-type	model,	the	six	2-in/2-out	vertices	

are	degenerate,	but	additional	3-in/1-out,	1-in/3-out,	4-in,	and	4-out	vertex	arrangements	

violating	the	ice	rule	are	also	accessible	[131].	Slater	ruled	these	states	out	in	the	KDP	model	

due	 to	 the	restrictions	 in	 the	possible	positions	of	 the	hydrogen	atoms	 in	 the	(HHPO^)Q	

groups,	but	this	limitation	is	not	present	in	the	case	of	Anderson’s	spin-ice	model.	When	

applied	 to	 magnetic	 moments,	 these	 ice-rule-violating	 excitations	 have	 a	 non-zero	

divergence	in	the	M	and	H	fields.	These	excitations	act	as	magnetic	monopole-like	quasi-

particles	that	propagate	through	the	material	and	interact	via	a	Coulomb	potential	[84,	132]	

akin	to	the	magnetic	monopoles	described	by	Dirac	in	the	early	1930s	[85].	
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The	subject	garnered	 intense	 interest	upon	the	discovery	that	rare-earth	titanates	

such	as	holmium	titanate	(HoHTiHOw)	and	dysprosium	titanate	(DyHTiHOw)	exhibit	spin	ice	

behaviour	with	rare-earth	ions	with	non-zero	magnetic	moments	arranged	on	the	corner-

sharing	tetrahedra	in	a	pyrochlore	lattice.	These	rare	earth	ions	(HOYR	or	DyYR)	couple	via	

dipolar	 interactions	 and	 ferromagnetic	 exchange	 at	 low	 temperatures	 [36,	 133].	 Heat	

capacity	measurements	 show	 a	 residual	 entropy	 in	 these	 systems	 at	 low	 temperatures	

[134],	 and	 diffuse	 neutron	 scattering	 shows	 signatures	 of	 magnetic	 monopole	

quasiparticles	[87].		

Although	there	exist	a	wide	range	of	techniques	by	which	spin-ice	materials	may	be	

probed,	 these	 are	 limited	 to	 bulk	measurements	 at	 low	 temperatures.	Wang	 et	 al.	 [37]	

demonstrated	a	mesoscopic	model	system	comprising	single-domain	magnetic	nanoislands	

arranged	in	a	two-dimensional	square	net	where	the	magnetisation	of	each	wire	could	be	

directed	 either	 towards	 or	 away	 from	 a	 coordination	 number	 four	 vertex.	 With	 a	

demagnetising	protocol	[135],	the	two-dimensional	artificial	spin	ice	(ASI)	could	be	relaxed	

into	 its	 ground	 state	 and	 the	 number	 of	 each	 vertex	 type	 could	 be	 determined	 using	

standard	in-house	measurement	techniques	such	as	magnetic	force	microscopy.		The	work	

showed	the	formation	of	the	ice-rule	vertex	types	and	excitations	in	the	form	of	magnetic	

monopole-like	 defects.	 However,	 the	 vertex-type	 population	 deviates	 from	 what	 is	

expected	in	spin	ice	materials,	as	arranging	the	spins	on	a	two-dimensional	surface	results	

in	 uneven	 interactions	 between	 the	 spins	 at	 the	 vertices	 resulting	 in	 degeneracy	 lifting	

among	the	ice-type	vertices.			

Despite	this	degeneracy	lifting	between	type-I	and	type-II	vertices,	ASIs	offer	a	model	

system	to	study	frustration,	with	the	advantage	that	interaction	energies	may	be	precisely	
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tuned	 by	 varying	 the	 wire	 dimensions	 or	 separation	 at	 the	 vertices.	 Using	 modern	

fabrication	 techniques,	 it	 is	 also	 trivial	 to	 arrange	 the	 wires	 in	 novel	 geometries	 by	

systematically	excluding	wires	to	produce	brickwork	[136],	Shakti	[137,	138],	and	Tetris	

[139,	140]	 lattices,	or	rotating	the	wires	to	produce	pinwheel	 lattices	[141]	as	shown	in	

Figure	5-3.	The	vertices	in	kagome	lattices	comprise	three	wires,	with	each	pair	of	wires	

enclosing	 a	 120°	 angle	 such	 that	 the	 interaction	 between	 each	 pair	 of	 wires	 is	 equal.	

However,	there	exists	no	divergence-free	vertex	configuration,	yielding	a	charge-ordered	

ground	state	of	alternating	±𝑞	charges	and	excitations	of	±3𝑞	charges	[142].		

	
Figure	5-3	Schematic	of	a	selection	of	2D	frustrated	 lattices	 from	recent	 literature	

covering	square	[37],	Kagome	[142],	Brickwork	[136],	Shakti	[136,	137],	Tetris	[139,	140],	
and	Pinwheel	[141]	lattices.	

The	 degeneracy	 lifting	 in	 square	 lattices	 can	 also	 be	 exploited	 to	 investigate	 the	

properties	 of	 the	 vertex	 models.	 For	 example,	 vertex-type	 energy	 may	 be	 tuned	 by	

modifying	the	vertex	geometry	in	a	connected	square	lattice	to	perturb	the	micromagnetic	

texture.	With	sufficient	energy	difference	between	type-I	and	type-II	states,	the	topological	

properties	of	the	Rys	F-model	may	be	investigated	[104,	105].	
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Even	though	the	result	has	opened	various	avenues	of	research,	there	remains	one	

significant	limitation	to	using	ASI	as	a	model	for	spin-ice	materials:	when	limited	to	a	2D	

system,	there	is	no	means	to	ensure	equal	interaction	between	all	wires	at	a	coordination	

four	vertex.	In	a	key	paper,	Perrin	et	al.	[100]	divided	the	wires	into	horizontal	and	vertical	

sublattices.	A	key	factor	 in	the	 interaction	strength	is	the	separation	between	wires	at	a	

vertex	which	may	be	 tuned	by	 introducing	a	height	offset	between	 the	 sublattices.	This	

height	offset	allowed	the	group	to	tune	the	energies	of	the	vertex	types	to	realise	phases	

favouring	 either	 antiferromagnetic	 (type-I)	 or	 ferromagnetic	 (type-II)	 vertex	 types.	 At	

some	critical	height,	the	coulomb	phase,	where	all	the	ice-type	vertices	are	degenerate,	can	

be	 realised.	 This	 result	 is	 particularly	 interesting	 for	 the	 exploration	 of	 the	 six	 vertex	

models	and	presented	a	significant	step	forward	for	exploring	the	sixteen-vertex	models	in	

spin-ice.	However,	truly	deconfined	monopole	pairs	interact	only	via	a	magnetic	analogue	

of	Coulomb’s	law,	and	the	magnetisation	of	the	wires	in	these	systems	do	not	lie	along	the	

local	 ⟨1,1,1⟩	 axis	 resulting	 in	 additional	 energy	 terms	 in	monopole	 defects	 interactions	

referred	to	as	“string	tension”.	This	final	limitation	can	only	be	overcome	by	developing	a	

true	three-dimensional	arrangement	of	magnetic	nanowires	where	the	magnetic	moment	

lies	along	the	local	⟨1,1,1⟩	axis.		

Our	 recent	 work	 describes	 the	 realisation	 of	 a	 3D	 magnetic	 nanowire	 lattice	

comprising	 magnetic	 nanowires	 wires	 arranged	 in	 a	 connected	 diamond	 bond	 lattice	

geometry	[38]	upon	which	magnetic	monopole-like	defects	and	their	propagation	through	

the	 lattice	could	be	measured	using	standard	techniques	[39].	This	chapter	explores	the	

micromagnetic	studies	performed	to	support	the	analysis	of	the	experimental	results.	
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The	first	step	is	to	determine	the	suitability	of	the	magnetic	nanowires	for	ASI	studies	

where	the	wire	must	function	as	an	“Ising-like”	spin.	This	criterion	requires	that	the	wire	is	

single	domain	at	remanence,	with	the	magnetisation	either	“up”	or	“down”	along	the	long	

axis	of	the	wire.	The	wire	must	switch	between	the	states	with	a	single	sharp	transition	

such	that	no	intermediate	states	are	accessible	and	retain	this	behaviour	when	placed	in	

more	complex	geometries.	We	compute	the	micromagnetic	spin	textures	associated	with	

each	 vertex	 type,	 the	 associated	 energies,	 and	 surface	 charge	 density	 enabling	 the	

identification	of	vertex	types	in	magnetic	force	microscopy	measurements	of	the	lattices.			

Figure	5-4a	shows	a	schematic	of	these	lattices,	indicating	how	these	are	divided	into	

L1,	 L2,	 L3,	 and	 L4	 sublattices	 defined	 by	 the	 wire’s	 z-coordinates.	 Using	 two-photon	

lithography,	we	fabricate	a	50µm × 50µm	polymer	scaffold	with	a	height	of	five	unit	cells,	

upon	 which	 a	 50nm	 layer	 of	 permalloy	 (NiV"Fe"W)	 layer	 is	 deposited	 using	 thermal	

evaporation.	The	result	is	a		lattice	comprising	wires	with	a	crescent-shaped	cross-section	

[38].	Figure	5-4b	shows	an	atomic	force	micrograph	of	the	lattice	with	the	annotated	L1,	

L2,	and	L3	sublattices	in	the	inset;	currently,	AFM	cannot	resolve	the	L4	sublattice.	Figure	

5-4c	shows	a	scanning	electron	micrograph	(SEM)	of	the	complete	lattice	captured	at	a	45°	

tilt	angle.	A	high-magnification	SEM	captured	at	a	0°	tilt	angle	is	shown	in	Figure	5-4d	with	

annotations	 indicating	 the	 sublattices.	 Figure	 5-4e	 provides	 a	 further	 intuitive	

understanding	 of	 the	 lattice	 structure	with	 a	 high-magnification	 image	 of	 the	 top-right	

corner	shown	in	Figure	5-4a	captured	at	a	45°	tilt	angle.	

We	have	shown	these	lattices	to	be	a	promising	candidate	for	3D	artificial	spin-ice	

(3DASI)	studies	with	ground	state	ordering	according	to	the	ice	rule	[38]	and	extended	this	

by	 demonstrating	magnetic	 charge	 propagation	 upon	 the	 lattice	 [39].	 Furthermore,	 the	
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study	 of	 thermal	 magnons	 using	 Brillouin	 light	 scattering	 spectroscopy	 shows	 the	

propagation	 of	 coherent	 spin	 waves	 through	 the	 lattices	 [143].	 This	 chapter	 considers	

micromagnetic	 simulations	 performed	 to	 aid	 the	 interpretation	 of	 experimental	 results	

described	in	[38,	39]	and	future	work.	

	
Figure	5-4	(a)	Schematic	of	diamond	bond	lattice	coloured	according	to	sublattices	

L1,	L2,	L3,	and	L4.	(b)	Atomic	force	micrograph	of	a	10µm × 10µm	region	with	L1,	L2,	and	
L3	sublattices	annotated;	L4	currently	cannot	be	resolved	using	AFM.	(c)	Scanning	electron	
micrograph	 (SEM)	 of	 an	 entire	 lattice	 at	 45°	 tilt.	 Scale	 bare	 indicates	 20µm.	 (d)	 High	
magnification	 top-down	SEM	of	 the	 lattices	with	all	 sublattices	annotated.	The	scale	bar	
indicates	1µm.	(e)	High	magnification	SEM	of	the	top-right	corner	shown	in	panel	(a)	taken	
with	a	45-degree	tilt.	The	scale	bar	indicates	2µm.	
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Due	to	computational	restraints,	it	is	not	feasible	to	perform	simulations	on	an	entire	

unit	 cell	 of	 the	 lattice	 and	 instead	 consider	 different	 building	 blocks	 separately.	 The	

schematic	 shown	 in	 Figure	 5-4a	 indicates	 that	 the	 bulk	 of	 the	 lattice	 comprises	

coordination-four	vertices	with	coordination-two	vertices	at	the	lattice	surface.	The	key	to	

the	simulation	geometry	is	the	permalloy	nanowire	cross-section,	which	is	challenging	to	

determine	 experimentally,	 and	 we	 use	 geometric	 arguments	 to	 create	 an	 idealized	

geometry.	Figure	5-5a	shows	the	cross-section	of	the	IPL-780	scaffold	upon	which	50nm	of	

permalloy	(NiV"Fe"W)	is	deposited	using	line-of-sight	thermal	evaporation.	The	voxel	shape	

is	 ellipsoidal	 with	 an	 approximate	 lateral	 feature	 size	 of	 ≈ 160	nm	 [144].	 Thermal	

evaporation	was	performed	at	pressures	< 10Q�	mbar,	yielding	a	mean-free	path	that	 is	

orders	of	magnitude	greater	than	the	source-substrate	distance.	As	a	result,	we	can	assume	

that	 the	 evaporant	 travels	 in	 an	 unimpeded	 straight	 line,	 and	we	may	 approximate	 the	

deposited	layer	to	follow	the	upper	surface	and	uniformly	thick	along	the	axial	direction,	as	

shown	in	Figure	5-5b.		

For	simplicity,	we	approximate	the	TPL	voxel	as	a	cylinder	with	spherical	caps,	given	

that	the	thickness	of	any	permalloy	deposited	on	the	side	of	the	scaffold	will	be	vanishingly	

thin	and	below	the	magnetic	dead	layer	thickness.		We	remove	the	sharp	edges	of	the	cross-

section	 as	 the	 thickness	 is	 below	 the	 dead-layer	 thickness.	 These	 empirical	 arguments	

inform	the	simulation	object	geometries	shown	in	Figure	5-5(c-f)	showing	a	single	wire,	

coordination-two	vertices,	and	a	coordination-four	vertex	of	a	diamond	bond	lattice	where	

each	vertex	is	at	the	position	of	a	lattice	point.	The	L1	sublattice	comprises	an	alternating	

pattern	 of	 coordination-four	 vertices	 at	 the	 L1/L2	 junction	 and	 the	 “lower	 bipod”	
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coordination-two	vertices	at	the	surface	termination.	The	L2	and	L3	sublattices	consist	of	

coordination-four	vertices	only	at	the	L2/L3	and	L3/L4	junctions.	

	

	

Figure	5-5	(a)	SEM	of	nanowire	cross-section	in	the	3D	artificial	spin-ice	lattice		[38].	
(b)	Schematic	showing	geometric	arguments	for	determining	nanowire	cross-section.	(c)	
3D	rendering	of	a	single	nanowire.	(d)	3D	rendering	of	coordination-two	vertex	comprising	
the	upper	two	wires	of	a	tetrapod.	(e)	3D	rendering	of	coordination-two	vertex	comprising	
the	lower	two	wires	of	a	tetrapod.	(f)	3D	rendering	of	the	coordination-four	vertex	with	
coordinates	of	features	and	angle	between	wires	and	substrate	plane	shown.	(g)	schematic	
of	single	wire	geometry	shown	in	(d)	as	seen	from	the	side,	illustrating	the	end	caps	C1	and	
C2	
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Each	wire’s	long	axis	is	at	an	angle	of	𝜃 = cosQ"J2 3⁄ 	from	the	substrate	plane.	The	

lattice	constant	of	the	experimental	system	is	𝑎 = 2µm	resulting	in	a	nanowire	length	of	

866	nm.	We	draw	attention	 the	 caps	C1	 and	C2	 illustrated	 in	Figure	5-5g,	which	are	not	

perpendicular	to	the	top	and	bottom	surfaces	of	the	wire.		

The	maximum	mesh	 spacing	 is	5nm,	below	 the	NiV"Fe"W	 exchange	 length	 at	Δ1 =

J2𝐴 𝜇,𝑀0
H⁄ = 5.29	nm.	 Magnetocrystalline	 anisotropy	 is	 assumed	 to	 be	 negligible	 for	

NiVHFe"W.	 The	 Gilbert	 damping	 coefficient	 is	 set	 a	 𝛼 = 1	 for	 simulations	 concerning	

equilibrium	states	to	reduce	computational	time;	a	realistic	value	of	𝛼 = 0.01	 is	used	for	

simulations	requiring	time-resolved	information.	

5.1. Curvature-driven	effects	in	crescent-shaped	nanowires	

The	key	to	realising	a	3D	artificial	spin	ice	(3DASI)	lattice	is	that	the	nanowires	are	

single-domain	 at	 remanence	 and	 behave	 as	 Ising-spins.	 We	 can	 determine	 these	

characteristics	 from	a	 hysteresis	 loop	with	 fields	 applied	 along	 the	 long	 axis	 projection	

upon	the	substrate	where	two	distinct	anti-parallel	states	are	seen,	separated	by	an	abrupt	

transition	(Figure	3-16).	The	hard	axis	hysteresis	loop	is	dominated	by	coherent	rotation	

(Error!	Reference	source	not	found.),	with	the	relaxation	of	the	magnetization	always	

along	the	long	axis.	In	our	experimental	procedures,	the	external	field	is	applied	parallel	to	

the	substrate;	this	is	maintained	in	simulated	protocols.	For	simplicity	in	this	section,	we	

rotate	the	single	wire	geometry	by	45°	about	the	z-axis	such	that	the	long	axis	lies	along	

cosJ2 3⁄ K̂+ sinJ2 3⁄ 	𝐤L .	
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5.1.1. Demagnetizing	components	of	magnetic	nanowires	with	a	crescent-

shaped	cross-section	

Understanding	 the	 demagnetization	 fields	 in	 the	 geometry	 is	 beneficial	 to	

interpreting	 further	 results.	 However,	 deriving	 an	 analytical	 expression	 for	 the	

demagnetizing	 factor	 in	 such	 complex	 geometries	 is	 prohibitively	 difficult	 with	 limited	

benefit.	To	contextualize	results	in	this	section,	we	compute	the	demagnetizing	tensor	(𝑵)	

for	the	wire	by	setting	the	magnetization	along	the	principal	axes	and	taking	the	ratio	of	the	

demagnetizing	field	and	the	saturation	magnetization	(equation	3.64)	to	yield	the	outputs	

shown	in	Figure	5-6.	Along	the	wire,	we	consistently	observe	𝑵𝐲	approaching	unity	at	the	

thin	edges,	which	confines	moments	to	the	x-z	plane	in	this	region.	The	𝑵𝐱	component	of	

the	demagnetizing	factor	at	the	lower	cap	(𝐂𝟏)	is	maximum	at	the	apex	of	the	inner	curve	

(Figure	5-6a).	In	contrast,	𝑵𝒙	is	maximum	at	the	apex	of	the	outer	curve	in	the	upper	cap	

(𝐂𝟐)	as	shown	in	Figure	5-6	(c).		

The	demagnetisation	tensor	of	planar	magnetic	nanowires	with	uniform	thickness	is	

trivial	 with	 the	 components	 remaining	 constant	 throughout	 the	 geometry.	 	 These	

computations	indicate	a	more	complicated	function,	raising	the	concern	that	these	wires	

may	not	function	as	Ising	spins.	Ising	spins	can	be	in	one	of	two	states	distinct	from	each	

other	only	by	the	direction	of	the	magnetic	moment	[145],	modelling	an	Ising	spin	using	

magnetic	nanowires	then	requires	symmetry	in	the	demagnetising	tensor	which	is	broken	

by	the	non-unform	thickness	of	our	geometry	and	the	wire	ends	not	being	perpendicular	to	

the	long	axis.	This	first	result	raises	the	question	as	to	whether	the	differences	in	states	due	

to	this	symmetry	breaking	is	significant,	or	whether	an	Ising-like	approximation	holds.		
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Figure	5-6	computed	𝑵𝒙,	𝑵𝒚,	and	𝑵𝒛	components	of	demagnetization	tensor	on	cross-

section	of	the	wire	taken	(a)	bottom	cap	(𝑪𝟏)of	the	wire,	(b)	middle	of	the	wire,	(c)	top	cap	
(𝑪𝟐)	of	the	wire	as	indicated	by	the	cyan	slice	in	the	diagrams.	

5.1.2. Single	wire	magnetic	texture	at	remanence	

The	first	simulation	is	a	simple	relaxation	of	the	single	wire.	Starting	with	a	random	

magnetization,	 we	 perform	 a	 time	 evolution	 of	 the	 LLG	 equation	 until	 convergence	

conditions	are	met	to	yield	the	result	shown	in	Figure	5-7.	The	result	shown	in	Figure	5-7a	

indicates	that	the	wire	is	single-domain	in	the	ground	state,	with	magnetization	along	the	

extended	axis.	We	note	additional	interesting	textures	in	the	magnetization	on	the	caps	of	

the	wire,	as	shown	in	Figure	5-7b	&	Figure	5-7c.	The	magnetization	at	the	cap	CH	(panel	b)	

is	in	a	crescent	state	where	the	magnetization	smoothly	follows	the	contours	of	the	cross-

section,	and	we	observe	some	spin	canting	towards	the	long	axis	of	the	wire.	The	crescent-

shaped	texture	arises	as	the	moments	on	the	thin	edges	lie	in	opposite	directions	along	the	

z-axis.		
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Figure	 5-7	 Output	 of	 relaxation	 simulation	 for	 a	 single	 wire.	 (a)	 Long-axis	

magnetization.	(b)	Magnetization	of	the	upper	cap	(𝐂𝟐)	indicated	with	yellow	shading	on	
the	inset.	(c)	Magnetization	of	the	lower	cap	(𝐂𝟏)	indicated	with	purple	shading	on	the	inset.	
(d,	e)	side	views	of	wire	with	orientations	indicated	in	the	inset.	

The	 texture	upon	 the	bottom	cap	 (C")	 shows	a	defect	 reminiscent	of	 a	 transverse	

domain	wall	with	 the	moments	 at	 the	 thin	 edges	 in	 the	 same	direction	 and	 topological	

defects	 at	 the	 centre.	 The	 polarity	 of	 the	 defect	 appears	 to	 be	 determined	 by	 the	 z-

component	of	the	magnetization	in	the	bulk	of	the	wire.		We	refer	to	this	texture	as	𝐷"	in	

the	remainder	of	this	work.	Previous	work	performed	on	transverse	domain	walls	in	curved	

nanowires	shows	that	curvature	results	in	a	potential	well	for	head-to-head	domain	walls	
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with	the	core	directed	away	from	the	centre	of	curvature	and	a	potential	barrier	for	HH	

TDW	with	a	core	direction	towards	the	centre	of	curvature.	The	reverse	holds	true	for	TT	

TDW	[24].	It	follows	that	the	TDW-like	spin	texture	is	likely	to	be	pinned	at	the	𝐶"	cap	which	

may	play	a	significant	role	in	magnetic	reversal.			

5.1.3. 	Domain	 wall	 structure	 in	 magnetic	 nanowires	 with	 crescent-

shaped	cross-section	

To	consider	the	impact	of	the	novel	wire	cross-section	on	the	domain	wall	structure,	

we	relax	a	domain	wall	into	a	3µm	long	wire	with	the	crescent-shaped	cross-section	and	a	

planar	nanostrip	with	an	equivalent	cross-sectional	area.	The	planar	wire	then	has	a	width	

of	292nm	and	a	thickness	of	21.5nm.	The	simulations	set	the	magnetization	of	the	wire	ends	

directed	 towards	 the	 centre,	 and	 the	 magnetization	 of	 the	 central	 third	 of	 the	 wire	 is	

randomized.	The	moments	on	the	ends	of	the	wire	are	frozen	to	allow	the	domain	wall	to	

form	when	the	system	is	relaxed.		

For	 effective	 comparison,	 we	 transform	 the	 results	 from	 a	 cartesian	 basis	 to	 a	

curvilinear	basis,	where	we	define	orthogonal	basis	vectors	parallel	to	the	long	axis	(�̂�∥),	

tangent	to	the	surface	(�̂�⊣),	and	normal	to	the	surface	(�̂�*)	corresponding	to	the	𝑥, 𝑦,	and	𝑧	

coordinates	in	a	cartesian	basis	(𝜅 = 0)	respectively.	The	different	sets	of	basis	vectors	are	

shown	in	Figure	5-8a.	Figure	5-8	(b	&	c)	show	the	domain	wall	texture	of	the	crescent	wire	

and	 the	 planar	 equivalent	 (respectively),	 and	 we	 find	 striking	 qualitative	 differences	

between	the	two	results	with	a	change	in	domain	wall	shape	and	width.		

With	thinner	edges,	one	would	expect	a	wider	domain	wall	in	the	crescent-shaped	

nanowire	 due	 to	 a	 reduction	 in	 the	 demagnetising	 energy.	 We	 find	 that	 the	 normal	
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component	of	 the	crescent	wire	domain	wall	 is	non-zero	 in	the	circulating	region	of	 the	

VDW	in	the	crescent	geometry	(Figure	5-8	d)	in	contrast	to	the	planar	case	where	M*	 is	

negligible	(Figure	5-8	e),	leading	to	an	increase	in	demagnetising	energy.		

	

Figure	5-8	 (a)	CAD	rendering	of	 crescent-shaped	wire	with	a	vortex	domain	wall.	
Annotations	show	the	cartesian	basis	(black)	and	the	curvilinear	basis	vectors	𝒆.∥, 𝒆.⊣,	and	
𝒆.*	(green	axes).	(b)	magnetization	of	a	vortex	wall	in	a	nanowire	with	a	crescent-shaped	
cross-section	with	contrast	according	to	𝒎∥.	(c)	magnetization	of	a	vortex	wall	in	planar	
equivalent	to	the	crescent	wire,	contrast	according	to	𝒎∥.	(d)	magnetization	of	a	vortex	wall	
in	 a	 nanowire	with	 a	 crescent-shaped	 cross-section	with	 contrast	 according	 to	𝒎*.	 (e)	
magnetization	of	a	vortex	wall	in	planar	equivalent	to	the	crescent	wire,	contrast	according	
to	𝒎*.	(f)	magnetization	in	a	cartesian	basis	at	the	upper	surface	of	the	crescent	wire	along	
a	slice	perpendicular	to	the	long	axis	intersection	a	half	antivortex	defect.	Location	of	line	
profile	shown	in	the	 inset.	 (g)	Line	profile	of	 the	magnetization	through	the	vortex	core	
along	the	long	axis	of	the	crescent	wire.	(h)	Line	profile	of	magnetization	through	the	vortex	
core	along	the	long	axis	of	the	planar	wire.	The	magnetization	in	panels	g	and	h	are	shown	
on	a	curvilinear	basis	with	𝜿 = 𝟎	for	consistency.		

Figure	5-8	f	shows	a	line	profile	of	the	magnetization	along	the	upper	surface	taken	

perpendicular	 to	 the	 wire	 axis	 and	 intersecting	 one	 of	 the	 half-antivortex	 topological	
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defects	as	indicated	in	the	inset.	The	canting	towards	the	surface	normal	(cyan	glyphs)	is	

driven	by	the	curvature	driven	terms	in	the	exchange	energy	with	wider	implications	for	

domain	wall	structure.	Line	profiles	of	the	magnetization	through	the	vortex	core	parallel	

to	the	long	axis	(Figure	5-8	g&h)	show	the	striking	difference	in	domain	wall	width	with	the	

region	where	Ô𝑚∥Ô < 0.95	has	a	width	of	518	nm	 for	the	planar	wire,	and	282	nm	 in	the	

crescent	wires.	The	spin	canting	towards	the	surface	normal	increases	the	demagnetizing	

energy	of	the	domain	wall,	resulting	in	a	narrower	domain	wall	to	reduce	this	energy	term.		

5.2. Magnetic	reversal	in	the	building	blocks	of	3D	artificial	spin	ice	

Prior	results	show	the	wire	to	be	single-domain	at	remanence	(Figure	5-7a),	which	

satisfies	one	condition	for	a	magnetic	nanowire	to	be	considered	Ising-like.	Another	key	

criterion	is	that	reversal	is	that	there	is	a	sharp	reversal	such	that	there	are	only	two	states.	

Key	 features	of	such	a	reversal	 is	a	sharp	 transition	at	 the	coercive	 field	of	an	easy	axis	

hysteresis	loop	and	a	continuous	sigmoid	function	with	no	hysteresis	along	the	hard	axis.	

We	simulate	hysteresis	loops	analogous	to	measurements	performed	on	our	experimental	

systems:	the	wire	long	axes	lie	at	an	angle	of	cosQ"J2 3⁄ 	 ≈ 35.264°	from	the	substrate.	For	

convenience,	the	projection	of	the	long	axis	on	the	substrate	is	hereon	referred	to	as	the	

long	axis	substrate	projection	(LASP)	in	the	case	of	the	single	wire	and	the	coordination-

two	 vertices.	 We	 adopt	 the	 L1	 and	 L2	 sublattice	 nomenclature	 for	 coordination-four	

vertices	where	the	upper	wires	lie	along	L1.		
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5.2.1. Magnetic	 reversal	 of	 a	 single	 wire	 with	 crescent-shaped	 cross-

section	

Simulated	 hysteresis	 loops	 of	 single	 wires	 reveal	 a	 complex	 reversal	 mechanism	

involving	 both	 rotation	 and	 domain	 wall	 motion.	 Figure	 5-9	 (a)	 shows	 a	 simulated	

hysteresis	 loop	with	 applied	 field	 along	 the	 long	 axis	 projection	 upon	 the	 x-y	 plane	 as	

illustrated	in	panel	b.	At	remanence,	we	observe	a	magnetization	nominally	identical	to	the	

texture	shown	in	Figure	5-7.		

	
Figure	5-9	(a)	Hysteresis	loop	of	a	single	wire	with	a	crescent-shaped	cross-section.	

The	field	is	applied	along	the	long	axis	projection	upon	the	substrate	(LASP)	as	indicated	
by	panel	b.	(c)	magnetization	of	wire	before	reversal	at	-45.1	mT	(d)	magnetization	of	𝐂𝟐	
(indicated	by	yellow	shading	in	panel	b)	before	reversal.	(e)	magnetization	of	𝐂𝟏	(indicated	
by	magenta	shading	in	panel	b)	before	reversal.	(f)	magnetization	of	wire	after	reversal,	(g)	
𝐂𝟐	magnetization	after	reversal,	(h)	𝐂𝟏	magnetization	after	reversal.		
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For	 magnetization	 purely	 along	 the	 long	 axis	 of	 the	 wire,	 the	 magnetization	

component	 along	 the	 field	 direction	 is	 expected	 to	 be	0.816	ML,	 the	measured	 value	 is	

0.767	ML	where	the	difference	of	0.0494	ML	is	attributed	to	the	texture	at	the	caps	shown	

in	Figure	5-7b	and	c.	

From	remanence	to	just	before	reversal	at	−45.1	mT,	we	see	coherent	rotation	about	

the	y	axis	at	the	thin	edges	of	C"	consistent	with	expectations	from	the	demagnetizing	factor	

calculations	 (Figure	 5-9a).	 Near	 CH,	 we	 see	 a	 defect	 in	 the	magnetization	 as	 there	 is	 a	

transition	from	the	crescent	edge	state	to	the	bulk	of	the	wire	(Figure	5-9c).	To	gain	insight	

into	 magnetization	 reversal,	 we	 perform	 time-resolved	 simulations	 using	 the	

magnetization	profile	from	the	instant	before	the	sharp	transition	and	apply	a	45.1	mT	field	

to	initiate	reversal.	In	contrast	to	prior	simulations	showing	converged	states	only,	we	take	

snapshots	of	the	reversal.	We	set	the	Gilbert	damping	coefficient	to	a	realistic	value	of	𝛼 =

0.01.	

The	reversal	does	not	follow	the	typical	process	of	domain	wall	nucleation	at	the	wire	

edges,	 followed	 by	 DWs	 propagating	 towards	 the	 centre	 resulting	 in	 annihilation.	 The	

magnetization	is	pinned	at	the	𝐶"	cap	and	the	defect	near	𝐶H	is	pushed	into	the	wire	slightly	

(Figure	5-10	a).	Here	it	becomes	clear	that	the	texture	at	𝐶"	and	the	defect	near	𝐶H	are	a	

half-antivortex	and	half-vortex	pair	of	topological	charges.	At	0.3	ns,	the	𝐶H	defect	becomes	

a	 vortex	 core,	 and	 a	 half-antivortex	 forms	 on	 the	 edge	 to	 conserve	 topological	 charge	

(Figure	 5-10	 b).	 The	 absence	 of	 a	 second	 half-antivortex	 near	 the	 core	 prevents	

propagation,	and	the	core	moves	perpendicular	to	the	long	axis	(Figure	5-10	c).	At	0.6ns,	a	

VDW	forms	(Figure	5-10	d)	followed	by	two	more	at	0.7ns	(Figure	5-10	e)	and	1	ns	(Figure	

5-10g).	The	 spin	 texture	prevents	 the	defects	 from	annihilating	until	 4	half-antivortices	
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merge	 to	 form	 two	antivortex	defects	 at	1.25	ns	 (Figure	5-10	h)	which	 then	enable	 the	

vortices	to	annihilate	(Figure	5-10	i).		

	

Figure	5-10	 Snapshots	 of	 reversal	 in	 single	nanowire	with	 field	 applied	 along	 the	
LASP.	 The	 angle	 between	 the	 long	 axis	 and	 substrate	 plane	 is	 𝐜𝐨𝐬Q𝟏J𝟐 𝟑⁄ = 𝟑𝟓. 𝟐𝟔𝟒°.	
Contrast	 according	 to	magnetization	 along	 long	 axis.	 Right-hand	 side	 diagrams	 indicate	
positions	of	topological	defects	with	charge	𝒒 = +𝟏	indicating	a	vortex,	and	charge	𝒒 = −𝟏	
indicating	an	antivortex.		

The	 crescent-shaped	 cross-section	 introduces	 novel	 edge	 states	 with	 topological	

charge,	which	affect	the	reversal	mechanism.	Repeating	the	same	simulation	with	a	Gilbert	

damping	coefficient	set	to	𝛼 = 1	yields	similar	results,	indicating	that	the	nucleation	and	
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annihilation	of	the	domain	walls	cannot	be	attributed	to	walker	breakdown.	The	distinct	

edge	effects	in	this	geometry	also	play	a	significant	role	in	hysteresis	loops	applied	along	

the	wire	hard	axis,	as	shown	in	Figure	5-11	(a).	A	sigmoid	function	typical	of	a	hard	axis	

loop	where	the	magnetization	reverses	via	coherent	rotation	is	clearly	visible.	However,	the	

loop	 is	 perturbed	 by	 three	 distinct	 transitions	 T"	 at	 2.5	mT,	 TH	 at	 	 32.8	mT,	 and	 TY	 at	

52.02	mT	arising	due	to	edge	effects.	

Figure	5-11	(c	&	d)	show	the	magnetization	before	and	after	the	transition	T"	where	

we	observe	C"	switching	from	a	crescent	state	to	the	𝐷"	state	at	2.5	mT.	At	transition	TH	

(Figure	5-11	e&f)	we	see	the	crescent	shape	magnetization	of	CH	reversing	direction	at	32.8	

mT.	The	core	of	the	TDW–like	defect	in	the	lower	cap	is	pushed	away	from	its	equilibrium	

position	and	shows	typical	TDW	behaviour	in	a	curvature-driven	potential	well.		Finally,	at	

52.02	mT,	the	TDW-like	state	at	𝐶"	switches	to	a	crescent	state	at	transition	TY	(Figure	5-11	

g&h)	to	result	in	a	crescent	state.		
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Figure	 5-11	 (a)	 Hard-axis	 hysteresis	 loop	 of	 single	 wire	 showing	 three	 distinct	

transitions	due	to	edge	state	switching.	(b)	schematic	of	wire	with	𝑪𝟏	cap	highlighted	in	
magenta,	𝑪𝟐	 cap	 highlighted	 in	 yellow.	 (c-h)	 spin	 texture	 of	 wire	 before	 and	 after	 the	
transition	𝑻𝟏	(c	&	d),	transition	𝑻𝟐	(e	&	f),	and	transition	𝑻𝟑	(g	&	h).	𝑪𝟏	cap	shown	on	right	
hand	side,	top-down	view	shown	in	the	centre,	𝑪𝟐	cap	shown	on	left	hand	side.		

Superficially,	 these	 results	appear	 to	 show	 that	 the	wires	are	not	 Ising-like	as	 the	

transitions	show	distinct	hysteresis	and	several	discrete	states	 in	 the	hard-axis	 loops.	 It	

should	 be	 noted	 that	 the	 transitions	 are	 associated	 with	 edges	 that	 are	 absent	 in	 the	

experimentally	realized	3DASI	lattice	since	there	are	connected	nanowires.	
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5.2.2. Magnetisation	reversal	in	coordination-two	vertices	

The	surface	sublattice	L1	comprises	wires	connected	to	a	coordination-four	vertex	

on	one	side	and	a	coordination-two	vertex	on	the	opposing	side.	MOKE	measurements	in	

the	 longitudinal	 geometry,	with	 the	 projection	 of	 the	wavevector	 vector	 parallel	 to	 the	

projection	of	L1,	appear	to	be	primarily	sensitive	to	the	L1	sublattice	[144].		Simulations	of	

the	upper	bipod	(Figure	5-5d)	and	the	lower	bipod	(	Figure	5-5e)	provide	further	insight	

into	the	energetics	and	magnetization	reversal	in	these	systems.		

A	 simulation	 of	 a	 hysteresis	 loop	with	 fields	 applied	 along	 the	 lower	 bipod	 LASP	

yields	a	relatively	square	loop	with	a	coercive	field	of	61.11	mT	(Figure	5-12	a).	In	addition	

to	 plotting	 the	 magnetization	 component	 along	 the	 field	 direction	 (LJ),	 we	 show	 the	

component	transverse	to	the	field	direction	(T�),	in	the	substrate	plane,	corresponding	to	

the	signal	one	would	obtain	from	transverse	MOKE.		Applying	a	field	transverse	to	the	LASP	

yields	the	hard-axis	loop	shown	in	Figure	5-12	b	yielding	a	typical	sigmoid	shape.	There	are	

two	distinct	transitions	in	the	hard	axis	loop	(LJ)	at	8.5	mT	and	42.1	mT	corresponding	to	

transition	T"	and	TY	in	the	single	wire	hard	axis	loop.		

These	 transitions	 occur	 at	 the	 edges	 and	 correspond	 to	 the	 texture	 at	 the	C"	 cap	

switching	from	a	crescent	state	to	the	𝐷"	state	at	T",	and	a	transition	from	the	𝐷"	state	to	

crescent	state	at	transition	TY.The	lower	bipod	geometry	comprises	two	wires	joined	at	the	

CH	cap,	and	the	TH	transition	is	absent	as	a	result.	The	upper	bipod	geometry	has	a	coercivity	

of	56.6	mT	(Figure	5-12	c).	Only	the	TH	transition	is	present	at	30.5	mT	in	the	upper	bipod	

hard	 axis	 loop	 (Figure	5-12	d)	 as	 the	wires	 are	 joined	 at	 the	CH	 cap.	Asymmetry	 in	 the	
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demagnetizing	tensor	and	hard-axis	reversal	of	isolated	wires	reveal	more	than	two	well-

defined	states	distinguishable	only	by	the	direction	of	the	magnetisation.		

	
Figure	5-12	Simulated	hysteresis	loop	of	bipod	geometries	showing	magnetization	

component	along	the	field	direction	(𝐌𝐥𝐨𝐧𝐠)	and	magnetization	perpendicular	to	the	field	
(𝐌𝐓𝐫𝐚𝐧𝐬)	 corresponding	 to	 longitudinal	 and	 transverse	 components	 of	 signals	 in	MOKE	
measurements.	 (a)	 Field	 direction	 along	 LASP.	 (b)	 Field	 direction	 perpendicular	 to	 the	
lower	bipod	LASP.	(c)	Field	direction	parallel	to	the	upper	bipod	LASP.	(d)	Field	direction	
perpendicular	to	the	upper	bipod	LASP.	

This	additional	complexity	arises	due	to	the	varying	angles	between	the	end	caps	and	

the	 long	 axis	 of	 the	 wire.	 Figure	 5-12	 shows	 that	 placing	 the	 wires	 in	 more	 complex	
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connected	geometries	removes	these	caps	and	we	recover	the	Ising-like	behaviour	of	these	

nanowires.		Symmetry	arguments	would	expect	no	difference	between	the	upper	and	lower	

bipod	 loops;	 however,	 the	 crescent-shaped	 cross-section	 of	 the	 wires	 breaks	 this	

symmetry,	 and	we	 consider	 the	magnetization	 textures	before	 and	after	 the	 reversal	 in	

LASP	loops.	

	
	 	

Figure	5-13	Snapshots	of	key	points	 in	simulated	hysteresis	 loops	of	coordination	
number	two	vertices.	(a)	Lower	bipod	before	reversal.	(b)	Lower	bipod	after	the	reversal.	
(c)	Upper	bipod	before	reversal.	(d)	Upper	bipod	after	reversal.	Contrast	according	to	z-
component	of	magnetization.		

The	caps	of	the	lower	bipod	resemble	the	𝐶H	caps	on	the	single	wire	yielding	the	𝐷"	

defects	(Figure	5-13	a),	curvature	driven	exchange	pins	the	defect	at	the	edges	leading	to	a	

higher	coercivity.	Half-vortex	defects	near	the	𝐶"	caps	on	the	upper	bipod	geometry	(Figure	

5-13	c)	provide	a	nucleation	site	for	domain	walls	as	described	in	the	single	wire	LASP	axis	

reversal.	
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5.2.3. Magnetisation	reversal	in	coordination-four	vertices	

Finally,	 we	 simulate	 hysteresis	 loops	 of	 coordination-four	 vertices	 with	 external	

fields	applied	along	the	L1	sublattice	(Figure	5-14	a)	with	a	coercive	field	of	44	mT	and	the	

L2	sublattice	(Figure	5-14	b)	with	a	coercive	field	of	69	mT.	These	values	are	consistent	

with	 the	coercive	 fields	associated	with	 the	coordination-two	vertices.	With	an	external	

field	applied	along	L1,	reversal	is	initiated	by	domain	wall	nucleation	on	the	𝐶H	caps	found	

on	the	upper	bipod	geometries.	Similarly,	reversal	is	initiated	by	domain	wall	nucleation	on	

the	𝐶"	caps	found	on	the	lower	bipod	geometries.	In	both	cases,	there	is	a	sigmoid	shaped	

background	 trend	 that	arises	 from	coherent	rotation	 in	wires	perpendicular	 to	 the	 field	

direction.	We	also	note	the	presence	of	small	transitions	reminiscent	of	the	𝑇",	𝑇H,	and	𝑇Y	

transitions	observed	in	the	single	wire	and	bipod	hard	axis	loops.		

These	results	indicate	that	the	coordination-four	vertex	hysteresis	loops	are	a	linear	

combination	 of	 the	 coordination-two	 vertex	 loops.	 Indeed,	 the	 hysteresis	 loops	 can	 be	

reproduced	using	a	linear	combination	of	the	relevant	bipod	loops.	The	L1	hysteresis	loop	

is	a	linear	combination	of	loops	LJ	and	L�	(Figure	5-14	c)	and	the	L2	hysteresis	loop	is	a	

linear	 combination	 of	 loops	 L�	 and	 L�	 (Figure	 5-14	 d).	 This	 implies	 that	 the	 junction	

between	 two	 sublattices	 does	 not	 result	 in	 a	 correlation	 between	 the	 sublattices;	 the	

sublattices	are	linearly	independent.		
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Figure	 5-14	 Simulated	 hysteresis	 loops	 of	 coordination-four	 vertices.	 (a)	 external	

field	applied	along	L1.	(b)	external	field	applied	along	L2.		(c)	reconstruction	of	panel	(a)	
using	a	linear	combination	of	equally-weighted	bipod	loop	𝐋𝐁	and	𝐋𝐜.	(d)	reconstruction	of	
panel	(b)	using	a	linear	combination	of	equally-weighted	bipod	loops	𝐋𝐀	and	𝐋𝐃	

Using	micromagnetic	simulations,	we	have	established	an	understanding	of	magnetic	

reversal	in	the	various	parts	of	the	nanowire	lattice.	Careful	consideration	of	the	features	

in	 the	 hysteresis	 loops	 and	which	 features	 can	 be	 reasonably	 expected	 in	 the	 physical	

system	 enable	 us	 to	 use	 the	 simulation	 results	 to	 contextualize	 experimental	 results.	

Standard	 characterization	 techniques	 such	 as	 Magnetic	 Force	 Microscopy	 (MFM)	 and	

Magnetooptical	Kerr	Effect	(MOKE)	magnetometry	are	typically	used	on	2D	structures.	We	

use	 the	 simulation	 results	 to	 gain	 an	 understanding	 of	 the	 additional	 features	 in	 these	

measurements	due	to	the	transition	from	2D	to	3D	nano	structuring.		

Dr	 Matthew	 Hunt	 performed	 MOKE	 magnetometry	 in	 longitudinal	 geometry	 to	

measure	 hysteresis	 in	 the	 experimental	 sample.	 MOKE	measurements	 were	 performed	
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with	 the	 incident	wavevector	 at	45°	 to	 the	 substrate,	 and	 fields	were	 applied	 along	 the	

projection	of	the	L1	sublattice	(Figure	5-15	a).		

	

Figure	5-15	(a)	Measured	hysteresis	loop	of	a	3D	magnetic	nanowire	lattice	captured	
using	MOKE	magnetometry.	For	clarity,	 the	 loop	 is	separated	 into	the	up	sweep	moving	
from	saturation	along	the	negative	direction	to	the	positive	direction	(black),	with	the	down	
indicating	the	reverse	(red).	Moving	the	laser	focal	spot	off	the	lattice	yields	a	typical	bulk	
permalloy	hysteresis	loop	with	low	coercivity	(blue).	[38]	(b)	The	longitudinal	component	
of	the	simulated	hysteresis	loop	of	the	lower	bipod	geometry	resembles	the	coordination-
two	 vertices	 upon	 the	 L1	 sublattice	with	 the	 polar	 component	 shown	 in	 (c).	 (d)	 Linear	
combination	of	the	longitudinal	and	polar	component	reproducing	the	observed	lobes	in	
the	measurement.		

The	loop	shows	a	sharp	transition	at	8.2	mT	consistent	with	reversal	via	domain	wall	

motion	and	consistent	with	the	simulation	results	given	that	the	simulations	are	performed	

at	0K.	Green	arrows	indicate	lobes	near	the	coercive	field;	these	lobes	arise	due	to	the	polar	

MOKE	effect	and	the	up	sweep	(black),	and	down	sweep	(red)	are	plotted	separately	for	
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clarity.		Moving	the	laser	focal	spot	away	from	the	structure	results	in	a	low	coercivity	loop	

(blue)	typical	of	bulk	permalloy.	

When	 studying	 2D	magnetic	 samples,	 longitudinal	 and	 polar	 components	 can	 be	

selected	by	the	operator	based	on	which	component	of	the	magnetization	is	to	be	measured	

and	 selecting	 the	 incident	 angle	 upon	 the	 material	 accordingly	 (see	 section	 4.4).	 The	

measured	3D	sample	comprises	nanowires	at	an	angle	of	~35.2°	from	the	substrate,	and	

the	 incident	 light	 is	 at	 45°	 from	 the	 substrate.	 There	 exists	 no	 experimental	 means	 to	

sufficiently	suppress	the	polar	component	when	performing	measurements	on	these	3D	

structures.	The	measurements	appear	to	represent	a	superposition	of	the	longitudinal	and	

polar	 signals	 that	 cannot	 be	 easily	 separated,	 and	 we	 must	 refer	 to	 micromagnetic	

simulations	to	discern	the	origin	of	the	features	in	the	measured	loop.		

The	key	to	characterizing	the	3DASI	 is	determining	to	what	extent	our	techniques	

probe	the	structure.	Simulated	loops	of	the	coordination-four	vertex	show	extended	tails	

due	to	coherent	rotation	in	wires	transverse	to	the	applied	field.	However,	these	tails	are	

not	 present	 in	 the	 measured	 hysteresis	 loop.	 We	 may	 then	 conclude	 that	 MOKE	

magnetometry,	 in	 this	 geometry,	 has	 limited	 sensitivity	 to	 the	magnetization	 of	 the	 L2	

sublattice.	 Given	 the	 linear	 independence	 of	 the	 sublattices,	 we	 may	 consider	 the	

coordination-two	vertices	on	the	L1	sublattice	sufficient,	and	we	interpret	the	result	in	light	

of	the	upper	bipod	simulations.	For	clarity,	we	show	the	simulations	for	the	lower	bipod	

hysteresis	 loop	 with	 the	 longitudinal	 component	 L�	 (Figure	 5-15	 b)	 and	 the	 polar	

component	P�	(Figure	5-15	c)	where	both	are	normalized.	A	linear	combination	is	given	by	

L� − 2P�	 (Figure	5-15	d)	produces	a	reasonable	 first-order	approximation	in	qualitative	

agreement	 with	 the	 experimental,	 indicating	 that	 MOKE	 magnetometry	 is	 primarily	
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sensitive	 to	 the	 L1	 sublattice	 and	 simulations	 reasonably	 capture	 the	 behaviour	 of	 the	

nanowire	lattice.		

5.3. Magnetic	 charge	 formation	 and	 propagation	 in	 3D	magnetic	

nanowire	lattices.		

Our	recent	work	has	demonstrated	the	formation	of	magnetic	monopole	excitations,	

or	magnetic	charges,	in	3DASI	systems	[39].	The	final	section	of	this	chapter	explores	the	

micromagnetic	simulations	performed	to	support	this	work	and	outlines	how	the	results	

were	used	to	interpret	MFM	measurements	of	the	3DASI	and	informed	further	Monte	Carlo	

simulations	to	capture	the	physics	of	this	system.		

5.3.1. Vertex	spin	textures	and	energies	

A	 key	 limitation	 in	 square	 artificial	 spin	 ice	 lattices	 is	 the	 uneven	 interaction	

strengths	leading	to	degeneracy	lifting	in	the	ice-type	vertices	(type-I	and	type-II	vertices)	

as	described	 in	 the	background	 section.	The	difference	 in	 interaction	 strength	 is	due	 to	

differing	 separation	 between	 the	 wires	 that	 make	 up	 the	 vertex;	 separation	 between	

adjacent	wires	 is	 smaller	 than	 the	 separation	between	opposing	wires.	 A	 3DASI	 should	

overcome	this	issue	to	first-order	whilst	also	allowing	the	possibility	to	study	the	impact	of	

broken	symmetry	upon	the	surface,	with	coordination-two	vertices	on	the	L1	sublattice.		

We	 compute	 the	 various	 vertex	 types	 by	 setting	 initial	 conditions	 of	 each	 wire	

magnetization	either	directed	towards	or	away	from	the	vertex	and	relaxing	the	system.	In	

prior	 work,	 we	 present	 these	 results	 for1-in/1-out,	 2-in,	 and	 2-out	 states	 of	 the	

coordination-two	vertex,	and	Type-I,	Type-II,	and	type-III	vertices	of	the	coordination-four	
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vertices.	Type-IV	vertices	were	omitted	as	 they	were	out	of	 scope	 for	 those	works,	 and	

simulations	relaxed	into	type-III	vertices	without	introducing	artificial	pinning	[38,	39].		We	

perform	the	relaxations	by	setting	magnetization	according	to	the	vertex	types	and	adding	

a	region	of	random	magnetization	at	coordinates	where	𝑟 < 150	nm	to	remove	bias	during	

the	time	evolution	of	the	system.	Results	to	be	presented	in	a	later	chapter	expand	the	scope	

and	freeze	spins	where	𝑟 > 600	nm	to	allow	the	system	to	relax	into	type-IV	vertices.	Figure	

5-16	shows	the	computed	magnetization	of	 the	coordination-two	vertex	 in	a	2-out	state	

(panel	a),	1-in/1-out	state	(panel	b),	and	a	2-in	state	(panel	c).	Contrast	is	shown	according	

to	M�	 (i),	M�	 (ii),	M�	 (iii),	 and	 the	 surface	 charge	 density	 (iv).	 The	 dashed	 green	 line	

indicates	the	vertex.		

In	a	typical	planar	system,	one	would	expect	the	vortex	to	be	located	such	that	one	of	

the	half-antivortex	defects	is	pinned	at	the	vertex.	However,	the	2-in	and	2-out	states	show	

a	vortex	domain	wall	with	a	core	slightly	off	the	vertex	with	the	circulating	region	at	the	

vertex	(Figure	5-16	a	&	c).	The	curvature	in	the	cross-section	perturbs	the	domain	wall	such	

that	there	is	a	significant	magnetization	component	normal	to	the	surface.	Additionally,	the	

edges	 of	 the	wires	 are	 thin	 such	 that	 the	 tangential	 component	 of	 the	 demagnetization	

tensor	becomes	vanishingly	small.	These	factors	result	in	the	observed	DW	position,	which	

minimizes	the	magnetostatic	energy	term.	We	observe	a	small	amount	of	rotation	in	the	

magnetization	about	the	y-axis	as	the	sign	of	the	z-component	changes;	this	yields	a	small	

signal	in	the	surface	charge	density.		
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Figure	 5-16	 Simulated	 magnetization	 of	 coordination-two	 vertices	 on	 the	 L1	

sublattice	for	(a)	2-out	state,	(b)	1-in/1-out	state,	(c)	2-in	state.	Subplots	show	𝐌𝐱	(i),	𝐌𝐲	
(ii),	𝐌𝐳	(iii),	and	surface	charge	𝝆	(iv).	Dashed	green	line	indicates	vertex.,	glyphs	indicate	
xy	component	of	magnetization.	

The	presence	of	a	domain	wall	in	the	2-in	and	2-out	types	yields	a	significant	increase	

in	energy,	as	shown	in	Table	5-1	with	the	energy	density	of	the	2-in	and	2-out	states	are	

14.225 × 10Y	J	mQY	and	14.286 × 10Y	J	mQY	respectively,	compared	to	7.554 × 10YJ	mQY	in	

the	1-in/1-out	state.		
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State	 𝓔𝒅𝒆𝒎𝒂𝒈	¦𝐉	𝐦Q𝟑§	 𝓔𝒆𝒙𝒄𝒉	¦𝐉	𝐦Q𝟑§	 𝓔𝒕𝒐𝒕	(𝐉	𝐦Q𝟑)	

2-out	 12.412 × 10Y	 1.812 × 10Y	 14.225 × 10Y	

1-in/1-out	 7.255 × 10Y	 0.299 × 10Y	 7.554 × 10Y	

2-in	 12.333 × 10Y	 1.953 × 10Y	 14.286 × 10Y	

Table	5-1	Computed	energy	densities	for	different	coordination-two	vertex	types	on	
L1	sublattice	

Figure	 5-17	 shows	 the	 computed	magnetization	 texture	 for	 all	 coordination-four	

vertex	types		and	computed	energy	densities	show	that	degeneracy	of	the	ice-type	vertices	

(Figure	 5-17	 a&b)	 is	 still	 lifted	 with	 an	 energy	 density	 of	 10.85 × 10Y	J	mQY	 for	 type	 I	

vertices,	and	10.10 × 10Y	J	mQY	for	type	II	vertices.	However,	this	7%	energy	difference	is	

smaller	compared	to	prior	work	on	2D	square	lattices	[97].	In	contrast	to	two-dimensional	

ASI	where,	 due	 symmetry,	 type-III	 vertices	 are	 degenerate,	 	 the	 type-III	 vertices	 in	 our	

system	(Figure	5-17	c)	show	lower	energy	configurations	when	upper	wires	are	aligned,	

indicating	 a	 dominant	 interaction	 between	wire	 i	 and	wire	 iii.	We	may	 attribute	 these	

energy	 differences	 to	 the	 cross-section	 of	 the	 wires	 breaking	 symmetry,	 and	 for	

convenience,	we	divide	the	vertex	designations	to	Type-III	a	where	the	upper	wires	form	a	

1-in/1-out	 configuration	 and	 Type-III	 b	 where	 the	 upper	 wires	 form	 a	 2-in	 or	 2-out	

configuration.			
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Figure	 5-17	 Computed	 in-plane	 component	 of	 magnetization	 for	 vertex	 types	 on	

coordination-four	vertex	with	associated	energy	density.	(a)	Type-I	vertices	with	opposing	
magnetization	on	opposing	wires.	(b)	Type-II	vertices	with	like	magnetization	on	opposing	
wires.	 (c)	 Type-III	 vertices	 showing	3-out/1-in	 and	1-in/3-out	 states,	 columns	 separate	
Type-III	states	by	energy.	(d)	Type-IV	vertices	with	4-in	and	4-out	states.	
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Magnetic	force	microscopy	(MFM)	is	a	readily	accessible	and	convenient	method	to	

image	the	magnetic	configuration.	Sensitive	to	the	second	derivative	of	the	stray	field	with	

respect	 to	 𝑧	 (𝜕7H𝐻),	 the	 technique	 is	 ideal	 for	 measuring	 magnetic	 charge	 [142].	

Characterization	 of	 the	 magnetization	 in	 2D	 disconnected	 lattices	 is	 trivial	 with	 bright	

contrast	at	the	poles	of	each	wire,	whereas	connected	wires	result	in	complex	textures	at	

the	vertex.	The	expected	contrast	was	modelled	by	computing	the	surface	charge	for	Type-

I	(Figure	5-18	a),	Type-II	(Figure	5-18	b),	Type-III	(Figure	5-18	c),	Type-IV	(Figure	5-18	d)	

vertices.	The	contrast	is	significantly	more	pronounced	on	vertices	where	the	upper	wire	

magnetization	is	anti-aligned.	This	additional	surface	charge	gives	rise	to	the	degeneracy	

lifting	between	type-I	and	type-II	vertices	and	two	groups	of	type-III	vertices.		

The	measured	contrast	may	be	compared	to	the	computed	contrast	and	the	vertex	

type	assigned	according	to	the	closest	match.	Figure	5-18	(e)	shows	an	example	MFM	image	

of	a	small	region	of	the	lattice	surface	demonstrating	the	comparison	between	measured	

and	modelled	contrast	with	a	3-in/1-out	state	at	the	L1/L2	vertex	and	3-out/1-in	states	at	

the	adjacent	L2/L3	vertices.	V-shaped	dark	contrast	on	the	L2/L3	vertices	bears	striking	

similarities	to	the	1-in/3-out	type-IIIb	vertices	with	opposing	magnetization	in	the	upper	

wires	of	the	coordination-four	vertex.	From	the	contrast	of	the	coordination-two	vertices,	

the	upper	wires	of	the	L1/L2	vertex	are	aligned,	which	is	consistent	with	the	weak	bright	

contrast	 at	 the	 vertex.	 Considering	 the	 previously	 determined	magnetization	 of	 the	 L2	

wires,	the	L1/L2	vertex	is	a	Type-IIIa	state	is	consistent	with	computed	MFM	contrast	in	

Figure	5-18	(c).	
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Figure	5-18	Computed	surface	charge	for	vertex	types	on	coordination-four	vertex.	

(a)	Type-I	vertices	with	opposing	magnetization	on	opposing	wires.	 (b)	Type-II	vertices	
with	like	magnetization	on	opposing	wires.	(c)	Type-III	vertices	showing	3-out/1-in	and	1-
in/3-out	states.	 (d)	Type-IV	vertices	with	4-in	and	4-out	states.	 (e)	A	typical	example	of	
vertex	 identification	on	an	L1/L2	vertex	and	a	pair	of	L2/L3	vertices	by	 comparison	 to	
simulations.	MFM	image	is	masked	to	highlight	the	structure,	sublattices	L1,	L2,	and	L3	are	
annotated.	

	



	

147	

5.3.2. Vertex	potential	energy	landscape		

Precise	control	of	domain	wall	propagation	requires	an	understanding	of	the	pinning	

probabilities	in	the	system,	and	we	compute	the	potential	landscape	at	different	symmetry	

points	 found	 in	 our	 3DASI.	 Starting	 with	 a	 lower	 bipod	 geometry	 representing	 the	

coordination-two	vertices	seen	in	the	L1	sublattice,	we	relax	a	domain	wall	at	the	vertex	in	

the	absence	of	an	external	field	(Figure	5-19	a).	We	remove	the	artificial	pinning	used	in	

prior	simulations.	The	vortex	domain	wall	is	perturbed	by	the	curvature	in	the	wire	cross-

section	to	result	in	the	domain	wall	core	being	offset	slightly	from	the	vertex	(Figure	5-19	

b).	Applying	external	fields	at	0.1mT	increments	shows	depinning	fields	at	µ,H� = −2.9	mT	

(Figure	 5-19	 c&d)	 and	µ,H� = −2.5	mT	 (Figure	 5-19	 e&f)	where	 the	 domain	wall	 core	

offset	gives	rise	to	the	asymmetry	in	these	field	values.		

Analysis	of	 the	domain	wall	 energies	as	a	 function	of	 core	position	 in	 simulations	

performed	by	Dr	Andrew	May	shows	 that	 the	 interaction	between	 the	curvature-driven	

spin	 canting	 and	 the	 abrupt	 change	 in	 the	 topography	 yields	 a	 near	 symmetric,	 weak	

potential	with	a	well	height	of	approximately	50	J	mQY	 (Figure	5-19	g).	The	 inset	shows	

magnetostatic	 and	 exchange	 contributions	 to	 the	 potential	 showing	 an	 increase	 in	

magnetostatic	 energy	 density	 as	 the	 core	 approaches	 the	 vertex,	 whereas	 the	 opposite	

trend	 is	 observed	 in	 the	 exchange	 energy	 density.	 Changes	 in	 the	 magnetostatic	 and	

exchange	 energy	 are	 across	 similar	 scales	 (~400	J	mQY)	 with	 only	 a	 small	 non-linear	

component	to	yield	the	potential	well	upon	summing	the	contributions.		
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Figure	 5-19	 Reversal	 of	 a	 coordination-two	 vertex.	 (a)	 initial	 state	 with	 vortex	

domain	 wall	 near	 the	 vertex.	 (b)	 side	 view	 of	 the	 domain	 wall	 near	 the	 vertex.	 (c)	
magnetization	after	applying	a	2.9	mT	external	field	in	along	−𝒙	with	a	side	view	shown	in	
(d).	(e)	Magnetization	after	applying	a	2.2	mT	field	along	+𝒙	with	a	side	view	shown	in	(f).	
(g)	energy	of	vortex	domain	wall	as	a	function	of	displacement	along	𝒙	from	initial	position.		

We	 repeat	 the	 procedure	 upon	 a	 coordination-two	 vertex	 comprising	 two	 planar	

wires	with	the	equivalent	cross-sectional	area.	The	vortex	domain	wall	relaxes	with	one	of	

the	half-antivortex	edge	defects	pinned	at	the	vertex	(Figure	5-20	a	&	b),	requiring	a	9.2	mT	

external	field	for	the	domain	wall	to	move	across	the	vertex	and	depin	to	the	opposing	side	

(Figure	5-20	 c	&	d).	The	domain	wall	 depins	with	 a	2.2mT	 field	 towards	 the	 same	 side	

(Figure	5-20	e	&	f).	Computed	energy	densities	as	a	function	of	core	position	show	a	large	

variation	 across	 ~1kJ	mQY	 in	 magnetostatic	 energy	 as	 a	 function	 of	 position	 with	 a	

maximum	where	the	DW	core	is	at	the	vertex	(Figure	5-20	g).	The	variation	in	the	exchange	



	

149	

energy	is	across	a	similar	scale	of	~400	J	mQY	with	a	minimum	at	the	vertex.	This	yields	the	

asymmetry	in	the	potential	well	where	one	wall	has	a	height	of	~50	J	mQY		corresponding	

to	 the	half-antivortex	defect	depinning	 like	 the	curved	case.	The	opposite	wall	height	 is	

~600	J	mQY	corresponding	to	the	vortex	core	passing	over	the	vertex	with	an	applied	field	

of	9.2mT.			

	

Figure	5-20	Reversal	of	a	coordination-two	vertex	comprising	planar	nanostrips	with	
equivalent	 cross-section.	 (a)	 initial	 state	 with	 the	 angled	 view	 presented	 in	 (b).	
Magnetization	after	applying	a	9.2mT	external	field	in	−𝒙	direction,	angled	view	shown	in	
(d).	(e)	Magnetization	after	applying	a	2.2	mT	external	field	along	+𝒙	direction	with	angled	
view	shown	in	(f).	(g)	Energy	as	a	function	of	domain	wall	core	displacement.		

	



	

150	

The	 simulations	 are	 performed	 at	 T = 0	K,	 and	 as	 such,	 the	 depinning	 fields	 are	

expected	to	be	significantly	smaller	in	experiments	performed	at	room	temperature.	The	

smaller	 potential	 wall	 heights	 become	 negligible	 at	 room	 temperature	 as	 thermal	

fluctuations	 will	 yield	 sufficient	 energy	 to	 overcome	 the	 smaller	 barriers.	 	 With	

consideration	of	 the	energies	shown	 in	Table	5-1,	observing	a	2-in	or	2-out	 state	of	 the	

coordination-two	vertices	is	then	unlikely.		

After	 establishing	 the	 domain	 wall	 potential	 landscape	 in	 the	 coordination-two	

vertices	of	L1,	we	performed	similar	procedures	upon	the	coordination-four	vertices.	We	

set	initial	conditions	by	relaxing	the	coordination-four	vertex	into	a	3-in/1-out	state	with	

the	upper	wire’s	magnetization	directed	towards	the	vertex	(Type	III	b).	Contrary	to	the	

simulations	yielding	the	results	in	Figure	5-17,	we	do	not	freeze	the	magnetization	on	the	

edges	 of	 the	 wires,	 and	 a	 vortex	 domain	 wall	 with	 a	 +z	 core	 direction	 and	 clockwise	

circulation	relaxes	slightly	off	the	vertex	upon	one	of	the	lower	wires	(Figure	5-21	a).	As	an	

analogy	to	applying	an	external	 field	along	the	L1	sublattice,	we	simulate	external	 fields	

applied	along	the	projection	of	the	upper	wires	upon	the	xy	plane	at	1mT	increments	to	find	

the	domain	wall	depinning	at	fields	of	40mT	in	the	negative	direction	(Figure	5-21	b)	and	

44mT	in	the	positive	direction	(Figure	5-21	c).	Analysis	of	simulations	performed	by	Dr	

Andrew	 May	 considering	 the	 magnetostatic	 and	 exchange	 energy	 terms	 as	 a	 function	

domain	 wall	 core	 displacement	 shows	 a	 near	 symmetric	 potential	 well	 of	 height	

~600	J	mQY	(Figure	5-21	g),	an	order	of	magnitude	larger	than	the	coordination-two	vertex	

potential	well.		
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Figure	5-21	(a)	Relaxation	of	a	type-IIIb	coordination-four	vertex	with	DW	forming	
off	the	vertex.	(b)	M	after	applying	a	44mT	external	field	along	the	negative	direction	along	
L1.	 (c)	 M	 after	 applying	 a	 40mT	 external	 field	 along	 L1.	 (d)	 Relaxation	 of	 a	 type-IIIa	
coordination-four	vertex	with	DW	off	the	vertex.	(e)	M	after	applying	-14	mT	external	field	
along	L2.	(f)	M	after	applying	19mT	external	field	along	L2.	(g)	DW	energy	as	a	function	of	
displacement	with	 fields	applied	along	L1.	 (h)	DW	energy	as	a	 function	of	displacement	
with	fields	applied	along	L2.		

Analogous	to	applying	an	external	field	along	the	L2	sublattice,	we	simulate	external	

fields	applied	along	the	projection	of	the	lower	wires	upon	the	xy	plane	at	1mT	increments.	

The	 initial	 configuration	 is	 created	 by	 relaxing	 a	 3-in/1-out	 state	 with	 the	 lower	 wire	

magnetization	directed	towards	the	vertex	(Type-III	a),	yielding	a	vortex	domain	wall	at	the	

same	position	as	the	prior	initial	conditions	(Figure	5-21	d).	Depinning	occurs	at	14	mT	in	

the	negative	direction	(Figure	5-21	e)	and	19mT	in	the	positive	direction	(Figure	5-21	f).	



	

152	

However,	 the	 depinning	 in	 the	 negative	 direction	 does	 not	 result	 in	 the	 opposing	wire	

switching.	The	domain	wall	interacts	with	the	topography	of	the	vertex	to	redistribute	the	

spin	texture,	and	a	46mT	field	is	required	to	switch	the	opposing	wire.		

Analysis	of	the	energy	as	a	function	of	domain	wall	core	displacement	then	yields	an	

asymmetric	potential	well	with	a	wall	height	of	~400	J	mQY	in	the	positive	direction,	and	

~100	J	mQY	in	the	negative	direction	representing	the	energy	barrier	for	the	domain	wall	

to	move	onto	the	vertex	and	redistributing	the	spin	texture.		

The	 potential	 energy	 landscapes	 have	 thus	 far	 been	 computed	 for	 VDW	 with	

clockwise	 circulation;	 the	 same	procedures	 for	VDW	with	anticlockwise	 circulation	was	

repeated.	There	is	a	negligible	difference	between	CW	and	CCW	cases	for	the	coordination-

two	vertex	(Figure	5-22	a),	its	planar	equivalent	(Figure	5-22	b),	and	a	coordination-four	

vertex	relaxed	into	a	type-IIIb	configuration	(Figure	5-22	c).	For	Type-IIIa	configurations,	

the	 change	 in	 circulation	 yields	 a	 decrease	 in	 well	 wall	 height	 from	 ~100	J	mQY,	 to	

~20	J	mQY	in	the	negative	direction	(Figure	5-22	d).	The	cause	of	the	difference	is	a	broken	

symmetry	in	the	magnetization	along	L1	in	Type-IIIa	configurations	(Figure	5-24	e).	The	

VDW	depins	in	the	negative	direction	at	7mT	compared	to	14mT	for	the	CW	VDW.		 	
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Figure	5-22	Computed	domain	wall	potential	energy	landscapes	using	vortex	with	

anticlockwise	circulation.	(a)	the	potential	landscape	for	the	coordination-two	vertex	with	
crescent-shaped	cross-section	analogous	to	results	shown	in	Figure	5-19	g.	(b)	the	potential	
landscape	 for	 coordination-two	vertex	comprising	planar	equivalent	wires	analogous	 to	
results	shown	in	Figure	5-20	g.	(c)	domain	wall	potential	as	a	function	of	displacement	on	
a	coordination-four	vertex	relaxed	into	type-IIIb	analogous	to	the	results	shown	in	Figure	
5-21	g.	(d)	domain	wall	potential	as	a	function	of	displacement	on	a	coordination	3	vertex	
relaxed	into	type-IIIa	analogous	to	results	shown	in	Figure	5-21	h.	(e)	schematic	of	type	IIIb	
vertex	with	CW	vortex	domain	wall	indicating	the	symmetry	resulting	in	similar	results	for	
CW	and	CCW	VDS.	This	symmetry	is	broken	in	type-IIIa	vertex	configurations.		
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5.3.3. Charge	propagation	in	a	3D	artificial	spin	ice	lattice	

The	 simulations	 indicate	 that	 domain	 walls	 at	 the	 coordination-two	 vertex	 are	

energetically	unfavourable	with	a	weak	pinning	potential	not	sufficient	to	remain	stable	at	

finite	temperature.	Relaxations	of	the	coordination-four	vertex	types	show	that	alignment	

of	 the	upper	wires	 (1-in/1-out	 state)	 is	 energetically	 favourable,	 resulting	 in	 an	 energy	

difference	between	the	ice-rule	states	(Type-I	and	Type-II)	and	between	the	excited	states	

(Type-IIIa	 and	 Type-IIIb).	 Based	 on	 these	 results,	 it	 is	 reasonable	 to	 expect	 long-range	

ordering	on	the	L1	sublattice.	Injecting	a	domain	wall	into	the	L1	sublattice	then	yields	a	

type-IIIb	vertex	as	the	domain	wall	is	pinned	at	a	coordination-four	junction,	the	periodic	

pinning	potential	due	to	regularly	placed	coordination-four	vertices	then	allows	domain	

wall	motion	through	the	lattice.		

Simulated	hysteresis	loops	of	coordination-four	vertices	suggest	that	the	L1	and	L2	

sublattices	are	independent;	Dr	Andrew	May	performed	a	series	of	MFM	measurements	on	

the	3DASI	at	Cardiff	University	to	demonstrate	this	observation	experimentally.	We	apply	

a	30mT	 field	 along	 the	L1	 sublattice,	which	 is	 sufficient	 to	 achieve	 saturation	along	 the	

sublattice.	Figure	5-23a	shows	the	magnetic	force	micrograph	captured	at	remanence	after	

applying	 the	 saturated	 field.	 A	 coordination-two	 vertex	 is	 highlighted	 magenta,	 and	 a	

coordination-four	is	highlighted	in	red	to	guide	the	eye.	To	further	guide	the	eye,	we	mask	

the	 void	 regions:	 bright	 lobes	 indicate	 positive	 phase,	 and	 dark	 lobes	 indicate	 negative	

phase	 for	 our	 given	MFM	 tip	magnetization.	We	 find	 that	 the	magnetization	 texture	 is	

identical	for	all	coordination-four	vertices	in	the	field	of	view	with	a	magnified	view	shown	

in	Figure	5-23b,	including	a	schematic	of	the	vertex.			
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Figure	5-23	Magnetic	force	micrographs	of	a	3D	magnetic	nanowire	lattice.	(a)	Initial	

condition	saturated	along	L1.	(c)	lattice	after	saturating	along	L1	in	an	opposing	direction	
to	the	initial	condition.	(e)	Lattice	after	saturation	along	L2	in	the	opposite	direction	to	L2	
magnetization	 in	 the	 initial	 state.	 (b,	 d,	 f)	magnified	 views	of	 a	 single	 coordination-four	
vertex	along	with	a	schematic	of	a	type-II	configuration,	dashed	lines	indicate	the	nearest	
coordination-two	vertex	upon	L1	and	the	coordination-four	vertex	of	the	L2/L3	junction.	

The	next	step	is	to	apply	a	saturating	field	along	L1	in	the	opposing	direction	resulting	

in	 the	 configuration	 shown	 in	 Figure	 5-23c	 where	 the	 L1	 magnetization	 has	 indeed	

reversed	as	shown	in	the	magnified	view	in	Figure	5-23d	and	its	corresponding	schematic.	

The	L2	lattice	remains	unchanged	as	expected.	The	system	is	then	returned	to	the	initial	

state	shown	in	Figure	5-23a,	and	a	saturating	field	opposing	the	initial	L2	magnetization	is	

applied	to	produce	the	configuration	shown	in	Figure	5-23e	where	the	L2	sublattice	has	

indeed	 switched	 without	 affecting	 the	 L1	 sublattice.	 A	 magnified	 view	 of	 a	 single	

coordination-four	vertex	is	shown	in	Figure	5-23f	with	the	accompanying	schematic.	These	

results	establish	the	 linear	 independence	of	 the	sublattices	 for	 fields	applied	along	their	

substrate	projections,	consistent	with	computational	results.		

Injecting	domain	walls	in	the	sublattices	leads	to	Type-III	vertex	states,	and	we	use	

computed	MFM	contrast	to	determine	if	the	monopole	states	can	be	identified	and	tracked.	

We	saturate	the	3DASI	and	apply	0.25mT	field	increments	in	opposing	directions	along	L1	

(Figure	5-24	a-e)	and	L2	(Figure	5-24	f-j).	The	images	were	captured	at	remanence.		
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Figure	5-24	(a-e)	Schematics	of	magnetization	in	3DASI	after	fields	applied	along	the	
substrate	projection	of	the	L1	sublattice.	Islands	on	the	L1	sublattice	represent	the	surface	
coordination-two	vertices,	and	islands	on	the	L2	sublattice	represent	the	upper	wires	of	the	
coordination-four	vertices	at	L2/L3	junctions.	(f-j)	schematics	of	magnetization	after	fields	
are	applied	along	the	L2	sublattice	projection	upon	the	substrate.		

At	8.5	mT	along	L1,	 two	monopoles	with	−2𝑞	 at	L1/L2	 junctions	 (Figure	5-24	a).	

Further	 field	 increments	 lead	 to	 additional	 chains	 of	 wires	 switching,	 and	 a	 third	−2𝑞	

monopole	is	visible	at	9.75	mT	(Figure	5-24	c)	along	with	a	fourth	at	10.25	mT	(Figure	5-24	

d).	After	a	10.75	mT	field,	L1	has	entirely	switched	within	the	imaged	region	(Figure	5-24	

e).	One	would	expect	corresponding	+2𝑞	forming	on	the	lattices	but	following	the	chains	of	

switched	 wires	 indicates	 that	 these	 charges	 are	 outside	 of	 the	 field	 of	 view.	 The	 L2	

sublattice	comprises	only	coordination-four	vertices	alternating	between	L1/L2	junctions	

and	L2/L3	 junctions,	yielding	a	greater	number	of	pinning	events.	After	a	6.75	mT	 field	

along	L2	(Figure	5-24	f),	there	are	four	±2𝑞	monopole	pairs	with	5,	6,	7,	8,	11,	and	12	pinned	

at	an	L1/L2	junction	and	monopoles	8	and	10	pinned	at	an	L2/L3	junction.	Further	field	

increments	 lead	 to	 the	 creation	 of	 further	monopoles	 (monopoles	 12-18)	whilst	 others	

move	along	the	L2	sublattice	and	leave	the	field	of	view	or	appear	to	annihilate	(e.g.	There	
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is	a	striking	difference	between	monopole	formation	upon	L1	and	L2,	with	a	small	number	

of	 uncorrelated	monopoles	 appearing	when	 fields	 are	 applied	 along	 L1.	 There	 is	 a	 net	

charge	in	the	observed	area,	but	we	would	expect	a	neutral	charge	across	the	entire	lattice.	

A	large	number	of	correlated	monopoles	arise	with	fields	applied	along	the	L2	sublattice	

projection	upon	the	substrate	resulting	in	charge	neutrality	being	maintained	within	the	

field	 of	 view.	 This	 difference	 is	 attributed	 to	 the	 energy	 difference	 between	monopole	

excitations	upon	the	coordination-two	and	coordination-four	vertices,	where	the	monopole	

energy	is	a	factor	of	three	larger	in	the	coordination-two	vertices.	Although	micromagnetic	

simulations	provide	insight	on	individual	vertices	and	aid	the	identification	of	vertex	types,	

simulating	 full	 lattices	 to	 capture	 the	observed	behaviour	 is	not	 feasible.	The	computed	

vertex	type	energies	inform	Monte	Carlo	(MC)	simulations	using	a	compass	needle	model	

performed	 by	 Michael	 Saccone	 at	 Los	 Alamos	 National	 Laboratories,	 where	 a	 surface	

energetics	factor	𝛼/c 	is	introduced	to	account	for	the	energy	difference	and	represents	the	

ratio	 of	 coordination-two	 excitation	 energy	 to	 coordination-four	 excitation	 energy.	 MC	

simulations	using	𝛼/c=1,	𝛼/c = 3.2	(as	observed	in	micromagnetic	simulations),	and	𝛼/c =

6.4	were	performed.	The	MC	method	models	the	lattice	as	a	set	of	compass	needles	with	a	

uniform	linear	magnetic	moment	that	relaxes	the	system	in	a	Coulomb	potential.	The	full	

method	 is	 detailed	 in	 [39].	 Setting	 the	 surface	 energetics	 factor	 to	𝛼/c = 1	 with	 a	 field	

applied	along	the	projection	of	L1	yielded	a	large	number	of	excitations	upon	L1	with	short	

Dirac	string	in	contrast	to	the	experimental	results.	Setting	the	𝛼/c = 3.2	as	 indicated	by	

micromagnetic	 simulations	 yielded	 a	 monopole	 density	 consistent	 with	 experimental	

results,	but	Dirac	 string	 significantly	 shorter.	 Increasing	 the	 surface	energetics	 factor	 to	

𝛼/c = 6.4	 yielded	 results	 with	 excitations	 and	 Dirac	 string	 lengths	 consistent	 with	

measurements	(Figure	5-25).		



	

158	

	

Figure	5-25	Monte	Carlo	simulations	reproducing	the	results	shown	in	Figure	5-24.	
(a-c)	fields	applied	along	the	projection	of	the	L1	sublattice.	(d-f)	fields	applied	along	the	
L2	sublattice.		

The	 striking	 discrepancy	 between	 the	 required	 surface	 energetics	 factor	 and	 the	

value	indicated	by	micromagnetic	simulations	arises	from	the	differences	in	approach.	The	

compass	needles	in	MC	simulations	are	disconnected;	this	results	in	the	methods	treating	

interactions	 at	 the	 vertex	 differently.	 Magnetic	 charge	 is	 evenly	 distributed	 across	 the	

compass	needle,	whereas	it	is	concentrated	at	the	vertex	in	micromagnetic	simulations.		

A	final	point	is	the	consideration	of	the	chemical	potential	(𝜇),	referring	to	the	energy	

required	 to	 nucleate	 monopole	 excitations.	 This	 may	 be	 computed	 by	 the	 difference	

between	 two	 adjacent	nanowire	 junctions	 in	 oppositely	 charged	 excited	 states	 and	 two	

adjacent	junctions	in	an	ice-rule	state.	The	effective	potential	may	be	used	to	quantify	the	

extent	to	which	monopoles	remain	closely	correlated	and	is	defined	as	𝜇∗ = 𝜇 𝑢⁄ 	where	𝑢 =
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𝜇,𝑄H 4𝜋𝑎⁄ 	 and	𝑎	 is	 the	 lattice	 spacing.	When	 this	 value	 approaches	 half	 the	Madelung	

constant	 (𝑀¡ 2⁄ = 0.819	 for	 diamond	 lattices),	 a	 charge	 crystal	 becomes	 energetically	

favourable	and	a	possible	state	during	field-driven	dynamics.		

	

Figure	5-26	(a)	Energy	for	monopole	nucleation	upon	the	L2	sublattice	comprising	
adjacent	coordination-four	vertices.	The	schematic	depicts	a	single	nucleation	event	from	
a	pair	of	ice-rule	states	(i)	to	a	monopole	antimonopole	pair	(ii).	(b)	Energy	for	monopole	
nucleation	upon	the	L1	sublattice	comprising	pairs	of	coordination-four	vertices	separated	
by	a	coordination-two	vertex.	Starting	at	the	ice-rule	states	(i),	a	nucleation	event	yields	a	
high	 energy	 intermediate	 state	 with	 one	 of	 the	 monopoles	 upon	 the	 coordination-two	
vertex	 (ii),	 a	 further	 flip	 reduces	 the	 energy	 state	 with	 a	monopole-antimonopole	 pair	
separated	by	the	coordination-two	vertex	wires	(iii).		

The	 effective	 chemical	 potential	 associated	 with	 a	 single	 spin-flip	 yielding	 a	

monopole-antimonopole	pair	in	adjacent	coordination-four	vertices	(Figure	5-26a)	within	

the	 dipolar	 model	 was	 evaluated	 at	 𝜇∗ = 1.03.	 The	 energies	 of	 excited	 states	 in	

coordination-two	 vertices	 restrict	 monopole-antimonopole	 pairs	 upon	 the	 surface	

termination;	 however,	 this	 state	 must	 be	 surpassed	 to	 produce	 a	 charge	 pair	 on	 two	

coordination-four	 vertices	 separated	 by	 a	 coordination-two	 vertex	 (Figure	 5-26b).	 The	

effective	energy	of	the	intermediate	state	is	determined	to	be	𝐸/.O∗ = 5.16.	Less	favourable	

Coulomb	 interactions	 for	 monopoles	 across	 the	 L1	 coordination-2	 vertex	 result	 in	 an	

effective	 chemical	 potential	 of	𝜇∗ = 1.22.	 The	 combination	 of	 the	 energy	 barrier	 of	 the	

intermediate	state	and	the	larger	effective	chemical	potential	of	the	final	state	results	in	a	
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larger	number	of	uncorrelated	monopoles	upon	L1,	as	shown	in	both	experimental	results	

and	MC	simulations.	

5.4. Summary		

Interest	in	artificial	spin-ice	has	rapidly	expanded	over	the	past	two	decades;	not	only	

as	a	means	to	study	magnetic	monopole	defects,	but	also	as	model	systems	for	ground	state	

ordering	 in	 the	 exactly	 solved	 vertex	 models	 in	 statistical	 mechanics.	 Until	 recently,	

artificial	 spin-ices	 have	 been	 restricted	 to	 two-dimensional	 systems	 incapable	 of	 fully	

capturing	monopole	dynamics	due	to	degeneracy	lifting	among	the	ice-type	vertices.	The	

realisation	of	a	three-dimensional	artificial	spin-ice	presents	a	major	step	forward	for	the	

community	 by	 placing	 moments	 along	 their	 local	 ⟨1,1,1⟩	 axes.	 This	 chapter	 explores	

micromagnetic	 simulations	used	 to	 characterise	 the	building	blocks	of	 the	3D	nanowire	

lattices	and	contextualise	measurements	of	the	experimental	system.	

Switching	and	charge	propagation	 in	a	connected	nanowire	 lattice	occurs	 through	

domain	wall	motion,	our	fabrication	method	yields	a	novel	crescent-shaped	cross-section	

with	non-uniform	thickness,	and	we	performed	simple	relaxations	to	determine	the	impact	

of	this	cross-section	upon	domain	wall	structure.	We	find	that	the	resultant	domain	wall	

structure	is	perturbed	with	an	out-of-plane	component	in	the	circulating	region,	resulting	

in	increased	magnetostatic	energy	and	a	subsequent	narrowing	of	the	domain	wall	when	

compared	to	the	planar	equivalent.		

A	contrived	example	of	an	 isolated	wire	with	a	crescent-shaped	cross-section	and	

angled	end	caps	shows	behaviour	which	 is	not	entirely	 Ising-like;	 the	complex	end	caps	

introduce	edge	defects	resulting	 in	more	than	two	states	on	a	hard-axis	hysteresis	 loop.	
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However,	 this	 is	 an	 artifact	 of	 using	 an	 idealised	 isolated	 nanowire,	 and	 the	 Ising-like	

behaviour	is	recovered	when	the	wires	are	placed	in	more	complex	geometries	reflective	

of	the	vertices	found	in	the	experimental	system.		

We	simulate	hysteresis	loops	of	the	coordination-two	and	coordination-four	vertices	

found	 in	 the	 lattice	 to	 determine	 whether	 the	 switching	 behaviour	 of	 the	 lattices	 is	

comparable	 to	 simulation	 results.	 MOKE	measurements	 of	 the	 hysteresis	 loop	 reveal	 a	

square	 loop	with	 distinct	 lobes	 near	 the	 switching	 field.	We	 can	 attribute	 some	 of	 the	

features	in	the	measured	loop	to	effects	of	permalloy	film	upon	the	substrate,	but	we	find	

that	 the	 remaining	 features	 are	 not	 well	 captured	 in	 micromagnetic	 simulations	 of	

coordination-four	 vertices;	 simulations	 of	 coordination-four	 vertices	 show	 a	 significant	

amount	 of	 coherent	 rotation	 not	 observed	 in	 the	 MOKE	 measurements.	 The	 MOKE	

measurements	appear	to	be	primarily	sensitive	to	the	magnetisation	of	the	L1	sublattice,	

and	it	is	reasonable	to	consider	the	‘lower	bipod’	geometry	found	in	this	layer.	Indeed,	the	

features	 found	 in	 physical	 measurements	 may	 be	 reproduced	 from	 the	 lower	 bipod	

simulations.	 However,	 this	 exercise	 reveals	 that	 longitudinal	 and	 polar	 components	 of	

MOKE	cannot	entirely	be	suppressed	when	performing	MOKE	measurements	upon	3DASI.		

To	complete	the	simulations,	we	model	the	sixteen	vertex	types	of	coordination-two	

vertices	 and	 the	 excited	 states	 upon	 the	 coordination-two	 vertices.	 Computed	 surface	

charge	 density	 enables	 the	 identification	 of	 different	 vertex	 types	 measured	 in	 the	

experimental	 system	 using	 magnetic	 force	 microscopy,	 aiding	 with	 experiments	

demonstrating	 magnetic	 charge	 formation	 and	 propagation	 through	 the	 lattices.	 Most	

interesting	are	the	computed	energy	densities	of	the	vertex	types.	Consideration	of	these	
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energetics	informed	the	parameters	for	Monte-Carlo	simulations	of	the	lattices	accurately	

capturing	charge	formation	and	propagation	in	the	lattices.		

One	would	 expect	 degeneracy	 of	 the	 ice-type	 vertices	 to	 be	 recovered	 in	 a	 three-

dimensional	system.	However,	we	find	that	our	crescent-shaped	cross-section	breaks	the	

symmetries	 and,	 although	 smaller	 than	 reported	 in	 other	 works,	 there	 is	 an	 energy	

difference	between	the	type-I	and	type-II	vertices.	In	contrast	to	2DASI,	we	also	find	some	

degeneracy	lifting	among	the	type-III	vertices	due	to	our	cross-section	where	a	1-in/1-out	

state	upon	the	upper	wires	of	the	coordination-four	vertex	is	favoured.	Finally,	we	find	the	

energy	of	a	q=±2	charge	upon	a	surface	coordination-two	vertex	is	a	factor	of	three	higher	

than	an	equivalent	charge	upon	the	coordination-four	vertices.	Not	only	is	the	domain	wall	

energy	upon	the	lower	bipod	high,	the	pinning	potential	is	also	very	weak.	These	energies	

suggest	that	long-range	ordering	upon	the	L1	sublattices	is	favourable,	and	any	charge	that	

forms	upon	the	surface	quickly	moves	down	to	the	lower	layers.		

Monte-Carlo	simulations	also	enabled	the	effective	chemical	potential	to	quantify	the	

extent	 to	 which	 the	 charges	 remain	 closely	 correlated.	 We	 find	 an	 effective	 chemical	

potential	 of	 μ^*=1.03,	 close	 to	 half	 the	 Madelung	 constant	 of	 diamond	 lattices	

(M_c⁄2=0.819)	where	a	charge-ordered	state	becomes	favourable	and	is	predicted	to	be	

achievable	using	field-driven	dynamics.		

Although	 these	 first	 attempts	 at	 fabricating	 a	 3DASI	 do	 not	 entirely	 recover	

degeneracy	among	the	ice-type	vertices	and	introduce	additional	degeneracy	lifting	among	

the	type-III	vertices,	the	work	presented	in	this	chapter	presents	a	significant	step	forward.	

Using	 a	 variety	 of	 3D	 nanostructuring	 techniques	 along	 with	 different	 metallisation	

methods,	it	should	be	possible	to	recover	the	symmetries	required	to	recover	degeneracy.	
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However,	the	observed	degeneracy	lifting	may	also	be	exploited	and	tailored	to	manipulate	

the	energy	landscape	and	realise	physical	systems	to	directly	visualise	three-dimensional	

iterations	of	the	Rys-F	and	KDP	vertex	models,	and	explore	field-driven	demagnetisation	

protocols	to	realise	magnetic	charge	crystal	states.		
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6. Fabrication	of	Isolated	3D	
Magnetic	Nanostructures	
Using	Sacrificial	Layers	
and	Two-Photon	
Lithography	

6.1. Introduction	to	domain	wall	conduits	

The	notion	of	manipulating	magnetism	as	a	means	of	recording	data	traces	back	to	

the	 1870s	 with	 the	 proposal	 of	 using	 magnetisation	 of	 a	 wire	 to	 record	 sound	 [146].	

Exploiting	 magnetism	 has	 become	 the	 dominant	 approach	 to	 data	 storage,	 with	

technologies	such	as	hard	disk	drives	being	well-established	and	magnetic	random	access	

memory	recently	 reaching	maturity.	The	observation	of	 spin-polarised	current	 injection	

[147]	and	giant	magnetoresistance	[148,	149]	 in	the	1980s	heralded	the	introduction	of	

spintronics;	 the	use	of	spin	rather	 than,	or	 in	addition	 to,	 charge	 in	 logic	 [150-152]	and	

sensing	[153,	154]	devices.		

Spintronics	 within	 the	 magnetism	 community	 primarily	 focuses	 on	 magnetic	

nanostructures,	 where	 shape	 anisotropy	 or	 uniaxial	 magnetocrystalline	 anisotropy	 are	

exploited	to	 force	an	easy	magnetisation	axis.	With	a	single	easy	axis,	 the	magnetisation	

may	point	‘up’	or	‘down’	to	represent	a	1	or	a	0.	Applying	magnetic	fields	or	spin-polarised	
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currents	mobilises	domain	walls,	such	that	these	magnetic	domains	may	be	moved	through	

a	conduit.	With	negligible	magnetocrystalline	anisotropy,	permalloy	(Ni81Fe19)	nanowires	

form	excellent	domain	wall	conduits	[155]	as	the	demagnetising	energy	terms	ensure	the	

magnetisation	of	magnetic	domains	is	aligned	with	the	long	axis	of	the	wire.		

As	the	past	decades	have	shown,	magnetic	nanowires	in	complex	arrangements	may	

be	used	to	perform	logic	operations	as	an	alternative	to	traditional	complementary	metal-

oxide	semiconductor	(CMOS)	elements	[156].	Research	efforts	have	seen	the	realisation	of	

NOT	[157-159],	AND	[160],	and	NOR	[161]	gates	sufficient	to	perform	all	logic	operations	

when	combined,	with	later	efforts	demonstrating	single	reconfigurable	devices	capable	of	

functioning	as	AND,	NAND,	OR,	and	NOR	gates	[162].		

The	 best-known	 example	 of	 a	 domain	 wall	 conduit-based	 device	 is	 magnetic	

racetrack	memory,	which	exploits	the	orientation	of	domains	along	the	wire	to	encode	data.	

External	fields	or	spin-polarised	currents	move	the	domain	walls	along	the	wire	such	that	

the	domain	orientation	may	be	measured	using	giant	magnetoresistance,	and	manipulated	

using	perpendicular	spin	currents	[6].	Perhaps	the	most	promising	aspect	of	the	concept	is	

that,	in	principle,	the	wires	may	be	arranged	in	a	3D	volume	rather	than	a	2-dimensional	

surface	 like	current	 technologies.	Although	conceptually	 simple,	 and	a	 recent	promising	

experimental	realisation	appearing	in	the	literature	notwithstanding	[26],	realising	a	3D	

magnetic	racetrack	memory	device	presents	significant	challenges.		

6.1.1. Controlled	domain	wall	motion	in	magnetic	nanowires	

Any	 domain	 wall	 conduit	 for	 technological	 applications	 must	 enable	 controlled	

domain	wall	motion	regardless	of	the	number	of	dimensions;	the	operator	must	be	able	to	
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move	domain	walls	between	well-defined	positions.	This	is	achieved	by	trapping	(pinning)	

domain	walls	 by	 locally	 altering	 the	 domain	wall	 potential	 through	modulations	 in	 the	

conduit	geometry	or	through	magnetostatic	interactions	with	other	nearby	objects.		

Ono	et	al	presented	the	first	example	of	geometric	pinning	through	the	introduction	

of	artificial	defects	 in	a	conduit	 [163,	164].	Briefly	after	 this	result,	Yokoyama	et	al	 [32]	

presented	 direct	 imaging	 of	 domain	wall	 pinning	 in	 permalloy	 nanowires	with	 varying	

widths	and	two	‘necks’	where	the	wire	width	is	reduced	along	the	length	as	shown	in	Figure	

6-1a.	With	the	width	of	the	second	neck	(farthest	away	from	the	injection	pad)	set	at	0.2	

times	the	wire	width	(W),	the	width	of	the	first	neck	was	changed	from	0.2W	to	0.8W	to	

control	the	pinning	potential.	A	small	field	parallel	to	the	wire	long	axis	injects	a	domain	

wall	which	pins	at	the	first	neck,	a	subsequent	larger	field	is	required	to	move	the	domain	

wall	from	the	first	neck	to	the	second	where	the	domain	wall	position	could	be	measured	

using	Kerr	microscopy	Figure	6-1(b-d).	The	depinning	field	increased	with	decreasing	neck	

width,	however,	there	appears	to	be	a	limit	of	the	absolute	neck	width,	below	which	the	

depinning	field	does	not	change	Figure	6-1e.	In	this	regime,	the	depinning	field	represents	

the	nucleation	field	required	to	form	a	second	domain	wall	after	the	defect.	
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Figure	 6-1	 (a)	 Schematic	 of	 wires	 with	 necks	 and	 nucleation	 pad	 presented	 by	
Yokoyama	et	al.,	with	neck	widths	ranging	of	0.2W,	0.4W,	and	0.8W.	where	W	is	the	wire	
width.	(b-d)	Change	in	domain	patterns	for	the	1µm	widths	wire	after	application	of	varying	
fields.	Images	obtained	using	Kerr	microscopy.	Domain	wall	depinning	field	as	a	function	of	
neck	width	and	wire	width.	All	figures	from	[165].		

Shortly	after	the	work	presented	by	Yokoyama	et	al,	Himeno	et	al	[166]	presented	

500nm	wide	magnetic	nanowires	consisting	of	a	Ni81Fe19	(5	nm)/Cu	(20nm)/Ni81Fe19	(20	

nm)	tri-layer	with	a	neck	along	the	wire.	A	schematic	of	the	experimental	configuration	is	

shown	 in	Figure	6-2a.	DWs	were	 injected	 through	 local	 field	pulses	at	 the	wire	ends	by	

passing	currents	through	a	copper	wire	and	applying	a	uniform	field	parallel	to	the	wire	

long	axis	for	DW	propagation.	Changes	in	the	magnetisation	were	measured	as	a	change	in	

resistance	across	the	wire.	With	this	approach,	a	large	number	of	measurements	could	be	

taken	 to	determine	 the	probability	of	pinning	as	a	 function	of	neck	width	with	both	 the	

mean	and	the	width	of	 the	probability	density	 function	decreasing	with	 increasing	neck	

width	(Figure	6-2	b	&	c).		

Parallel	 to	 the	work	performed	by	Himeno,	Kläui	 et	 al	 demonstrated	DW	pinning	

using	 triangular	 notches	 in	 a	 permalloy	 nanowire	 ring	 and	 showed	 that	 these	 notches	

functioned	as	an	attractive	potential	well	for	head-to-head	transverse	domain	walls	[167].	

In	 later	 work,	 the	 group	 demonstrated	 that	 these	 triangular	 notches	 present	 potential	
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barriers	for	vortex	domain	walls.	Specifically,	the	constriction	presented	a	repulsive	barrier	

for	the	VDW	core,	but	a	potential	well	for	the	half-antivortex	elements	of	the	VDW	[168].	

	
Figure	6-2	(a)	schematic	illustration	of	the	sample	presented	in	[166].	Black	part	is	

the	NiFe	(5nm)/Cu(20	nm)/NiFe(20	nm)	trilayer	magnetic	nanowire	with	a	along	the	wire.	
Domain	walls	are	injected	using	fields	produced	by	passing	currents	through	the	Cu	wires,	
external	field	pulses	parallel	to	the	wire	propagate	the	domain	wall.	A	four-point	probe	is	
indicated	for	resistance	measurements.	(b)	Depinning	field	distribution	for	the	sample	with	
a	0.3µm	wide	neck,	dotted	 line	 indicates	Gaussian	best	 fit.	 (c)	mean	depinning	field	as	a	
function	of	neck	width,	error	bars	indicate	full	width	at	half	maximum.		

Micromagnetic	 simulations	 show	 the	 pinning	 mechanism	 may	 be	 attributed	 to	 a	

reduction	in	the	stray	field;	the	half-integer	topological	charges	at	the	wire	edges	yield	a	

large	stray	field	which	is	minimised	by	reducing	the	width	of	these	regions.	Reducing	the	

width	of	a	VDW	core	does	little	to	reduce	stray	field	but	comes	at	a	high	cost	in	exchange	

energy	 such	 that	 the	 constriction	 in	 the	 nanowire	 presents	 a	 potential	 barrier	 for	 the	

components	with	integer	winding	number.		
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Subsequent	 work	 has	 focused	 on	 exploiting	 domain	 wall	 types	 in	 wires	 with	

triangular	notches	in	early	memory	device	concepts	[19],	and	exploring	notch	shape	effects	

on	the	pinning	potential	[20].	In	their	2008	paper	proposing	a	magnetic	racetrack	memory	

device,	 Parkin	 et	 al	 used	 regularly	 spaced	 triangular	 notches	 to	 introduce	well-defined	

locations	for	domain	walls	such	that	magnetic	domains	may	be	reliably	moved	along	the	

wire	[6].	

Pinning	through	the	introduction	of	artificial	defects	has	been	demonstrated	to	be	an	

effective	means	 for	controlling	domain	wall	motion,	and	the	past	decades	have	seen	the	

exploration	 of	 various	 alternative	 pinning	 mechanisms	 such	 as	 exchange	 bias-driven	

pinning	[27],	locally	perturbing	magnetic	properties	of	via	ion	implantation	[169,	170]	or	

local	metal	diffusion	[171].		

One	 factor	 to	consider	 in	 the	development	of	domain	wall	 conduit	devices,	 is	 that	

demand	for	density	will	require	conduits	to	be	closely	spaced.	O’Brien	et	al	demonstrated	

that	magnetostatic	interactions	between	domain	walls	in	adjacent	wires	yield	significant	

pinning	potentials	at	small	separations	[30].	This	result	indicates	potential	limitations	in	

the	 realisation	of	domain	wall	 devices	 arising	 from	crosstalk	due	 to	 interacting	domain	

walls	in	adjacent	wires.	Nonetheless,	this	potential	problem	also	presented	an	opportunity	

to	 explore	 the	 use	 of	 stray	 fields	 from	 nearby	 devices	 to	 introduce	 and	 tailor	 pinning	

potentials.	The	same	group	explored	the	use	of	magnetised	stubs	near	the	conduit	creating	

either	a	potential	well	or	a	potential	barrier	for	transverse	domain	walls	dependent	on	the	

direction	of	the	TDW	core	with	respect	to	the	stub	magnetisation	[31].		

The	final	pinning	mechanism	pertinent	to	this	work	is	achieved	through	the	addition	

of	 curvature.	 Lewis	 et	 al	 produced	 curved	 domain	 wall	 conduits	 with	 varying	 radii	 of	
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curvature	[24]	to	find	varying	pinning	potentials	depending	on	the	transverse	domain	wall	

chirality.	 Head-to-head	 domain	 walls	 with	 the	 core	 pointing	 away	 from	 the	 centre	 of	

curvature	 and	 tail-to-tail	 TDW	with	 the	 core	 pointing	 towards	 the	 centre	 of	 curvature	

experience	 potential	 well,	 whereas	 opposing	 chirality	 yields	 a	 potential	 barrier.	

Micromagnetic	 simulations	 of	 head-to-head	domain	walls	with	 opposite	 chirality	 reveal	

that	the	potentials	can	be	explained	by	considering	surface	charge	in	the	two	scenarios	as	

discussed	 in	 section	 3.2.10.	 The	 magnitude	 of	 the	 potential	 wells	 and	 barriers	 is	

proportional	to	the	radius	of	curvature,	an	observation	that	has	led	theoretical	exploration	

of	curvature-driven	effects	 in	micromagnetism	[25,	74,	172]	resulting	 in	the	burgeoning	

field	of	curvilinear	magnetism.	

6.1.2. Controlled	domain	wall	injection	

One	notable	detail	in	the	investigations	of	artificial	pinning	is	that	the	pinning	fields	

are	typically	smaller	than	the	fields	required	to	inject	a	domain	wall	into	a	simple	wire.	The	

typical	 reversal	 process	 of	 a	 single	 wire	 also	 involves	 nucleation	 of	 a	 domain	 wall	

simultaneously	at	both	ends	of	the	wire,	followed	by	the	propagation	of	the	domain	walls	

at	the	centre	of	the	wire	where	these	annihilate.	Schrefl	et	al	demonstrated	that	breaking	

the	wire	symmetry	by	tailoring	the	wire	ends	yields	different	nucleation	fields	[173],	which	

may	be	exploited	to	control	domain	wall	injection.	The	injection	field	is	reduced	by	reducing	

the	demagnetising	factor	associated	with	the	external	field	axis.	In	the	investigations	into	

pinning	potentials	previously	discussed,	this	has	been	achieved	by	adding	low	aspect	ratio	

nucleation	pads	at	the	end	of	the	wire	[19,	20,	165],	or	adding	high	aspect	ratio	segments	

with	the	long	axis	perpendicular	to	the	applied	fields	[24,	30,	31].		
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Field-driven	domain	wall	injection	is	most	convenient	in	research	settings	focusing	

on	single	conduits,	and	is	therefore	the	chosen	method	in	this	work.	However,	it	must	be	

noted	that	field-driven	domain	wall	injection	is	not	favourable	in	practical	devices	due	to	

difficulties	in	limiting	applied	fields	to	single	nanowires,	affecting	neighbouring	structures	

[174].	An	alternative	injection	method	is	to	use	local	Oersted	fields	such	as	those	shown	in	

Figure	6-2a		by	passing	currents	through	perpendicular	wires	[166].	However,	the	power	

requirements	and	additional	space	requirements	render	these	unsuitable	for	commercial	

devices.	Domain	wall	nucleation	using	spin-transfer	torque	(STT)	requires	lower	currents	

and	less	space,	which	are	key	factors	to	the	scalability	[175].	Domain	wall	injection	via	STT	

is	well-established	 through	 in-line	 injection	 [176],	magnetic	 tunnel	 junctions/spin	valve	

stacks	[177],	with	the	latter	being	the	favoured	approach	in	current	commercially	available	

MRAM	devices	[178].	

6.1.3. The	challenge	of	creating	three-dimensional	magnetic	nanowires	

As	explored	in	the	prior	sections,	methods	for	controlled	domain	wall	injection	and	

motion	 in	 domain	wall	 conduits	 are	well-established.	 The	most	 significant	 challenge	 in	

realising	a	three-dimensional	domain	wall	device	is	fabricating	nanowires	in	an	arbitrary	

three-dimensional	geometry	and	subsequently	characterising	these	wires.		

Perhaps	 the	 most	 ambitious	 attempt	 at	 producing	 3D	 magnetic	 nanowires	

functioning	as	a	magnetic	racetrack	memory	device	was	demonstrated	by	Gu	et	al	[26].	The	

group	used	typical	2D	fabrication	methods	to	pattern	a	2D	racetrack	upon	a	water-soluble	

Sr3Al2O6	(SAO)	layer	which	can	be	lifted	off	and	transferred	onto	another	substrate	with	

large	out-of-plane	protrusions.	With	the	nanowires	resting	to	follow	the	topography	of	the	

second	substrate,	a	3D	racetrack	is	produced.		
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Our	 recent	 published	works	demonstrate	 the	 feasibility	 of	 producing	 complex	3D	

magnetic	 nanostructures	 [38,	 39,	 144]	 using	 two-photon	 lithography	 and	 line-of-sight	

deposition.	Due	to	the	relative	ease	of	fabricating	large	and	complex	structures,	work	on	3D	

nanomagnetism	 using	 two-photon	 lithography	 has	 primarily	 focused	 on	 the	 study	 of	

frustrated	systems	[60,	62].	However,	work	on	magnetic	nanowires	produced	using	TPL	is	

starting	to	emerge	demonstrating	the	fabrication	of	cylindrical	nanowires	[44],	and	isolated	

magnetic	nanowires	[179]	which	are	the	subject	of	this	chapter.		

The	past	decade	has	seen	intense	research	effort	exploring	direct-write	methods	for	

3D	magnetic	nanostructure	fabrication	as	discussed	in	chapter	2.	Two-photon	lithography	

(TPL)	 has	 shown	 itself	 to	 be	 an	 effective	 means	 for	 producing	 complex	 3D	 magnetic	

nanostructures	 such	 as	 frustrated	nanowire	 lattices	 [38,	 39,	 60,	 62,	 144].	However,	 the	

metallisation	of	structures	created	using	negative-tone	photoresists	is	achieved	via	thermal	

evaporation,	resulting	in	magnetic	material	on	the	substrate.	The	problem	associated	with	

the	sheet	film	is	two-fold.	Firstly,	for	3D	nanostructures	close	to	the	substrate,	there	will	be	

an	unwanted	magnetostatic	interaction	that	may	perturb	the	spin	texture.	Secondly,	when	

carrying	out	magnetometry,	the	signal	from	the	sheet	film	may	mask	subtle	features	due	to	

the	nanostructure.	The	lattices	presented	in	chapter	5	included	several	unit	cells	below	the	

functional	layer	such	that	the	separation	between	this	layer	and	the	substrate	minimises	

magnetostatic	 interactions.	The	extent	of	 the	 structures	 in	 the	 substrate	plane	was	also	

sufficient	 to	 minimise,	 although	 not	 eliminate,	 signal	 from	 the	 substrate	 during	 MOKE	

measurements.	 These	 challenges	 become	 more	 pronounced	 with	 studies	 of	 isolated	

domain	wall	conduits	where	the	target	area	is	orders	of	magnitude	smaller	than	the	focal	
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spot	 in	 techniques	 such	 as	 MOKE,	 and	 substrate	 signal	 dominates	 signal	 from	 target	

structures.		

Focused	 electron	 beam-induced	 deposition	 (FEBID)	 is	 a	 promising	 technique	 for	

magnetic	nanowire	fabrication	[40-43]	with	lateral	feature	sizes	to	the	order	of	a	few	nm	

[45].	There	are	still	 limitations	 in	 the	range	of	available	precursors	and	their	associated	

functional	materials.	The	deposits	from	FEBD	often	have	a	reduced	purity,	ranging	between	

60	–	90%.	 	To	address	 this	 issue,	FEBD	may	be	used	to	produce	non-magnetic	scaffolds	

upon	which	magnetic	material	may	be	deposited.	This	approach,	like	combining	TPL	and	

LOS	deposition,	results	in	magnetic	material	on	the	substrate.	Sanz-Hernández	et	al.	[41]	

created	 nanowire	 scaffolds	 at	 an	 angle	 from	 the	 substrate	 using	 FEBID	 upon	 which	 a	

Permalloy	film	was	deposited.	Using	a	dark-field	MOKE	technique,	the	group	could	separate	

magnetometry	 of	 the	 wires	 from	 that	 arising	 from	 the	 substate.	 	 Dark-field	 MOKE	

techniques	are	helpful	for	simple	geometries,	but	their	benefits	are	more	questionable	for	

more	complex	nanostructures.	Adding	additional	 redundant	 layers	below	 the	 functional	

top	layer	of	the	3DASI	presents	challenges	in	more	advanced	techniques	such	as	XMCD	and	

STXM,	where	X-ray	penetration	depth	is	critical.	For	the	above	reasons,	it	 is	desirable	to	

remove	the	substrate	film	entirely.		

6.1.4. The	use	of	sacrificial	layers	to	achieve	selective	deposition	

The	use	of	sacrificial	layers	is	well-established	in	micromachining	and	semiconductor	

fabrication.	 The	 additional	 material	 may	 provide	 anchor	 points	 to	 support	 suspended	

structures	 such	 as	 cantilevers	 [180]	 and	 suspended	 beams	 [181]	 through	 fabrication.	

Semiconductor	 device	 fabrication	 regularly	 employs	 materials	 such	 as	 PMMA,	 positive	

photoresists,	or	inorganic	materials	such	as	silicate	(SiOH),	titanium,	and	aluminium,	which	
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are	patterned	such	that	regions	are	selectively	masked	during	processing.	Key	to	sacrificial	

layer	techniques	is	identifying	suitable	materials	and	solvents	for	the	lift-off	procedure.	The	

ideal	process	uses	materials	that	remain	intact	during	the	fabrication	process	until	the	lift-

off	procedure,	and	the	lift-off	procedure	should	only	affect	the	sacrificial	layer	to	ensure	the	

desired	structures	remain	intact.		

Aqueous	 hydrofluoric	 acid	 (HF)	 is	 a	 common	 reagent	 that	 removes	 inorganic	

materials.	 However,	 its	 poor	 selectivity	 and	 extreme	 toxicity	 render	 the	 reagent	

inconvenient	and	hazardous	to	the	user	[182].	Several	HF	free	methods	exist	using	acids	

and	oxidants,	 but	 these	only	 address	 safety	 concerns	 regarding	HF	and	 still	 suffer	poor	

selectivity	[182].	Some	methods	use	PMMA	or	positive	photoresists,	which	are	commonly	

removed	using	reactive	ion	etching	[183],	acetone[184],	or	thermal	degradation[185].		

Introducing	 a	 sacrificial	 layer	 in	 the	 TPL	 fabrication	 process	 would	 enable	 the	

removal	of	substrate	film	and	improve	TPL	with	LOS	deposition	as	a	platform	for	research	

into	 3D	magnetic	 nanostructuring.	 However,	 none	 of	 the	 aforementioned	materials	 are	

compatible	with	the	fabrication	process;	either	the	chemicals	required	for	lift-off	equally	

lift	off	 the	desired	polymer	scaffold,	or	the	developer	chemicals	used	in	TPL	remove	the	

sacrificial	layer	before	samples	are	ready	for	deposition.		

Linder	 et	 al.	 [186]	 identified	 PAA	 as	 a	 candidate	 sacrificial	 layer	 for	 surface	

micromachining	 as	 the	 substance	 is	 water-soluble	 but	 insoluble	 to	 acetone,	 IPA,	 and	

PGMEA.	PAA.	Spin-coating	PAA	upon	a	substrate	 is	a	straightforward	process	where	the	

layer	 thickness	 is	 easily	 controlled	 with	 PAA	 concentration	 and	 rotation	 speeds.	

Superficially,	 using	 PAA	 as	 a	 sacrificial	 layer	 is	 then	 a	 near-ideal	 candidate	 for	

nanostructuring	using	 two-photon	 lithography.	This	chapter	explores	Poly(Acrylic	Acid)	
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(PAA)	 as	 a	 sacrificial	 layer	 compatible	 with	 TPL	 and	 demonstrates	 its	 utility	 in	 3D	

nanostructure	 fabrication.	We	 expand	 the	 negative-tone	 resist	 TPL	 fabrication	 protocol	

outlined	 in	 chapter	 4.1	 to	 include	 spin-coating	 of	 a	 PAA	 layer	 upon	 the	 substrate,	

nanostructuring	the	PAA	using	laser	ablation,	and	a	lift-off	procedure	after	the	deposition	

of	magnetic	materials.	We	perform	optical	magnetometry	upon	a	range	of	nanostructures	

and	present	energy	dispersive	X-ray	(EDX)	analysis	indicating	the	procedure’s	success.		

6.2. Developing	 a	 method	 incorporating	 sacrificial	 layers	 in	 3D	

magnetic	nanostructuring	using	two-photon	lithography	

In	the	fabrication	process	initially	proposed,	negative-tone	photoresist	(IPL-780)	is	

drop-cast	 upon	 a	 cleaned	 glass	 coverslip	 (Figure	 6-3	 a),	 struts	 are	 written	 using	 the	

standard	 TPL	 procedure	 outlined	 in	 chapter	 4	 (Figure	 6-3	 b)	 and	 unexposed	 resist	 is	

removed	using	a	PGMEA	developer	(Figure	6-3	c).	After	development,	a	~100	nm	layer	of	

PAA	is	deposited	using	a	spin	coater	at	4000	rpm	for	60	seconds	(Figure	6-3d).	Once	the	

PAA	has	been	deposited,	more	IPL-780	is	drop-cast	upon	the	structure,	and	the	samples	are	

mounted	back	into	the	TPL	system	(Figure	6-3	e)	to	write	the	structures	upon	the	struts	

(Figure	6-3	f).	After	development	(Figure	6-3	g),	a	thin	film	of	permalloy	is	deposited	using	

thermal	 evaporation	 (Figure	 6-3	 h)	 followed	 by	 a	 lift-off	 procedure	 to	 remove	 the	

background	film	(Figure	6-3	i).		
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Figure	 6-3	 Initial	 proposed	 fabrication	 process	 using	 a	 PAA	 sacrificial	 layer.	 (a-c)	

struts	for	the	desired	geometry	written	using	a	standard	TPL	process.	(d)	a	PAA	layer	is	
spin-coated	 upon	 the	 substrate.	 (e-g)	 the	 remainder	 of	 the	 structure	 is	 written	 and	
developed.	(h)	the	functional	material	is	evaporated	onto	the	sample,	and	(i)	the	sacrificial	
layer	is	lifted	off	in	a	water	bath.		

Initial	work	by	Myléne	Carouel	shows	this	process	to	be	unsuitable	as	adhesion	of	the	

struts	 to	 the	 substrate	 is	 insufficient	 during	 the	 spin	 coating	 process	 resulting	 in	 their	

removal.	PAA	can	be	ablated	with	femtosecond	laser	exposure	at	high	intensities,	and	this	

presents	a	promising	opportunity	to	address	challenges	in	the	prior	process.	The	proposed	

method	 starts	 with	 cleaning	 a	 glass	 coverslip	 in	 a	 20-minute	 ultrasonic	 acetone	 bath	

followed	 by	 a	 20-minute	 ultrasonic	 IPA	 bath.	 A	 thin	 PAA	 layer	 is	 spin-coated	 onto	 the	

substrate	 using	 an	 aqueous	 PAA	 solution	 (5%	 w/v)	 (Figure	 6-4	 b).	 Index-matched	

immersion	 oil	 is	 drop-cast	 on	 the	 opposite	 side	 of	 the	 coverslip,	 and	 the	 substrate	 is	

mounted	in	the	TPL	system.	Using	high-intensity	femtosecond	laser	pulses,	the	PAA	layer	

is	then	ablated	to	expose	the	glass	substrate	at	the	anchor	points	of	the	desired	structure	

(Figure	 6-4	 c).	 After	 ablation,	 the	 negative	 photoresist	 (IPL-780)	 is	 drop-cast	 onto	 the	

substrate	 (Figure	 6-4	 d),	 and	 the	 desired	 structure	 is	 written	 into	 the	 ablated	 regions	
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(Figure	6-4	e).	Unexposed	resist	is	washed	away	in	a	20-minute	PGMEA	bath	followed	by	

an	IPA	bath	and	dried	carefully	using	compressed	air	(Figure	6-4	f).	A	thin	film	of	permalloy	

(NiV"Fe"W)	 is	 then	 deposited	 using	 thermal	 evaporation	 with	 pressures	 not	 exceeding	

10Q�	mbar	 (Figure	 6-4	 g)	 and	 lift-off	 of	 the	 substrate	 film	 is	 performed	 by	 placing	 the	

sample	in	a	DI	water	bath	(Figure	6-4	h).	

	

Figure	6-4	Schematic	of	fabrication	process	using	a	PAA	sacrificial	layer.	(a)	Use	of	a	
clean	(glass	or	ITO	covered	glass),	(b)	a	thin	layer	of	PAA	is	spin-coated	upon	the	substrate.	
(c)	the	projection	of	the	geometry	is	ablated	into	the	PAA	layer	to	expose	the	substrate,	and	
(d)	IPL-780	is	drop-cast	upon	the	slide.	(e)	The	desired	geometry	is	written	into	the	ablated	
track	 and	 (f)	 placed	 in	 a	 developer.	 (g)	 the	 functional	material	 is	 evaporated	 upon	 the	
sample,	and	(h)	the	PAA	layer	is	lifted	off	in	a	water	bath.		

Linder	et	al.	[186]	measured	PAA	layer	thickness	as	a	function	of	spin-coater	speed	

and	PAA	concentration	of	the	initial	solution	to	find	a	110nm	thickness	with	a	5%	(w/v)	

solution	after	spin	coating	at	4000	rpm.	After	spin-coating	a	PAA	layer	according	to	these	

parameters,	we	explore	ablation	with	varying	laser	power	and	scan	speed.	A	series	of	lines	

were	scanned	through	the	PAA	layer,	whereby	the	laser	power	and	scan	speed	were	varied.		

Atomic	 force	microscopy	 (AFM)	was	 then	used	 to	 inspect	 any	 ablation	associated	

with	the	laser	scan,	as	shown	in	Figure	6-5.		AFM	measurements	of	tracks	ablated	at	50mW	

and	a	scan	speed	of	0.2	mm	sQ",	50mW	at	0.4	mm	sQ"	,		70mW	at	0.4	mm	sQ",	and	70mW	at	

0.8	mm	sQ"	are	shown	in	Figure	6-5(a-d).	There	is	a	strong	dependence	on	laser	power	and	

scan	speed	in	the	ablation	width	and	depth,	requiring	high	laser	power	coupled	with	slow	
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scan	speeds	to	achieve	uniform	ablation.	Using	AFM	data,	we	measure	the	RMS	roughness	

of	the	PAA	layers	using	unexposed	regions	(as	illustrated	in	Figure	6-5e,	blue	square)	and	

characterize	the	ablated	trenches	using	line	profiles	perpendicular	to	the	trench	(as	shown	

in	Figure	6-5e,	red	line).		

The	RMS	roughness	of	the	unexposed	PAA	layer	measured	at	the	region	marked	with	

a	 blue	 square	 in	 Figure	 6-5e	 is	 (1.166 ± 0.414)	nm	 (Figure	 6-5h),	 where	 the	 standard	

deviation	 gives	 the	 uncertainty.	 Profiles	 are	 obtained	 for	 the	 trenches	 with	 a	 typical	

example	 shown	 in	 Figure	 6-5g,	 where	 a	 shoulder	 on	 the	 trench	 walls	 suggests	 the	

redeposition	of	ablated	material.	We	use	the	profiles	to	measure	the	trench	depth	(Figure	

6-5h)	and	full	width	at	half	maximum	(FWHM)	(Figure	6-5i).	

There	is	a	logarithmic	dependence	of	trench	depth	upon	laser	power	with	a	distinct	

ablation	threshold	at	 lower	power	(Figure	6-5h)	consistent	with	equation	4.1.	At	higher	

intensities,	trench	depth	saturates	as	the	lateral	feature	size	exceeds	the	PAA	film	thickness	

of	110	nm.	There	exists	an	approximately	linear	dependence	of	channel	width	upon	laser	

power	 (Figure	 6-5i).	 These	 results	 indicate	 that	 compromises	 are	 in	 order	 during	

nanofabrication;	high	laser	powers	result	in	consistent	tracks	exposing	the	substrate	but	

large	lateral	feature	sizes,	leaving	much	of	the	substrate	exposed	when	smaller	structures	

are	written	into	the	trench.	

We	select	lower	laser	powers	for	ablation	to	recover	sufficiently	small	feature	sizes.	

The	ablation	geometry	is	defined	as	the	projection	of	the	TPL	geometry	upon	the	substrate,	

and	 we	 stack	 layers	 of	 the	 ablation	 geometry	 to	 ensure	 ablation	 through	 the	 entire	

thickness	of	the	PAA	layer.	We	repeat	each	layer	five	times	to	ensure	even	ablation	before	
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moving	 down.	 Repeating	 each	 layer	 also	 removes	 material	 that	 has	 been	 ablated	 but	

redeposited	inside	the	trenches.	

	
Figure	6-5	(a-d)	Ablated	tracks	in	PAA	layer	with	parameters	(a)	50	mW,	0.2	mm	sQ".	

(b)	50	mW,	 and	0.4	mm	sQ",	 (c)	70	mW	 and	0.4	mm	sQ"	 (d)	70	mW	 and	0.8	mm	sQ".	 (e)	
illustrative	set	of	ablation	tracks	in	PAA,	indicating	regions	for	roughness	measurement	and	
line	profiles.	Scale	bars	for	a-e	indicate	2	µm	(f)	roughness	measurement	of	PAA	layer	spin-
coated	 upon	 the	 substrate	 at	 4000	 rpm	with	 an	 initial	 concentration	 of	 5%	 (w/v).	 (g)	
illustrative	line	profile	of	PAA	trench	captured	perpendicular	to	the	trench	direction.	(h)	
PAA	trench	depth	after	a	single	exposure.	(i)	PAA	trench	width	after	a	single	exposure	

To	test	the	feasibility	of	this	method,	we	start	with	the	simplest	possible	geometry,	a	

single	nanowire	written	into	a	trench.	The	process	requires	precise	alignment	of	the	TPL	

geometry	to	the	PAA	geometry,	and	we	encounter	a	new	challenge;	the	glass	coverslips,	
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PAA,	and	uncured	IPL-780	have	similar	refractive	indices	(𝑛3G-00 ≈ 1.5,	𝑛STT = 1.508,	and	

𝑛¢S; ≈ 1.485)	resulting	in	negligible	contrast	on	the	Nanoscribe	optical	microscope	used	

for	visual	 feedback	needed	during	alignment.	We	selected	glass	with	a	50nm	indium	tin	

oxide	(ITO)	layer	with	a	refractive	index	of	𝑛¢a£ ≈ 1.858	as	an	alternative	substrate,	and	

the	 improved	 contrast	 enabled	 alignment.	 AFM	 measurements	 of	 a	 trench	 show	 that	

ablation	at	a	low	dose	(60	mW,	0.8	mm	sQ")	and	five	repetitions	per	layer,	result	in	uniform	

trenches	(Figure	6-6a	&	b)	to	which	we	can	reasonably	align	the	TPL	geometry	to	the	trench	

(Figure	6-6	c	&	d).		

When	successful,	the	lift-off	procedure	results	in	intact	nanostructure	scaffolds	with	

the	functional	material	deposited	upon	the	scaffold,	with	negligible	material	remaining	on	

the	substrate.	Lift-off	may	fail	due	to	damage	to	the	nanostructures.	This	may	be	due	to	

insufficient	ablation	such	that	the	TPL	structures	are	not	anchored	to	the	substrate	or	that	

adhesion	of	the	TPL	structures	to	the	substrate	is	inadequate	due	to	the	high	surface	tension	

of	water.	Any	significant	movement	of	the	sample	in	the	water	bath	may	strip	the	structures	

from	the	substrate.		

	

Figure	 6-6	 (a)	 Atomic	 force	micrograph	 of	 trench	 ablated	 into	 PAA	 layer,	 (b)	 3D	
rendering	of	(a).	(c)	Atomic	force	micrograph	of	wire	before	lift-off	written	into	the	ablated	
trench	using	two-photon	lithography.	(d)	3D	rendering	of	(c).		
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To	 determine	 any	 potential	 impacts	 from	 surface	 tension,	 an	 experiment	 was	

performed	whereby	sets	of	nanowire	scaffolds	(80µm × 1µm × 3µm)	were	written	using	

TPL	without	a	PAA	sacrificial	layer	(Figure	6-7a),	and	the	sample	was	placed	in	a	water	bath	

as	 if	 lifting	 off.	 The	 sample	 is	 subsequently	 removed	 from	 the	 water	 and	 dried	 using	

compressed	air.	After	the	mock	lift-off	process,	the	wires	are	dislodged	and	removed	from	

their	 location	 (Figure	 6-7	 b),	 indicating	 that	 water	 surface	 tension	 is	 too	 high	 for	

nanostructures	to	remain	stable	during	lift-off.	The	damage	likely	occurs	while	removing	

the	sample	from	the	water	bath	and	drying	it	using	compressed	air.	We	create	another	set	

of	nanowires	(Figure	6-7	c)	and	repeat	the	mock	lift-off	procedure	with	the	additional	step	

of	slowly	displacing	the	water	with	IPA	to	reduce	the	surface	tension	and	reduce	damage	

during	removal	and	drying.	Using	this	method,	the	wires	remain	intact	and	in	place	(Figure	

6-7	d).	Finally,	we	repeat	our	improved	procedure	on	a	set	of	wires	written	into	trenches	

ablated	into	a	PAA	sacrificial	layer	(Figure	6-7	e).	The	wires	remain	intact	during	lift-off,	

indicating	that	the	structures	are	well	aligned	to	the	trenches	and	anchored	to	the	substrate	

(Figure	6-7	f).		

Another	 condition	 for	 lift-off	 failure	 is	 the	 functional	 material	 not	 lifting	 off	

sufficiently.	The	failure	may	result	from	the	ablated	region	being	too	large	or	insufficient	

alignment,	 exposing	 the	 substrate	 to	 anchor	 the	 deposited	 film.	 However,	 optical	

microscopy	 images	 also	 reveal	 halo-like	 patterns	 around	 nanostructures,	 indicating	 a	

change	 in	 the	 properties	 of	 the	 PAA	 layer.	We	 suspect	 PAA	 is	 cross-linking	with	 itself,	

reducing	its	solubility	in	water.		
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Figure	 6-7	 Test	 of	 lift-off	 procedure.	 (a)	 Nanowire	 scaffolds	 are	written	 onto	 the	
substrate,	 (b)	 nanowire	 scaffolds	 after	 DI	 water	 bath.	 (c)	 the	 second	 set	 of	 nanowire	
scaffolds	written	onto	the	substrate,	(d)	nanowire	scaffolds	after	DI	water	bath	where	the	
water	 is	 slowly	 displaced	 with	 IPA.	 (e)	 Nanowire	 scaffolds	 were	 written	 into	 trenches	
ablated	into	PAA	(f)	nanowire	scaffolds	after	DI	water	bath	with	IPA	displacement.		
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The	lift-off	procedure	was	performed	after	depositing	a	25nm	Permalloy	layer	using	

thermal	 evaporation	 with	 evaporation	 pressures	 not	 exceeding	 10Q�	mbar,	 and	

subsequently	place	the	sample	in	a	DI	water	bath	for	24	hours.	After	lift-off,	a	significant	

amount	of	permalloy	remains	anchored	to	the	sample	(Figure	6-8	a).	This	anchoring	may	

be	due	to	improper	alignment	of	the	TPL	structures	or	cross-linking	of	PAA.	The	Carboxylic	

Acid	(COOH)	 functional	group	of	PAA	reacts	with	aqueous	sodium	hydroxide	(NaOH)	to	

produce	water-soluble	 Sodium	 Polyacrylate,	 which	may	 improve	 the	 dissolution	 of	 the	

cross-linked	PAA	[187].	We	replace	the	DI	water	bath	with	aqueous	NaOH	(0.5	mol	lQ")	and	

repeat	 the	 procedure	 on	 samples	 where	 the	 halo-like	 patterns	 are	 visible	 around	 the	

nanostructures	(Figure	6-8	b).	After	a	24-hour	DI	water	bath,	some	halos	are	still	visible	

using	 optical	 microscopy	 (Figure	 6-8	 c).	 The	 halos	 are	 not	 present	 after	 a	 five-minute	

NaOH¤¥	 bath,	 although	 there	 is	 clear	 evidence	 of	 residue	 upon	 the	 substrate.	 A	 further	

concern	 is	 the	 separation	 required	 between	 structures	 and	 the	 impact	 on	 the	 lift-off	

procedure.	We	 perform	 the	 final	 test	 using	 a	 set	 of	 rectangular	 nanoislands	 of	 varying	

aspect	ratios	with	10	µm	separation	(Figure	6-8	e)	where	no	permalloy	is	visible	near	the	

cluster	of	islands.	For	all	nine	devices,	permalloy	is	visible	between	the	islands	in	only	three	

cases.	Once	again,	there	is	clear	evidence	of	residue	with	a	significant	build-up	between	the	

islands.	SEM	images	show	the	residue	upon	the	nanoislands,	indicating	formation	during	

the	lift-off	procedure.	This	residue	is	likely	remnant	NaOH	from	the	lift-off	procedure,	and	

displacing	the	aqueous	sodium	hydroxide	before	displacing	with	IPA	should	prevent	the	

deposition	of	NaOH.		
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Figure	6-8	Lift-off	tests	using	water	and	aqueous	sodium	hydroxide.	(a)	lift-off	after	
a	24-hour	DI	water	bath	with	significant	permalloy	remaining	on	the	substrate.	(b)	optical	
micrograph	of	nanowires	 in	PAA	trenches	before	deposition,	showing	halo-like	patterns	
around	the	structures.	(c)	halo-like	structures	are	still	visible	after	a	24-hour	DI	water	bath.	
(d)	no	halo-like	structures	visible	after	five-minute	𝐍𝐚𝐎𝐇𝐚𝐪	bath.	(e)	Array	of	nanoislands	
with	varying	aspect	ratios	after	lift-off.	Permalloy	appears	to	have	been	removed	in	six	of	
nine	 cases.	 The	 red	 square	 indicates	 the	 structure	 shown	 in	 SEM.	 (f)	 SEM	 of	 square	
nanoisland	showing	clear	powdery	residue	on	top	of	the	structure,	indicating	deposition	
during	lift-off.		
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A	method	to	fabricate	isolated	magnetic	nanowires	using	TPL,	LOS	deposition,	and	

sacrificial	layers	is	now	established	as	follows:	

1. Clean	substrate	(Glass	or	ITO	coated	glass)	in	a	20-minute	ultrasonic	acetone	

bath	followed	by	a	20-minute	ultrasonic	IPA	bath.	

2. Spin-coat	5%	(w/t)	solution	of	PAA	at	4000	rpm	

3. Drop-cast	immersion	oil	on	the	non-PAA	side	of	the	substrate	

4. Ablate	substrate	projection	of	geometry	upon	the	substrate	

5. Drop-cast	IPL780	upon	the	sample,	write	TPL	geometry	

6. 20-minute	 PGMEA	 bath,	 followed	 by	 a	 20-minute	 IPA	 bath,	 dry	 with	

compressed	air.	

7. Evaporate	permalloy	using	thermal	evaporation	

8. NaOH(aq,	0.5	mol	lQ")	bath	until	permalloy	has	lifted	off	

9. Displace	NaOH	solution	with	DI	water.	

10. Displace	DI	water	with	IPA,	dry	sample	using	compressed	air.	

With	 these	adjustments	 to	 the	 initially	 conceived	 technique,	we	produced	a	 set	of	

wires	suspended	3µm	above	the	substrate	(Figure	6-9a).	The	optical	micrograph	shows	a	

dark	region	around	the	wire	on	the	substrate,	yet	the	colour	is	inconsistent	with	permalloy.	

We	suspect	this	may	be	damage	to	the	ITO	layer	on	the	substrate	from	ablation	or	NaOH	

contamination	from	the	lift-off	procedure.	EDX	measurements	should	indicate	the	nature	

of	this	dark	region.	We	measure	the	wire	 length	at	80µm	and	a	width	of	440nm	 (Figure	

6-9b).	 An	 easy	 axis	 hysteresis	 loop	 captured	 using	MOKE	magnetometry	 (Figure	 6-9c)	

shows	a	coercive	field	of	~8	mT,	and	we	capture	a	sigmoid	curve	along	the	hard	axis	(Figure	
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6-9d).	Both	MOKE	loops	were	captured	at	an	incident	angle	of	45°	in	s-polarization	with	an	

analyzer	angle	at	2°	from	extinction.		

	

Figure	6-9	(a)	optical	micrograph	of	single	wire	after	lift-off	procedure.	(b)	the	width	
measurement	of	wire	was	performed	on	top-down	SEM	of	wire.	Scale	bar	indicates	1	µm	
(c)	Easy	axis	hysteresis	loop	with	sharp	transition	at	~𝟖	𝐦𝐓.	(d)	Hard	axis	hysteresis	loop	
of	wire.		

A	key	challenge	in	MOKE	magnetometry	upon	nanostructures	is	the	signal	to	noise	

ratio	(SNR).	SNR	is	typically	optimized	by	maximizing	the	incident	laser	power	and	careful	

alignment	 of	 the	 optics;	 one	may	 also	 adjust	 the	 SNR	by	 optimizing	 the	 analyzer	 angle,	

though	it	should	be	noted	that	in	p-polarized	light,	the	transverse	effect	may	become	more	

prominent.	Polymer	thermal	conductivity	is	typically	low,	risking	structural	deformation	at	

high	laser	power.		
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6.3. Fabricating	 simple	 isolated	 domain-wall	 conduits	 using	 a	

sacrificial	layer	

After	establishing	the	suitability	of	the	methods,	a	series	of	devices	was	created	to	

explore	 a	 proof	 of	 concept	 for	 PAA	 sacrificial	 layers	 in	 the	 fabrication	 of	 complex	 3D	

magnetic	 nanostructures	 such	 as	 3D	 artificial	 spin-ice	 lattices	 and	 magnetic	 racetrack	

memory	 devices.	 We	 create	 100µm	 long	 magnetic	 nanowires	 raised	 2.5	µm	 above	 the	

substrate	 with	 varying	 nanowire	 widths.	 Since	 300nm	 wide	 wires	 could	 be	 fabricated	

reliably,	 these	 form	the	basis	of	 the	single	nanowire	geometries	with	a	schematic	of	 the	

simplest	 case	 shown	 in	 Figure	 6-10a.	 A	 25	 nm	 layer	 of	 permalloy	was	 deposited	 using	

thermal	evaporation.		

	

Figure	6-10	Schematics	of	devices	 fabricated	 in	 this	 section.	 In	 the	 schematic,	 the	
device	is	offset	along	z	to	show	the	ablation	geometry	upon	the	substrate.	(a)	single	wire	
comprising	a	cuboidal	scaffold	upon	which	permalloy	is	deposited.	(b)	unperturbed	wire	
with	nucleation	pad.		

The	 domain	wall	 nucleation	 field	 in	 high	 aspect	 ratio	wires	 is	 likely	 too	 high	 for	

racetrack-like	devices,	and	the	symmetry	means	domain	walls	 likely	nucleate	 from	both	

ends	of	the	wire.	Previous	attempts	used	the	injection	of	domain	walls	from	the	substrate,	

but	we	note	that	the	unstructured	film	reduces	the	reproducibility	of	the	nucleation,	and	

the	film	has	been	removed	in	this	case.	Hence,	well-established	science	from	2D	nanowire	
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studies	 is	 utilised.	 A	 larger	 low	 aspect	 ratio	 geometric	 shape	 can	 be	 harnessed	 to	

reproducibly	inject	domain	walls	into	the	wire	at	low	fields,	well	below	the	nucleation	field	

of	 the	 lone	wire.	A	20µm × 20µm	 nucleation	pad	was	added	 to	 the	wire	with	a	 tapered	

region	to	form	a	smooth	transition	between	pad	and	wire	(Figure	6-10b).	Before	moving	

onto	magnetometry,	 we	 next	 sought	 to	 demonstrate	 the	 success	 of	 the	 sacrificial	 layer	

approach	via	elemental	mapping.	

6.1. Validation	of	lift-off	procedure	

SEM	imaging	of	magnetic	nanostructures	on	polymer	scaffolds	is	challenging;	non-

conducting	polymer	results	in	the	magnetic	coating	being	disconnected	from	the	substrate	

to	yield	significant	charging,	resulting	in	artefacts	and	drift	in	the	image.	A	thin	layer	of	gold	

deposited	at	an	angle	to	connect	the	wires	to	the	substrate	is	typically	sufficient	to	address	

charging.	However,	we	can	only	deposit	gold	after	the	lift-off	procedure,	which	masks	the	

magnetic	 material	 and	 is	 therefore	 sub-optimal	 for	 EDX	 analysis.	 The	 alternative	 is	 to	

operate	at	low	accelerating	voltages	to	minimize	charging	and	drift,	sacrificing	SNR.		We	

measured	 the	 X-ray	 fluorescence	 spectra	 focusing	 on	 an	 arbitrary	 position	 on	 the	

nucleation	pad	(Figure	6-11,	position	i)	and	the	substrate	(Figure	6-11,	position	ii)	at	10kV,	

with	a	repeat	at	15kV	at	different	positions	(Figure	6-11,	position	iii	&	iv).	In	both	cases,	we	

can	resolve	both	the	K	and	L	series	emission	lines	of	nickel	and	iron	in	measurements	upon	

the	nucleation	pad	and	no	detectable	signal	upon	the	substrate.		

	 We	still	find	some	drift	at	10kV,	but	this	does	not	present	an	issue	when	measuring	

the	spectra	at	individual	points	due	to	short	exposure	time.	However,	the	drift	is	sufficient	

to	impact	the	efficacy	of	elemental	mapping.	We	minimize	drift	by	imaging	at	5kV,	although	
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this	comes	at	the	cost	of	not	measuring	the	K	series	emission	lines.	Fortunately,	the	point	

spectra	in	Figure	6	11	show	sufficient	signal	at	the	lower	energy	L	series	emission	lines.	

	

Figure	 6-11	 EDX	 emission	 spectra	 captured	 using	 a	 10	kV	 beam	 current	 on	 the	
nucleation	pad	(i)	and	the	substrate	(ii)	and	captured	using	a	15kV	beam	current	on	the	
nucleation	pad	(iii)	and	the	substrate	(iv).	

We	may	use	the	spectra	to	determine	the	permalloy	composition	and	ensure	the	ratio	

of	 nickel	 to	 iron	 is	 sufficient	 to	 hold	 the	 assumption	 of	 negligible	 magnetocrystalline	

anisotropy.	Controlling	for	the	bremsstrahlung	background	in	spectrum	iii,	a	least-squares	

fitting	of	a	function	comprising	two	Gaussian	peaks	with	equal	width	centred	at	0.705	keV	

(iron)	and	0.851	keV	(nickel)	allows	the	determination	of	the	composition	(Figure	6-12).	

After	controlling	for	background	signal,	the	measured	peak	sizes	are	(165.07 ± 26.49)	cps	

and	(675.13 ± 14.29)	cps	for	iron	and	nickel,	respectively.	These	measurements	yield	an	

iron	fraction	of	(0.196 ± 0.025),	consistent	with	NiV"Fe"W.	
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Figure	 6-12	 EDX	 emission	 spectrum	 measured	 on	 the	 nucleation	 pad	 with	 least	

squares	fitting	of	nickel	and	iron	𝐋𝛂	lines	after	controlling	for	background.		

To	 confirm	 the	 feasibility	 of	 using	 a	 5kV	beam	voltage,	we	measure	 a	 line	profile	

starting	on	the	nucleation	pad	and	moving	onto	the	substrate	(Figure	6-13).	We	see	a	sharp	

transition	in	the	counts	at	the		𝐿! 	(0.705	keV)	emission	line	for	iron	(blue)	and	the		𝐿! 	(0.851	

keV)	emission	line	for	nickel	(red)	at	the	edge	of	the	nucleation	pad.	Spectra	taken	on	the	

nucleation	pad	(magenta)	show	clear	peaks	centred	on	the	relevant	emission	lines,	whereas	

spectra	taken	on	the	substrate	(cyan)	lack	these	peaks.		

	
Figure	6-13	EDX	line	scan	starting	on	the	nucleation	pad	and	ending	on	the	substrate.	

With	the	approximate	location	indicated	on	the	SEM	inset.	The	top	panel	shows	slices	of	the	
spectrum	 taken	 at	 positions	 indicated	 by	 the	 corresponding	 coloured	 line	 in	 the	
spectrogram.	The	left	panel	 indicates	counts	at	the	𝑳𝜶	emission	lines	for	iron	(blue)	and	
nickel	(red)	as	a	function	of	position.		
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We	perform	further	line	scans	perpendicular	to	the	wire,	showing	Ni	and	Fe	emission	

lines	only	on	the	wire,	with	none	on	the	substrate	detected	within	the	noise	floor	of	the	

detector.	 (Figure	 6-14a).	 Finally,	 we	 perform	 a	 line	 scan	 parallel	 to	 the	wire	 long-axis,	

moving	off	the	end	of	the	wire	(Figure	6-14b).	In	all	cases,	there	are	clear	𝐿! 	peaks	for	iron	

and	nickel	upon	the	device	and	no	signal	above	the	background	upon	the	substrate.	

	
Figure	 6-14	 (a)	 EDX	 line	 scan	 starting	 on	 substrate	 moving	 across	 the	 wire	

perpendicular	to	the	wire’s	long	axis.	(b)	EDX	line	scan	starts	on	the	substrate,	moves	along	
the	wire	length,	and	ends	on	the	wire.	The	SEM	inset	shows	the	positions	of	the	scans.	In	
both	figures,	the	top	panel	shows	slices	of	the	spectrum	taken	at	positions	indicated	by	the	
corresponding	coloured	line	in	the	spectrogram.	The	left	panel	indicates	counts	at	the	𝑳𝜶	
emission	lines	for	iron	(blue)	and	nickel	(red)	as	a	function	of	position.	
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The	 data	 consistently	 show	 other	 peaks	 at	 0.277keV,	 0.524	 keV,	 and	 1.739	 keV	

corresponding	to	the	𝐾! 	lines	of	carbon,	oxygen,	and	silicon	(respectively).	The	chemical	

composition	of	 IPL-780	has	been	estimated	at	3.0	wt%	Hydrogen,	24.9	wt%	oxygen,	0.8	

wt%	nitrogen,	and	71.2	wt%	carbon	[188],	giving	rise	to	the	peaks	at	these	energies	upon	

the	structure.	SEM	systems	are	inherently	subject	to	carbon	contamination	[189]	such	that	

carbon	is	detected	on	the	substrate.	The	measured	substrate	is	ITO	covered	glass,	giving	

rise	to	the	oxygen	and	silicon	peaks	on	the	substrate,	where	the	 latter	 is	masked	by	the	

nanostructure.		

These	 results	 indicate	 the	 complete	 removal	 of	 permalloy	 from	 the	 substrate.	

However,	 the	 view	 angle	 of	 the	 line	 scans	 is	 insufficient	 to	 determine	 the	 presence	 of	

permalloy	upon	the	side	walls	of	the	structures.	Elemental	maps	shown	in	Figure	6-15	were	

captured	with	 a	45°	 tilt	 and	 reduced	 beam	 voltage	 to	 5kV	 to	minimise	 drift.	 A	 further	

reduction	in	drift	was	achieved	by	only	measuring	regions	in	the	image	selected	with	a	free-

form	selection	tool.	

	

Figure	 6-15	 EDX	 Elemental	 maps	 showing	 deposition	 of	 (a)	 iron,	 (b)	 nickel,	 (c)	
sodium	(d)	composite	of	iron,	nickel	and	sodium.	(e)	carbon,	(f)	indium,	and	(g)	oxygen.	(h)	
SEM	of	the	mapped	region.	Scale	bars	indicate	20	µm.	



	

193	

At	5kV,	only	the	L	series	lines	of	Fe	and	Ni	are	accessible;	with	inherently	lower	count	

rates	and	a	 low	concentration,	 the	elemental	map	of	 iron	shows	a	 faint	signal	above	the	

noise	 floor	 on	 top	 of	 the	 structures	 (Figure	 6-15a).	 With	 a	 fourfold	 increase	 in	

concentration,	the	nickel	map	clearly	shows	the	material	deposited	on	top	of	the	structures	

with	none	present	on	the	sides	(Figure	6-15b).	However,	we	observe	gaps	in	the	coating	

that	 match	 with	 bright	 spots	 on	 the	 sodium	 map	 (Figure	 6-15c	 &	 d).	 As	 previously	

discussed,	it	is	then	likely	that	these	deposits	arise	from	the	lift-off	procedure,	depositing	

on	top	of	the	NiFe	layer.	We	note	that	sodium	hydroxide	is	not	known	to	affect	the	magnetic	

properties	of	the	material.	

6.2. Domain	wall	injection,	propagation,	and	pinning	

With	 confidence	 in	 the	 lift-off	 procedure,	MOKE	magnetometry	 experiments	were	

performed	upon	wires	of	increasing	complexity.	Domain	wall	pinning	is	key	to	the	function	

of	a	domain	wall	conduit;	as	such,	additional	wires	with	an	out-of-plane	protrusion	were	

fabricated	to	introduce	a	pinning	potential	(Figure	6-16).		

	

Figure	6-16	(a)	Schematic	of	the	nanowire	with	nucleation	pad	and	ellipsoidal	defect.	
The	device	in	the	schematic	is	offset	in	z	to	show	ablation	geometry.			
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Data	from	the	simple	wire	geometry	reveals	a	square	loop	with	an	abrupt	transition	

indicative	of	domain	wall	motion	occurring	at	9.9	mT	(Figure	6-17a)	as	one	would	expect	

from	previous	studies	 into	high	aspect	ratio	permalloy	nanowires	[190].	Positioning	the	

focal	spot	upon	the	nucleation	pad	of	the	unperturbed	wire	yields	a	rounded	loop	with	a	

coercivity	of	0.56	mT	(Figure	6-17b)	and	~0.97	mT	when	the	focal	spot	is	upon	the	wire	

(Figure	6-17c).	 Introducing	 a	nucleation	pad	 reduces	 the	 switching	 field	by	 an	order	of	

magnitude,	thus	demonstrating	effective	domain	wall	injection.		The	squareness	of	the	loop	

at	this	position	indicates	that	injection	is	highly	repeatable.		

The	measurement	upon	the	nucleation	pad	produced	a	rounded	hysteresis	loop	with	

a	 sharp	 transition	 at	 0.46	mT	 (Figure	 6-17d),	 and	 an	 injection	 field	 at	 1.63	mT	 was	

measured	by	positioning	the	focal	spot	between	the	nucleation	pad	and	the	perturbation	in	

the	centre	of	the	wire	(Figure	6-17e).	Moving	the	focal	spot	beyond	the	perturbation	yields	

a	switching	field	of	3.00mT	(Figure	6-17f),	an	approximate	factor	of	2	increase.	Moving	the	

laser	spot	slightly	off	the	structure	yields	no	detectable	signal	after	2000	repeats	(Figure	

6-17	g-h)	indiscating	an	absence	of	magnetic	material	in	these	regions.	The	switching	field	

measured	beyond	the	defect	is	unlikely	to	be	caused	by	domain	wall	nucleation	on	the	free	

end	of	the	wire,	given	the	9.9mT	nucleation	field	measured	on	the	free	wire.		
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Figure	 6-17	 (a)	MOKE	measurement	 of	 hysteresis	 loop	 obtained	 from	 the	 simple	

nanowire.	 (b)	 Loop	 of	 complex	 wire	 nucleation	 pad.	 (c)	 Measured	 hysteresis	 loop	 of	
complex	wire.	(d)	Measured	hysteresis	loop	of	complex	wire	with	perturbation.	Measured	
on	the	nucleation	pad.	(e)	on	the	wire	between	the	perturbation	and	the	nucleation	pad.	(f)	
measured	on	the	wire	after	the	perturbation.	(g&h)	Measurements	with	focal	spot	off	the	
structure.	

These	 results	 show	promise	 for	 the	 concepts	 such	as	magnetic	 racetrack	memory	

devices	where	controlled	domain	wall	injection	and	motion	are	required	in	3D	geometries	

to	realize	its	promises.	Although	the	MOKE	data	suggest	that	the	3D	nanostructured	defect	
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may	 be	 producing	 pinning,	 identification	 of	 the	 pinning	mechanism	 requires	 a	 detailed	

nanoscale	knowledge	of	how	NiFe	coats	the	defect	geometry.	Figure	6-18	shows	that	from	

some	angles,	the	defect	appears	to	have	vertical	sidewalls.	This	was	difficult	to	confirm	due	

to	charging	limiting	the	quality	of	images,	and	prolonged	exposure	to	the	electron	beam	led	

to	the	deformation	of	the	defect.	Such	sidewalls	may	yield	a	discontinuity	in	the	NiFe	wire,	

which	may	also	yield	the	measured	magnetometry.	In	the	near	future,	the	research	group	

will	be	optimizing	such	defects	to	ensure	no	vertical	sidewalls.	With	this	 in	mind,	 it	was	

decided	to	carry	out	modelling,	assuming	the	future	target	experimental	geometry,	in	order	

to	understand	the	pinning	mechanism.		

	

Figure	6-18	SEM	of	the	nanowire	with	nucleation	pad	and	ellipsoidal	perturbation	
captured	at	𝟒𝟓°	 tilt	with	high	magnification	 image	of	perturbation	 in	 the	 inset	 showing	
near-vertical	sidewalls	on	the	perturbation.		

Similar	to	the	wire	geometry	definition	in	chapter	4,	the	simulation	object	is	defined	

in	terms	of	the	written	TPL	scaffold	with	the	top	surface	extruded	along	z	according	to	the	

deposition	 thickness.	 The	 extrusion	 region	 then	 represents	 the	magnetic	 material,	 and	

therefore	 the	simulation	object	 shown	 in	Figure	6-19.	The	base	scaffold	cross-section	 is	

defined	as	a	300nm	wide	strip	with	rounded	edges	reflecting	the	ellipsoidal	voxel	shape	of	

the	TPL	system.	The	scaffold	cross-section	is	extruded	to	create	a	4µm	nanowire.	At	the	

perturbation	 site,	 we	 introduce	 a	 half	 ellipsoid	 with	 a	 lateral	 feature	 size	 of	 250nm,	
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protruding	 250nm	 from	 the	 surface.	We	 use	 typical	material	 parameters	 for	 Permalloy	

(NiV"Fe"W)	 with	ML = 0.86 × 10�	A	mQ"	 and	 an	 exchange	 stiffness	 of	 13 × 10Q"H	J	mQ"	

yielding	an	exchange	length	of	5.29	nm.	The	simulation	reflects	only	a	small	wire	section	

and	removes	surface	charges	on	the	wire	ends	to	simulate	an	infinitely	long	wire.		

	

Figure	6-19	CAD	rendering	of	simulation	object	with	cross-sections.		

Typically,	finite	element	simulations	are	preferable	for	geometries	where	curvature	

is	 a	 factor,	 as	unstructured	grids	 can	better	approximate	 curved	surfaces.	However,	 the	

required	 simulation	 geometry	 results	 in	 unfeasible	 memory	 requirements	 and	

computation	times.	GPU	acceleration	could	address	the	computational	time,	but	the	vRAM	

is	limited	in	even	the	most	advanced	GPUs.	Finite	difference	simulations	employ	structured	

grids	with	significantly	smaller	memory	requirements.	The	simulations	were	performed	

using	MuMax3	on	a	pair	of	Nvidia	Tesla	v100	GPUs	with	a	combined	64GB	vRAM	enabling	

the	geometry	to	be	meshed	at	3	nm;	below	the	~5.29	nm	exchange	length	of	permalloy	and	

sufficient	to	approximate	curved	surfaces.		
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Figure	 6-20	 Converged	 states	 computed	 using	 finite	 difference	 micromagnetic	
simulations	of	the	perturbed	region	of	the	nanowires.	(a)	a	vortex	domain	wall	meeting	the	
perturbation	after	applying	a	5mT	external	field.	(b)	magnetic	texture	at	15.5	mT,	before	
depinning.		

We	relax	a	vortex	domain	wall	with	+𝑧	polarity	and	anti-clockwise	circulation	at	the	

start	of	the	wire	and	apply	a	5	mT	field	to	push	the	vortex	wall	towards	the	perturbation	

(Figure	 6-20a).	 With	 increasing	 field	 steps,	 the	 vortex	 core	 follows	 a	 path	 around	 the	

perturbation	until	15.5	mT	(Figure	6-20b),	after	which	the	domain	wall	depins.	

We	simulate	domain	wall	depinning	by	taking	the	converged	state	at	15.5	mT	(Figure	

6-21a),	setting	the	Gilbert	damping	constant	to	𝛼 = 0.01	and	performing	a	time	evolution	

with	 an	 external	 field	 of	16	mT.	 	 At	0.3	ns,	 a	 strained	 texture	 forms	 on	 the	 edge	 of	 the	

perturbation	opposite	to	the	vortex	core	(Figure	6-21b),	which	resolves	as	the	domain	wall	

fragments	through	the	formation	of	a	vortex-antivortex	pair	at	0.45	ns	(Figure	6-21c),	the	

initial	vortex	core	moves	onto	the	perturbation	at	0.65	ns	(Figure	6-21d),	and	across	the	

perturbation	 (Figure	 6-21e)	 until	 2.35	ns	 (Figure	 6-21f).	 The	 vortex	 core	 leaves	 the	

perturbation	at	2.60	ns	(Figure	6-21g).		
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Figure	 6-21	 Snapshots	 of	 simulated	 domain	 wall	 depinning	 at	 an	 out-of-plane	
perturbation	on	a	magnetic	nanowire.		

A	surprising	result	is	that	the	second	vortex	core	and	the	half	anti-vortex	edge	defect	

annihilate	to	leave	a	half-vortex	edge	defect.	The	fragmented	domain	wall	then	consists	of	

a	vortex-antivortex	pair	and	a	half-vortex-antivortex	pair	of	edge	defects.	The	upper	edge	

defect	remains	pinned	while	the	others	move	along	the	wire	until	4.95ns	(Figure	6-21h),	

when	 the	antivortex	 core	and	 the	bottom	half-vortex	 combine	 to	yield	a	half-antivortex	
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edge	defect	and	restore	the	typical	configuration	of	a	vortex	wall.	However,	the	upper	edge	

defect	remains	between	the	perturbation	and	the	edge	until	5.55ns,	where	another	instance	

of	fragmentation	occurs	with	the	nucleation	of	a	vortex-antivortex	pair	at	the	upper	edge	

defect	(Figure	6-21i).	The	new	vortex	core	and	the	top	half	antivortex	edge	defect	combine	

at	6.15	ns	(Figure	6-21j),	and	the	new	half-vortex	edge	defect	and	the	antivortex	core	move	

along	 the	wire	until	 the	 topological	defects	 combine	at	6.75ns	 (Figure	6-21k).	At	9.1	ns	

(Figure	6-21l),	the	vortex	domain	wall	structure	is	restored,	and	the	domain	wall	depins.	

6.3. Optical	 magnetometry	 on	 magnetic	 nanowire	 lattices	

fabricated	using	PAA	sacrificial	layers	

After	demonstrating	the	proof	of	principle,	we	apply	the	method	to	produce	a	3D	ASI	

geometry	with	a	wire	length	of	1µm	and	permalloy	deposition	thickness	of	25nm	(Figure	

6-22a).	A	key	challenge	 in	3DASI	systems	 is	 to	separate	switching	occurring	 in	different	

sublattices	 at	 different	 depths.	 The	 projection	 of	 the	 sublattices	 on	 the	 substrate	 is	

orthogonal,	enabling	MOKE	magnetometry	to	study	depth-dependent	switching	in	the	L1	

and	 L2	 sublattices.	 Three	 MOKE	 effects	 corresponding	 to	 different	 magnetization	

components	 must	 be	 considered.	 Firstly,	 the	 longitudinal	 component	 introduces	 a	

polarization	rotation	 in	the	reflected	 light	proportional	 to	the	magnetization	component	

parallel	 to	 the	projection	of	 the	 incident	wavevector	upon	the	substrate.	The	transverse	

component	is	associated	with	a	change	in	intensity	of	the	reflected	light	proportional	to	the	

magnetization	component	perpendicular	to	the	incident	plane.	And	the	polar	component	

introduces	 a	 polarization	 rotation	 in	 reflected	 light	 proportional	 to	 the	 magnetization	

component	parallel	to	the	surface	normal.	We	define	our	coordinate	axes	such	that	these	

components	correspond	to	M�, M�,	and	M�	respectively.	In	our	experimental	geometry,	the	
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incident	wavevector	is	at	45	degrees	to	the	substrate	such	that	we	can	expect	polar	signal	

in	addition	 to	 longitudinal	and	transverse	components	(Figure	6-22b).	Longitudinal	and	

polar	components	are	associated	with	the	rotation	of	the	polarization.	Sensitivity	to	these	

components	 may	 be	 suppressed	 by	 increasing	 the	 analyzer	 angle	 to	 90°,	 whereas	 the	

transverse	 component	 can	 be	 completely	 suppressed	 by	 using	 s-polarized	 light.	 It	 then	

follows	 that	 the	 transverse	 component	may	 be	 isolated	 using	 p-polarized	 light	 at	 large	

analyzer	angles.		

	

Figure	6-22	(a)	SEM	micrograph	of	3DASI	corner	captured	at	45°	tilt.	(b)	Schematic	
of	experimental	MOKE	geometry	with	3ASI.	A	unit	cell	of	3DASI	is	shown,	with	different	
sub-lattices	 depicted.	 The	 laser	 with	 wavevector	 k	makes	 an	 angle	 of	 45	 degrees	 with	
respect	 to	 the	 substrate	and	with	projection	along	L1	as	depicted.	 (c)	 top-down	SEM	of	
3DASI	with	sublattices	annotated.		 	
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Figure	6-23	simulated	hysteresis	loops	of	the	bipod	geometries.	Loops	are	labelled	
using	 the	 format	𝐗𝐘	where	𝐗	 denotes	 the	 longitudinal	 (L),	 Transverse	 (T),	 or	 polar	 (P)	
component.	 𝐘	 denotes	 (a)	 loop	 with	 fields	 applied	 along	 the	 lower	 bipod	 long	 axis	
projection,	(b)	hard	axis	loop	of	the	lower	bipod,	(c)	loop	with	fields	applied	to	the	upper	
bipod	long	axis	projection,	and	(d)	hard	axis	loop	of	the	upper	bipod.	Black	arrows	on	𝐓𝐁	
and	𝐓𝐃	indicate	direction	of	the	loop.		
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Chapter	5	demonstrates	that	magnetic	reversal	in	the	lattice	may	be	modelled	as	a	

linear	combination	of	reversals	in	bipod	(coordination	two)	geometries,	and	MOKE	is	not	

equally	sensitive	to	the	different	sublattices.	As	such,	finite	element	simulations	of	bipod	

structures	in	the	experimental	field	geometries	are	best	suited	to	aid	understanding	of	the	

features	 in	 the	 MOKE	 loops.	 We	 consider	 the	 lower	 bipod	 geometry	 found	 at	 the	

coordination	 two	 vertices	 with	 fields	 applied	 along	 the	 LASP	 (Figure	 6-23a)	 and	

perpendicular	to	the	LASP	(Figure	6-23b),	as	well	as	the	upper	bipod	geometry	with	fields	

applied	parallel	(Figure	6-23c)	and	perpendicular	(Figure	6-23d)	to	the	LASP.	We	label	each	

loop	as	longitudinal	(L),	transverse	(T),	or	polar	(P)	with	subscripts	A	and	B	representing	

the	 field	 applied	 parallel	 and	 perpendicular	 to	 the	 lower	 bipod	 LASP	 of	 the	 substrate,	

respectively,	and	C	and	D	representing	the	field	applied	parallel	and	perpendicular	to	the	

upper	bipod	LASP.	The	longitudinal	loops	are	consistent	with	those	seen	in	chapter	5,	with	

coherent	rotation	from	saturation	to	the	coercive	field	at	43	mT	for	L�and	34	mT	for	𝐿¡ .	

Before	 the	 switch,	 there	 are	 peaks	 in	 the	 transverse	 magnetization	 which	 appear	 to	

originate	from	the	vertex	area	before	the	nucleation	of	a	domain	wall.		

At	remanence	(Figure	6-24a),	there	is	some	slight	canting	towards	the	edges	at	the	

apex	to	avoid	the	sharp	change	in	the	direction	of	the	surface.	With	increasing	fields	(Figure	

6-24	b-d),	the	magnetization	rotates	towards	the	transverse	direction	until	the	reversal	at	

~43	mT.		

	 	



	

204	

	

Figure	 6-24	 Transverse	magnetization	 at	 the	 apex	 of	 lower	 bipod	 geometry	with	
fields	applied	along	the	LASP.	Contrast	ranges	from	−𝟎.𝟓𝐌𝐬	to	𝟎.𝟓𝐌𝐬	to	enhance	subtle	
features.	 (a-e)	 equilibrium	 states	 with	 external	 fields	 indicated	 and	 labelled	 i-v	
corresponding	to	annotations	on	(f).	(f)	The	peak	of	the	transverse	hysteresis	loops	with	
the	key	states	annotated.			

The	simulations	of	hysteresis	loops	with	fields	applied	perpendicular	to	the	LASP	(TJ	

and	T�)	 show	a	 sharp	 transition	 in	 the	magnetization	 at	66mT	and	60mT	 in	TJ	 and	T�	

(respectively)	 which	 occur,	 somewhat	 counterintuitively,	 between	 saturation	 and	

remanence.	 Black	 arrows	 indicate	 the	 direction	 of	 the	 hysteresis	 loop,	 and	 Table	 6-1	

summarizes	 the	energy	terms	 in	 the	 lower	bipod	transition.	The	magnetization	textures	

before	and	after	this	switch	in	the	lower	bipod	geometry	indicate	that	the	sudden	transition	
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is	a	result	of	competition	between	the	demagnetizing	energy	and	Zeeman	energy	terms.	As	

a	result,	 the	magnetization	follows	the	surface	of	the	wire	with	negligible	magnetization	

along	the	wire	long	axis	at	66mT	(Figure	6-25a).		

	

Figure	6-25	(a)	Top-down	view	of	the	Magnetization	texture	of	lower	bipod	geometry	
before	 transition	 at	 66mT.	 (b)	 magnetization	 texture	 of	 lower	 bipod	 geometry	 after	
transition	 at	 65mT.	 (c)	 cross-section	 of	 lower	 bipod	 taken	 at	 the	 yellow	 dashed	 line,	
showing	 surface	 magnetization	 before	 the	 switch	 at	 66mT.	 (d)	 cross-section	 after	 the	
switch,	at	65mT.	Contrast	is	according	to	the	transverse	component	of	the	magnetization	
(projection	of	long	axis	upon	the	substrate	in	this	instance).	(e)	Demagnetization	energy	
density	associated	with	(c).	(f)	Demagnetization	energy	associated	with	(d).	(g)	Hysteresis	
loop	𝐓𝐁	with	up	sweep	and	down	sweep	separated.	

After	the	transition	(Figure	6-25b),	the	spins	have	rotated	towards	the	local	long	axis	

of	the	wire.	A	cross-section	of	the	wire	taken	at	the	location	indicated	by	the	yellow	dashed	

line	(Figure	6-25	c&d)	shows	the	longitudinal	and	polar	components	of	the	magnetization	

with	 contrast	 according	 to	 the	 transverse	 component.	 Before	 the	 transition,	 the	
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magnetization	 follows	 the	 contours	 of	 the	 curved	 surface;	 however,	 there	 is	 a	 high	

demagnetization	energy	density	associated	with	this	state	(Figure	6-25e)	as	the	external	

field	and	the	curvature	in	the	surface	result	in	spin	canting	towards	the	surface	normal.	At	

65	mT,	 this	 texture	 is	energetically	unfavourable,	and	moments	rotate	 towards	the	 local	

long	axis	to	reduce	demagnetization	energy.	

µ,H	(mT)	 ℰ1 	(J	mQY)	 ℰ$%45(J	mQY)	 ℰ7	(J	mQY)	 ℰOFO(J	mQY)	
66	 28.507 × 10Y	 2.143 × 10Y	 −44.096 × 10Y	 −13.445 × 10Y	
65	 17.812 × 10Y	 1.271 × 10Y	 −34.020 × 10Y	 −14.937 × 10Y	

Change	 −10.695 × 10Y	 −0.872 × 10Y	 10.076 × 10Y	 −1.492 × 10Y	

Table	6-1	Summary	of	energy	terms	in	the	transition	seen	in	the	𝐓𝐁	hysteresis	loop.		

The	result	appears	counter-intuitive	as	the	Zeeman	energy	term	is	proportional	to	

−𝐌 ∙ 𝐇$%O ,	and	one	would	typically	associate	a	large	sharp	transition	in	a	hysteresis	loop	

with	the	minimization	of	Zeeman	energy;	not	a	significant	increase	in	this	term.		Table	6-1	

summarizes	the	energy	density	terms	in	this	transition,	indicating	that	the	minimization	of	

demagnetization	and	exchange	energy	terms	result	in	a	net	decrease	in	energy.			

	

Figure	 6-26	magnetic	 hysteresis	 loop	 of	 lattices	 with	 fields	 applied	 along	 the	 L1	
sublattice	 substrate	projection	captured	 in	 s-polarization.	 (a)	 captured	with	analyser	𝟐°	
from	extinction.	(b)	captured	with	analyzer	𝟗𝟎°	from	extinction.		
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A	MOKE	loop	with	applied	field	along	the	L1	sublattice	projection	upon	the	substrate	

was	measured	using	 s-polarized	 light	with	 the	analyzer	angle	at	2°	 from	extinction	and	

shows	a	sharp	transition	at	𝐻4 ≈ 15	mT	(Figure	6-26a),	and	a	non-linear	background	likely	

due	to	coherent	rotation	in	L2.	A	peak	at	~13	mT	(blue	arrow)	is	indicative	of	a	component	

other	than	longitudinal	MOKE.	s-polarized	light	suppresses	the	transverse	component	and	

opening	 the	 analyzer	 to	 90°	 from	 extinction	 suppresses	 the	 longitudinal	 and	 polar	

components.	It	follows	that	s-polarized	light	with	large	analyzer	angles	should	not	yield	any	

signal.	 However,	 measurements	 in	 this	 configuration	 still	 show	 a	 clear	 signal	 due	 to	

magnetization	 reversal	 (Figure	 6-26b)	with	 distinct	 peaks	 at	~13	mT	 (blue	 arrow)	 and	

~18	mT	 (Green	 arrow).	 We	 attribute	 the	 presence	 of	 transverse	 MOKE	 when	 using	 s-

polarized	light	to	a	slight	imperfection	in	the	alignment	of	the	polarizer.		

The	introduction	of	a	second	detector	measuring	the	intensity	of	the	beam	rejected	

at	 the	 analyzer	 allows	 the	measurement	 of	 the	 features	 due	 to	 transverse	 MOKE	 in	 s-

polarization	should	there	be	any.	Detector	1	voltage	primarily	shows	a	longitudinal	signal	

from	 L1	with	 a	 coercive	 field	 of	 14mT	 and	 some	 rounding	 from	 rotation	 in	 L2	 (Figure	

6-27a).	The	peaks	at	12	mT	are	no	longer	present	in	the	transmitted	signal,	likely	due	to	

subtle	differences	in	the	experimental	configuration.	However,	these	peaks	are	still	clearly	

present	in	the	rejected	signal	(Figure	6-27b,	magenta	arrows).	P-polarized	light	is	sensitive	

to	transverse	MOKE,	and	at	small	analyzer	angles,	we	measure	a	square	loop	with	a	coercive	

field	 at	 14mT	 (Figure	 6-27c),	 consistent	 with	 the	 s-polarization	 measurements.	 Our	

experimental	geometry	prohibits	using	a	second	detector	in	p-polarization	as	the	beam	is	

rejected	vertically;	instead	of	measuring	the	rejected	signal,	we	repeat	the	measurement	

with	an	open	analyzer	to	capture	transverse	MOKE.	In	this	measurement	(Figure	6-27d),	
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we	find	depressions	in	the	signal	at	13mT	(magenta	arrows)	corresponding	to	the	observed	

peaks	in	Figure	6-27b.	However,	there	is	a	background	that	cannot	be	easily	explained	in	

terms	of	the	simulation	results	in	Figure	6-23.		The	transitions	in	TJ	and	T�	occur	before	

remanence.	In	contrast,	measurements	show	the	rotation	initiating	at	larger	fields	with	a	

sharp	 transition	 at	~30mT	 	 after	 remanence	 (Green	 arrow),	 and	 the	 signal	 appears	 to	

change	sign.	Suspecting	a	slight	offset	 in	 the	sample	rotation,	we	repeat	 the	simulations	

with	a	5°	rotation	in	the	simulation	geometry	(Figure	6-27e-h),	and	we	recover	the	features	

seen	in	the	measurements.		

The	~13mT	peaks	and	depressions	in	the	measurements	correspond	to	the	peaks	at	

30	mT	int	T�	(Figure	6-27f)	and	the	transition	at	33mT	(green	arrow)	corresponds	to	the	

68mT	transition	in	simulation	TJ.	The	ratio	between	fields	of	the	simulated	transition	and	

the	peak	is	~2.2,	in	close	agreement	with	the	ratio	between	the	fields	associated	with	the	

measured	 transition	 and	 the	 peak	 at	~2.3.	 There	 is	 a	 marked	 difference	 between	 the	

transverse	signal	captured	using	s	and	p-polarization;	only	transverse	features	from	the	L1	

sublattice	are	visible	in	s-polarization,	and	features	from	both	L1	and	L2	are	visible	in	p-

polarization.		
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Figure	6-27	MOKE	measurements	performed	on	the	lattice,	with	fields	applied	along	
the	 substrate	 projection	 of	 the	 L1	 sublattice.	 (a)	 detector	 1	 voltage	 measuring	 the	
transmitted	 signal	with	 an	 analyzer	 angle	 at	𝟐°	 in	 s-polarization.	 (b)	detector	2	 voltage	
measuring	 rejected	 signal	 associated	with	 (a).	 (c)	detector	1	 voltage	with	 a	𝟐°	 analyzer	
angle	in	p-polarization.	(d)	detector	2	voltage	with	a	𝟗𝟎°	analyzer	angle	in	p-polarization.	
(e-h)	simulated	hysteresis	loops	of	the	lower	bipod	geometry	rotated	5	degrees	about	z.	(e)	
longitudinal	 component	 of	 LASP	 loop,	 (f)	 transverse	 component	 of	 LASP	 loop.	 (g)	
longitudinal	component	of	hard	axis	loop,	(h)	transverse	component	of	hard	axis	loop.		

Hysteresis	loops	measured	using	s-polarized	light	with	varying	sample	orientations	

with	respect	 to	 the	applied	 field	yield	varying	transverse	signals	 in	 the	second	detector.	

Starting	at	the	initial	orientation	with	the	L1	substrate	projection	aligned	with	the	external	

field	(Figure	6-28a),	we	find	that	the	signal	deviates	by	a	fraction	of	~6.1 × 10Q^	from	the	

mean.	This	decreases	to	~1.6 × 10Q^	when	rotating	the	sample	by	20°	(Figure	6-28b).	With	
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L1	at	a	45°	angle	from	the	external	field,	the	transverse	signal	becomes	vanishingly	small	

(Figure	6-28c),	and	increases	to	~2.2 × 10Q^	at	65°	(Figure	6-28d),	and	1.8 × 10Q^	at	90°	

(Figure	6-28e).		These	measurements	are	summarized	in	Table	6-2	

Angle	 Deviation	from	mean		
0°	 6.1 × 10Q^	
20°	 1.6 × 10Q^	
45°	 5.1 × 10QU	
65°	 2.3 × 10Q^	
90°	 1.8 × 10Q^	

Table	6-2	Deviation	from	the	signal	mean	of	the	rejected	beam	in	MOKE	hysteresis	
loops	presented	in	Figure	6-28.		

These	results	present	an	interesting	challenge.	Using	s-polarized	light,	the	transverse	

component	should	be	entirely	suppressed,	yet	the	measurements	are	clearly	sensitive	to	a	

transverse	component.	Upon	first	glance,	 it	seems	that	 the	apparent	 transverse	 features	

arise	 due	 to	 slight	 misalignment	 in	 the	 polarizer	 such	 that	 there	 is	 some	 p-polarized	

component	in	the	incident	light.	However,	there	is	also	a	striking	difference	between	the	

features	captured	using	s	and	p	polarized	light	at	large	analyzer	angles.		

Regardless	of	this	challenge,	these	measurements	show	that	we	can	combine	MOKE	

magnetometry	and	micromagnetic	simulations	to	obtain	switching	information	from	the	

individual	sublattices	through	careful	consideration	of	the	experimental	geometry.		
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Figure	 6-28	 Transmitted	 and	 rejected	 MOKE	 signal	 in	 s-polarisation	 for	 varying	

sample	 rotations.	 (a)	 at	 𝟎°	 (field	 applied	 along	 L1	 sublattice	 substrate	 projection,	 also	
shown	in	Figure	6-27	and	repeated	here	for	convenience),	(b)	𝟐𝟎°	sample	rotation,	(c)	𝟒𝟓°	
rotation,	(d)	𝟔𝟓°	rotation,	and	(e)	𝟗𝟎°	rotation	(field	applied	along	L2	sublattice	substrate	
projection).		

6.4. Summary	

Two-photon	 lithography	 is	 a	 promising	 3D	 magnetic	 nanostructure	 fabrication	

technique,	as	demonstrated	in	prior	work	[17,	18,	38,	44,	191].	One	of	the	challenges	that	
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have	 thus	 far	 limited	 the	 application	 is	 the	 inability	 to	 deposit	 functional	 materials	

selectively,	 resulting	 in	 significant	 substrate	 contamination.	MOKE	magnetometry	 upon	

magnetic	nanowires	above	 substrate	 film	 is	primarily	 sensitive	 to	 switching	 in	 the	 film,	

rendering	 the	 technique	 ineffective.	 Careful	 design	 considerations	 may	 reduce	 dipolar	

interactions	 between	 the	 substrate	 film	 and	 the	 functional	 components	 of	 the	

nanostructures	 by	 increasing	 the	 separation	 between	 the	 two.	 However,	 these	

requirements	create	limitations	in	the	feasibility	of	certain	nanostructure	designs.		

The	 removal	of	 substrate	 film	with	 standard	photolithography	 techniques	 is	well-

established	 with	 two-step	 photolithography	 employing	 sacrificial	 layers	 to	 remove	

substrate	 film.	 However,	 the	 available	 photoresists	 for	 two-step	 lithography	 are	

incompatible	with	 the	 solvents	 used	 in	 two-photon	 lithography.	 This	 chapter	 identifies	

poly(acrylic	acid)	(PAA)	as	a	suitable	candidate	for	a	sacrificial	layer	as	it	is	unaffected	by	

TPL	solvents	but	swells	in	water.	A	thin	layer	of	PAA	can	be	spin-coated	upon	the	substrate,	

and	the	PAA	layer	is	ablated	to	expose	the	substrate	such	that	desired	nanostructures	can	

be	written	into	the	exposed	region.	After	development,	the	functional	material	may	be	cast	

upon	the	sample,	and	lifting	off	the	PAA	layer	removes	substrate	film	to	leave	the	functional	

material	 only	 on	 the	 desired	 structures.	 EDX	 measurements	 show	 that	 the	 fabrication	

method	 effectively	 removes	 substrate	 film,	 achieving	 the	 desired	 objective.	 Without	

substrate	contamination,	we	effectively	characterized	an	isolated	magnetic	nanowire	with	

a	 nucleation	 pad	 and	 demonstrated	 controlled	 domain	 wall	 injection	 in	 a	 magnetic	

nanowire	suspended	3µm	above	the	substrate.	We	measure	square	hysteresis	loops	using	

MOKE	magnetometry	and	find	a	coercive	field	of	~9	mT	on	isolated	magnetic	nanowires	

without	a	nucleation	pad.	When	moving	to	a	wire	with	a	20	µm	x	20	µm,	we	measure	a	
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coercivity	of	~0.5	mT	on	the	nucleation	pad,	and	an	injection	field	of	~1	mT.	These	values	

are	consistent	with	 the	extensive	 literature	detailing	 investigations	 into	similar	 systems	

[119,	151,	160,	192,	193]	indicating	that	the	lift-off	procedure	has	no	adverse	effect	on	the	

magnetic	 properties	 of	 the	 material.	 This	 proof-of-principle	 can	 be	 easily	 extended	 to	

arbitrary	3D	geometries	not	limited	to	magnetism;	there	exists	an	increasing	interest	in	3D	

nanostructuring	 among	 communities	 focusing	 on	 areas	 such	 as	 photonics	 and	

superconductivity	where	selective	deposition	is	key	to	progress.		

One	challenge	in	magnetic	racetrack	memory	devices	is	the	ability	to	move	domain	

walls	through	the	wire	controllably;	we	introduced	an	out-of-plane	perturbation	in	the	wire	

to	 create	 a	 domain	wall	 pinning	 site.	 MOKE	measurements	 indeed	 show	 three	 distinct	

switching	 fields	 across	 the	wire	with	 a	 coercivity	 of	~0.5	mT	 on	 the	nucleation	pad,	 an	

injection	field	at	~1.6	mT,	and	a	depinning	field	at	the	perturbation	of	~3	mT.	However,	

SEM	 images	 of	 the	 perturbation	 cast	 doubt	 on	 whether	 these	 results	 can	 indeed	 be	

attributed	 to	 the	 pinning	 mechanism	 indicated	 by	 FDM	 simulations;	 the	 sides	 of	 the	

perturbation	 are	 near	 vertical,	 and	 it	 is	 reasonable	 to	 suggest	 that	 this	 results	 in	

discontinuous	coverage	of	permalloy.	The	observed	pinning	is	then	due	to	an	effective	hole	

in	the	wire.		

Applying	the	technique	to	the	fabrication	of	3DASI	allowed	the	control	for	substrate	

film	and	builds	greater	confidence	in	the	origin	of	the	features	seen	in	hysteresis	loops.	We	

demonstrate	 that	MOKE	can	be	used	 in	combination	with	micromagnetic	simulations	 to	

obtain	switching	 information	 from	separate	sublattices.	This	could	be	 further	refined	 in	

order	to	study	thermal	ordering	in	3DASI	systems.
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7. Discussion,	conclusions,	
and	further	work	

3D	 nanomagnetism	 has	 been	 subject	 to	 keen	 interest	 within	 the	 magnetism	

community,	 and	 the	 first	 realisations	of	3D	magnetic	nanostructures	present	 significant	

opportunities	in	both	fundamental	and	applied	research	[17,	41,	44,	57,	60,	194].	Chapter	

5	 uses	 micromagnetic	 simulations	 to	 explore	 the	 magnetic	 behaviour	 of	 the	 first	 3-

dimensional	artificial	spin	ice	lattice,	which	was	fabricated	using	two-photon	lithography	

and	line-of-sight	deposition	[38].	From	a	phenomenological	model,	we	determined	that	the	

magnetic	nanowires	fabricated	with	this	method	have	crescent-shaped	cross-sections	with	

non-uniform	thickness.	Not	only	is	the	fabrication	of	a	3DASI	novel,	but	wires	with	these	

properties	also	have	thus	far	not	been	explored.		

Key	questions	arise	in	determining	the	suitability	of	these	lattices	as	a	platform	for	

studying	3D	artificial	spin	ice.	A	core	requirement	for	an	artificial	spin	ice	lattice	is	that	each	

wire	must	be	Ising-like,	where	the	magnetisation	may	lie	parallel	or	antiparallel	along	an	

easy	axis	with	no	intermediate	states	such	that	the	magnetisation	may	be	described	using	

an	Ising	variable	𝜎 = ±1.	Superficially,	it	appears	that	this	condition	is	not	met	as	hysteresis	

loops	 with	 fields	 along	 the	 hard	 axis	 reveal	 subtle	 but	 distinct	 plateaus	 that	 may	 be	
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interpreted	as	stable	states.	These	plateaus	arise	from	topological	defects	forming	at	the	

ends	of	 the	wires	and	show	 interesting	behaviour	as	 the	magnetisation	of	 these	defects	

interacts	with	the	complex	geometry	at	the	edges	of	the	wire.	Although	interesting,	we	note	

that	 these	 simulation	 objects	 are	 highly	 contrived	 representations	 of	 the	 wires	 in	 the	

experimental	 system;	 the	 simulation	 objects	 represent	 isolated	wires	with	 sharp	 edges	

which	are	not	present	in	the	experimental	system.	Indeed,	when	the	wires	are	combined	

into	geometries	more	representative	of	the	experimental	lattices,	the	edge	states	disappear,	

and	Ising-like	behaviour	is	recovered.		

The	 novel	 cross-section	 has	 several	 impacts	 on	 the	 behaviour	 and	 energetics	 of	

coordination-two	 and	 coordination-four	 vertices	within	 the	 lattice.	 First	 is	 the	 size	 and	

shape	 of	 domain	 walls	 in	 these	 wires.	 With	 narrow	 edges,	 the	 magnetostatic	 energy	

associated	with	the	edge	defects	of	a	vortex	wall	is	reduced.	One	would	expect	this	to	yield	

a	broadening	of	the	domain	wall	to	reduce	exchange	energy	terms	by	minimising	the	angle	

between	 adjacent	 spins.	 However,	 the	 curved	 surface	 introduces	 out-of-plane	

magnetisation	in	the	circulating	region	and	magnetostatic	energy	is	reduced	by	narrowing	

the	wire.	 In	 calculations	of	 the	domain	wall	potential	 at	 the	apex	of	 a	 coordination-two	

vertex,	we	find	that	the	perturbation	to	the	domain	wall	structure	results	in	a	weak	pinning	

potential	with	implications	for	magnetic	behaviour	at	the	surfaces	of	the	lattices.		

The	second	impact	of	the	crescent-shaped	cross-section	is	found	in	the	energies	of	

the	coordination-four	vertex	types.	A	key	restriction	in	2-dimensional	artificial	spin-ice	is	

degeneracy	lifting	among	the	ice-type	vertices	in	a	square	ice	[37].	Although	beneficial	in	

the	study	of	the	Rys-F	and	KDP	vertex	models	[106],	this	limitation	prevents	the	realisation	

of	 true	deconfined	magnetic	monopole	defects.	The	origin	of	 this	degeneracy	 lifting	 is	a	
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broken	 symmetry	 in	 the	 ice-type	 vertices	 where	 type-I	 and	 type-II	 vertices	 are	

distinguishable;	extending	to	a	3-dimensional	system	restores	this	symmetry.	The	energy	

calculations	of	 coordination-four	vertices	 in	our	 system	show	 that	 this	 symmetry	 is	not	

restored	due	to	the	cross-section	of	our	wires.	Although	smaller	than	previously	reported	

in	 2D	 systems	 [97],	 the	 degeneracy	 lifting	 remains.	We	 also	 find	 additional	 degeneracy	

lifting	among	the	type-III	vertices	which	has	not	been	reported	in	2D	systems.	The	cross-

section	 of	 the	wires	 results	 in	 a	 distinction	 between	 the	 ‘upper’	 and	 ‘lower’	wires	 in	 a	

coordination-four	vertex,	where	an	alignment	of	the	upper	wire	magnetisation	is	preferred.	

This	gives	rise	to	the	observed	degeneracy-lifting	among	the	ice-type	vertices	and	the	type-

III	vertices.		

There	is	one	more	striking	result	in	the	energy	calculations	showing	that	the	energy	

of	a	2-in	or	a	2-out	excitation	yielding	a	𝒬 = ±2	charge	upon	the	coordination	two	vertices	

is	a	factor	of	≈ 3	higher	than	the	energy	associated	with	a	𝒬 = ±2	charge	(type-III	state)	

upon	 the	 coordination	 four	 vertex.	 The	 energies	 associated	 with	 the	 vertex	 types	 are	

determined	by	the	magnetisation	textures	at	the	vertex,	the	versatility	of	TPL	enables	the	

vertex	geometry	to	be	perturbed	such	that	these	energies	may	be	tuned.	This	approach	has	

already	been	established	in	2D	systems	to	select	energies	described	by	either	the	KDP	or	

Rys-F	 models	 [106],	 and	 could	 be	 explored	 in	 our	 systems	 to	 realise	 these	 in	 three	

dimensions	 or	 to	 recover	 degeneracy.	 Another	 approach,	 which	 presents	 a	 greater	

challenge	 from	 a	 design	 perspective,	 is	 to	 create	 a	 disconnected	 system	 where	 the	

magnetisation	texture	at	the	vertex	is	no	longer	a	factor.		

The	computational	requirements	of	finite-element	modelling	are	intensive,	and	the	

calculations	presented	in	this	work	are	at	the	limits	of	current	computational	capacity.	As	
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such,	we	used	the	micromagnetic	simulations'	results	to	inform	the	Monte-Carlo	simulation	

parameters	to	capture	the	full	lattice's	behaviour.	We	demonstrate	this	by	modelling	the	

charge	 propagation	 experiment	 outlined	 in	 section	 5.3.3	 and	 outlined	 in	 [39].	With	 the	

validity	established,	there	are	additional	implications	to	consider:	

1. A	magnetic	charge	forming	upon	a	coordination-two	vertex	is	highly	energetic	

2. Magnetic	charges	at	coordination-two	vertices	are	weakly	pinned.	

3. The	 cross-section	 of	 the	 wire	 favours	 alignment	 of	 the	 upper	 wires	 in	 a	

coordination-four	 vertex	 –	 favouring	 large	 magnetic	 domains	 upon	 the	 L1	

sublattice.		

Monte	Carlo	simulations	accounting	for	the	energetics	yield	an	effective	potential	of	

the	magnetic	monopole	defects	at	𝜇∗ = 1.03,	close	to	half	the	Madelung	constant	𝑀4 2⁄ =

0.819	 of	 diamond	 lattices.	 When	 2𝜇∗ ≈ 𝑀4 ,	 one	 may	 expect	 the	 formation	 of	 a	 highly	

correlated	charge-ordered	system,	or	charge	crystal,	yet	to	be	realised	in	a	3D	artificial	spin-

ice	system.	This	presents	a	clear	 future	direction	 for	exploring	parameters	such	as	wire	

length,	width,	and	thickness	to	realise	such	a	state.		

The	reduction	of	feature	size	achieved	with	TPL	[63-65]	enables	the	fabrication	of	

nanowire	 lattices	with	blocking	temperatures	close	to,	or	below	room	temperatures.	2D	

and	2.5D	thermally	active	ASI	has	been	studied	recently	[195,	196],	but	is	yet	to	be	extended	

to	3DASI.	Studying	such	a	system	will	be	challenging	with	 the	 techniques	shown	 in	 this	

thesis	and	will	rely	on	modern	synchrotron	techniques	such	as	scanning	transmission	x-

ray	 microscopy.	 Here,	 the	 presence	 of	 magnetic	 material	 upon	 the	 substrate	 becomes	

particularly	 challenging	 as	 the	 substrate	 signal	 dominates	 in	 measurements.	 Further	

challenges	arise	as	magnetostatic	 interactions	between	 the	 substrate	and	 the	 functional	
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components	may	 affect	 the	 system's	 behaviour.	 The	 lattices	 described	 in	 chapter	 5	 are	

designed	such	that	there	is	sufficient	separation	between	the	substrate	and	the	functional	

components	of	the	structure	by	including	redundant	layers	that	are	shadowed	by	the	top	

unit	 cell	 during	 deposition.	 Although	 these	 additional	 layers	 reduce	 the	 magnetostatic	

interactions,	 x-ray	 absorption	 by	 these	 layers	 severely	 impacts	 the	 feasibility	 of	 such	

techniques.		

Removing	the	substrate	 film	is	a	key	step	to	advancing	research	 into	3D	magnetic	

nanostructures	 using	 two-photon	 lithography;	 in	 addition	 to	 enabling	 a	wider	 range	 of	

measurement	techniques	for	3D	artificial	spin-ice	lattices,	selective	deposition	enables	the	

investigation	 of	 isolated	 magnetic	 nanowires	 using	 optical	 magnetometry.	 Chapter	 6	

describes	the	development	of	a	novel	fabrication	method	incorporating	a	sacrificial	layer	

compatible	with	the	TPL	process.	The	use	of	sacrificial	layers	is	already	a	well-established	

and	 ubiquitous	 approach	 to	 achieving	 selective	 deposition;	 however,	 the	 materials	 are	

incompatible	 with	 the	 TPL	 development	 process.	 	 Using	 laser	 ablation,	 water-soluble	

poly(acrylic	acid)	can	be	removed	from	target	regions	to	expose	the	substrate	unto	which	

the	 desired	 nanostructure	 may	 be	 anchored.	 A	 key	 advantage	 to	 this	 approach	 is	 that	

ablation	is	achieved	by	using	the	same	system	as	the	TPL	step;	the	sample	is	mounted	onto	

the	sample	holder	after	spin-coating	a	PAA	 layer,	and	drop-casting	photoresist	onto	 the	

sample	after	ablation	does	not	require	the	sample	to	be	removed	from	the	holder.		

The	 implementation	 of	 sacrificial	 layers	 in	 TPL	 nanostructuring	 is	 absent	 in	 the	

literature.	Although	using	sacrificial	stencil	masks	has	been	explored	[66],	this	approach	

would	be	prohibitively	difficult	 for	3D	nanostructures.	 In	 this	work,	we	show	that	 laser	

ablation	may	be	used	to	selectively	remove	the	PAA	layer	to	expose	the	substrate	providing	
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anchor	points	 for	 the	TPL	writing	 stage.	To	establish	 the	 feasibility	of	our	approach	 for	

magnetism,	we	fabricated	well-understood	permalloy	nanowires	of	(length:	80	µm,	width:	

300	nm,	and	thickness	25nm)	and	characterised	these	using	EDX	and	MOKE	magnetometry.		

EDX	measurements	clearly	show	the	success	of	 the	 lift-off	procedure.	EDX	spectra	

indicate	that	the	deposited	permalloy	has	the	expected	composition	(Ni81Fe19)	within	error,	

and	we	measure	no	permalloy	upon	the	substrate	near	the	wire.	Elemental	maps	captured	

at	45-degree	tilt	show	no	permalloy	deposited	upon	the	sides	of	the	scaffolds.		

Hysteresis	loops	of	an	isolated	magnetic	nanowire	reveal	a	square	loop	indicative	of	

a	 single	 transition	 via	 domain	 wall	 motion,	 we	 measured	 a	 coercive	 field	 of	 9.9	 mT	

consistent	with	values	reported	elsewhere	[190].	MOKE	magnetometry	with	the	laser	spot	

at	 several	different	 locations	on	 the	 substrate	near	 the	wire	 shows	no	detectable	 signal	

indicating	magnetic	material.	We	introduce	a	20	µm	x	20	µm	nucleation	pad	to	the	wire	and	

measure	 the	 nucleation	 pad	 coercivity	 at	 0.56	 mT	 consistent	 with	 thin	 film	 permalloy	

deposited	using	thermal	evaporation	[197],	and	a	reversal	in	the	wire	at	0.97	mT.	Finally,	

we	introduce	an	out-of-plane	defect	at	the	centre	of	the	wire	and	we	measure	a	nucleation	

field	of	0.46	mT,	and	an	injection	field	of	1.63	mT.	The	differences	in	the	nucleation	and	

injection	fields	are	likely	due	to	subtle	variations	at	the	joint	between	the	nucleation	pad	

and	the	wire.	We	measure	a	depinning	field	of	3.00	mT	demonstrating	the	ability	to	control	

domain	wall	position.		

Micromagnetic	 simulations	 of	 the	 pinning	 mechanism	 reveal	 a	 complex	 reversal	

mechanism	 where	 transient	 topological	 defects	 after	 the	 perturbation	 are	 required	 to	

enable	the	vortex	domain	wall	core	to	move	down	the	wire.	However,	SEM	images	of	the	

perturbation	create	uncertainty	as	to	whether	the	observed	pinning	is	due	to	the	processes	
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seen	in	the	simulations;	the	sides	of	the	perturbation	in	the	physical	system	appear	near	

vertical,	suggesting	the	observed	pinning	may	be	due	to	simple	discontinuities	in	the	wire.		

Uncertainty	 regarding	 the	 specific	 pinning	 mechanism	 notwithstanding,	 we	 have	

demonstrated	 the	 feasibility	 of	 using	 PAA	 as	 a	 sacrificial	 layer	 in	 3D	 magnetic	

nanostructuring	with	two-photon	lithography.	This	work	opens	opportunities	to	explore	

the	 impact	 of	 out-of-plane	 perturbations	 on	 domain	 wall	 pinning	 potentials	 and	 the	

fabrication	of	3D	domain	wall	conduits	such	as	3D	magnetic	racetrack	memory	devices.		

We	applied	the	sacrificial	layer	technique	to	produce	a	complex	magnetic	nanowire	

lattice	similar	to	the	subject	of	chapter	5	and	remove	spurious	signals	due	to	substrate	film.	

Initial	optical	magnetometry	measurements	revealed	an	additional	challenge	in	performing	

MOKE	measurements	of	3D	magnetic	nanostructures:	the	topography	of	the	sample	results	

in	mixing	 of	 the	 transverse,	 longitudinal,	 and	 polar	MOKE	modes	 leading	 to	 numerous	

features	in	hysteresis	loops.	Using	micromagnetic	simulations,	we	were	able	to	identify	the	

source	 of	 various	 features	 observed	 in	 the	measurements	 and	 gain	 insight	 into	 depth-

dependent	magnetic	switching	in	the	lattice.	

In	 closing,	 the	 work	 presented	 in	 this	 thesis	 provides	 insight	 into	 the	 first	

experimentally	 realised	 3D	 artificial	 spin-ice	 lattices	 and	 builds	 a	 foundational	 part	 of	

future	 research	 in	 these	 types	 of	 systems.	 The	 new	 fabrication	 methods	 presented	 in	

chapter	6	enable	further	investigation	into	3DASI	using	a	variety	of	techniques	previously	

inaccessible	due	to	substrate	film,	and	open	new	avenues	for	exploring	3D	magnetic	domain	

wall	conduits.		
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