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Abstract

Social networking platforms enable individuals to interact with others in a public forum

by creating and/or consuming both written and visual content. Due to the popularity and

wide-spread adoption of social media, this has led to unforeseen negative consequences

where actors use social media to intentionally disrupt normal discourse to subversively

influence individuals or groups. As a result, this leads to the problem of detecting

anomalous activity, which is challenging due to large quantities of textual information

combined with multimedia. Furthermore, this is compounded by issues such as foreign

languages. This motivates research into techniques that can detect anomalies in social

media activity through language-agnostic approaches.

This thesis examines ways in which this can be achieved through network science,

using different forms of networks to represent the behaviour of actors in social media,

rather than the specific content they have produced. However, diverse affordances on

alternative social media platforms make this a complex problem. This thesis examines

three alternative classes of network representation with respect to detecting disruption in

social media. We examine these representations using techniques from complex network

theory. Using a range of social media systems, this thesis provides evidence that network-

based signals aligning to disruptive behaviours can be detected for alternative forms

of social media engagement (e.g., collaboration, message, community and feed-based

interactions). Through this approach, this thesis determines prospects for assessing

social media in complex and dynamic scenarios without recourse to processing natural

language.
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1

Chapter 1

Introduction

Online social media platforms provide multiple mechanisms that support alternative

forms of user interaction. Since their introduction in less than two decades, their

adoption has been viral, fuelling a global revolution in social communication for all

sectors of society. As of 2021, it is estimated that a total of 3.7 billion users worldwide

are using some form of social media and is expected to increase to 4.41 billion users by

the year 2025 [3]. Key platforms include Facebook (+2,960M active users1, as of 2021),

Instagram (+1,000M active users), Twitter (+330M active users) and Reddit (+430M

active users).

Typically, the primary form of communication involves exchanging text-based messages

or multimedia such as images and GIFs. Beyond this, platforms such as Facebook

and Twitter also provide a means for users to share content produced by another user,

expression of support for content (e.g., ‘likes’) while other platforms such as Reddit and

YouTube allow users to comment on a particular topic or item. This results in a range of

affordances for the user, dependent on the platform.

Unlike traditional communication networks such as email and instant messaging, social

media platforms are also public-facing, where users interactions are often public, in a

shared online space when behaviour, arguments and ideas can be openly observed. This

has the power to influence large audiences who can also participate in the conversation.

Social media platforms can also be used to create and support informal communities,

1https://investor.fb.com/investor-news/press-release-details/2022/
Meta-Reports-Third-Quarter-2022-Results/default.aspx

https://investor.fb.com/investor-news/press-release-details/2022/Meta-Reports-Third-Quarter-2022-Results/default.aspx
https://investor.fb.com/investor-news/press-release-details/2022/Meta-Reports-Third-Quarter-2022-Results/default.aspx
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where often like-minded people or those with common views on an issue can participate

and interact with each other, aligned to forces of homophily, resulting in in-group

formation.

While social media platforms are clearly positive in connecting people, the affordances

they provide, combined with massive participation, can readily be used to cause dis-

ruption or potential harm on a large scale. This occurs through cultural influence - the

social transmission of content that affects human behaviour in the offline world.

There have been numerous significant instances of this in recent years. For example,

the ‘Stop the Steal’ movement is a recent example of this where communities mobilised

online to coordinate the disruption of the processing of the 2020 presidential election

results, the consequences of which resulted in terrorism and insurrection. This took

place over several online social networks using a combination of Facebook groups [143]

and Twitter [363]. Similar comments can be made regarding the use of disinformation

during the 2016 presidential election [14] and Brexit (The UK’s withdrawal from the

European Union) [182]. Consequently, there is an increasing need to identify such

forms of technology misuse in a new context - something for which the world has been

ill-prepared23.

1.1 Problem Definition and Approach

The focus of this thesis is on the problem of detecting disruptive behaviour in social

media. In the context of this thesis, “disruptive behaviour” can be defined as activity,

which takes place on social media, in which a user (or group of users) seek to interrupt

the normal proceeding of events which goes against the norms of the platform. Within
2How Were Social Media Platforms So Unprepared For ‘Fake News’ And Foreign Influence? :

https://www.forbes.com/sites/kalevleetaru/2019/07/09/how-were-
social-media-platforms-so-unprepared-for-fake-news-and-foreign-
influence/?sh=3e48797345cb

3When Social Media Is Really Problematic for Adolescents:
https://www.nytimes.com/2019/06/03/well/family/when-social-media-is-
really-problematic-for-adolescents.html

https://www.forbes.com/sites/kalevleetaru/2019/07/09/how-were-social-media-platforms-so-unprepared-for-fake-news-and-foreign-influence/?sh=3e48797345cb
https://www.forbes.com/sites/kalevleetaru/2019/07/09/how-were-social-media-platforms-so-unprepared-for-fake-news-and-foreign-influence/?sh=3e48797345cb
https://www.forbes.com/sites/kalevleetaru/2019/07/09/how-were-social-media-platforms-so-unprepared-for-fake-news-and-foreign-influence/?sh=3e48797345cb
https://www.nytimes.com/2019/06/03/well/family/when-social-media-is-really-problematic-for-adolescents.html
https://www.nytimes.com/2019/06/03/well/family/when-social-media-is-really-problematic-for-adolescents.html
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this thesis, a few examples of disruptive behaviour (see Chapter 2 for more) include

trolling and disinformation.

Detecting disruptive behaviour is complex for several reasons. Firstly, assessing the

context for disruption (this includes the user’s language, and use of images and multi-

media etc.) is a challenge due to the scale of social media platforms and the volume of

data that they produce. For example, directly analysing content could require subjective

assessments, such as for images, combined with advanced natural language processing

(also known as NLP) to extract meaning. Secondly, it is important to recognise that

content is not restricted to a particular language. Solutions that are language-agnostic

will mean that effective techniques for international deployment can be achieved with

relative ease. Thirdly, different social media platforms offer different affordances for

users. This means that actors can disrupt behaviour in different ways depending on

the type of social media used [394, 53, 364]. While metadata (such as timestamps,

keywords, etc.) and raw content can be used as features for detecting disruptive be-

haviour, relatively little work has considered the role of users, their relationships and

choice of affordances.

These problems motivate new and novel techniques to support the detection of disrupt-

ive behaviour across different social media platforms in a language-agnostic manner.

Accordingly, this thesis adopts a general strategy of assessing the behaviour of social

media users as opposed to directly analysing the content they produce. Although similar

approaches to achieving this have been introduced in a limited context, there remains a

considerable gap within the literature (see Chapter 2). This is because additional social

media platforms have emerged with new affordances. These offer different functionality

though which interactions can take place. Consequently, this thesis introduces alternat-

ive representations for user behaviour based on different user affordances provided by

alternative social media platforms, as presented in Chapter 3.

To conveniently represent different forms of user behaviour, this thesis focuses on

network-based representations, which we call behavioural networks. These are derived
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from the social media activity of users (see Chapter 3). The edges and nodes of behavi-

oural networks can take on many forms and can represent different types of interactions

depending upon the affordances of the underlying social media platform. Based on the

functionality of mainstream social media platforms, this thesis proposes three types

of behavioural network representation that capture significant user affordances: trans-

itional (see Chapter 4), user-to-user (see Chapter 5) and user association (see Chapter

6). In doing so, these network-based representations provide a principled approach to

test the hypothesis concerning the identification of disruption through the actions of

users, rather than the specific content of social media.

While behavioural networks offer representations to capture different aspects of user

interaction with each other and social media content, methods are also required to assess

and compare behavioural networks to establish anomalous activity. Consequently, some

form of social network analysis techniques are required to capture the characteristics

of behavioural networks. However, given the mass usage of social media [1, 2, 179]

and its dynamic nature, it is useful to consider approaches that are aligned to complex

networks. [54, 124].

Accordingly, using techniques from complex networks, this thesis investigates how

the under and over representation of induced substructures in behavioural networks

can potentially signal anomalous user behaviour aligned to disruption. This includes

a combination of both motif [263, 264] and subgraph analysis. This approach builds

on considerable theory from complex systems and is well-suited because the induced

substructures represent signatures aligned to patterns of small-scale human interaction

(i.e., consideration of a user’s neighbourhood and their surrounding interactions).

1.2 Hypothesis and Research Questions

The challenges outlined in Section 1.1 highlight the challenges associated with the

detection of disruptive activity. These motivate the following hypothesis:
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Hypothesis: Anomalous activity related to conflict or disruption in social media can be

detected through the construction and analysis of networks representing different types

of user behaviour and interaction, based on alternative affordances provided by social

media.

This thesis is dependent upon the computational methods that are required to extract,

model and evaluate networks derived from social media platforms. To explore the

hypothesis, a series of research questions are produced:

Research Question 1. How can behavioural networks be defined from activity on social

media platforms?

Online social networks can be represented many different ways. For example, platforms

such as Twitter allow users to interact with other users by means of sharing, liking,

mentioning and replying. Although these interactions can be represented in the same

way, each type exhibits different network structures, which in turn may result in different

types of affordances to appear.

Chapter 3 addresses this research question by outlining the ways in which social media

platforms structure their environments and provides an overview for capturing user

affordances on as many platforms as possible.

Research Question 2. Is it possible to produce a concise framework of alternative

network-based representations capturing alternative affordances provided across social

media platforms?

Social media platforms encourage different types of interaction, which result in dif-

ferent reactions [309, 139, 168, 310]. For example, the differences between Facebook

and Twitter can affect the way in which conversations are preformed [310]. Similar

observations can be made, ranging from the way entrepreneurs and businesses engage

with the larger audiences on Twitter [139] to users of online marketplaces discussing

and recommending products [309].
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The work produced in Chapters 4, 5 and 6 help address this research question by

using real-world social and behavioural networks extracted from various social media

platforms. In doing so, these chapters provide unique insights into scenario-specific

situations where many network representations are used to capture different variations

of conflict or disruption.

Research Question 3. How can diverse affordances and the interactions they facilitate

be represented?

Different social media platforms can be used in different ways. Consequently, different

user affordances can be extracted from a platform using different representations. This

issue is mostly addressed in Chapter 3 by considering the ways in which individuals use

social media. For example (see Chapter 4) Wikipedia is widely used for collaborating

with others indirectly to improve the quality of articles. This is different from Reddit or

Twitter (see Chapter 5) where the platforms are designed to encourage direct user-to-user

interaction.

Research Question 4. To what extent can local features (i.e., subgraphs) provide

signalling, on which prediction of disruptive behaviour be can be made?

The ability to detect disruptive activity on social media using language-agnostic network

representations with little computational overhead is highly desirable. To investigate

this, Chapters 4, 5 and 6 address this research question by using well-established binary

classification algorithms to assess predictive utility. These classifiers include: support

vector machine (SVM), binary logistic regression (BLR) and random forest classifier

(RFC).

Local network features are used to better understand structural properties by examining

smaller subcomponents, which are used to form a detailed profile of the network. In

addition to this, it may be necessary to explore the role of global features such in/out

degree, transitivity, density and reciprocity where possible (as seen in Chapters 5 and 6)

as part of a subtask to examine which network features perform best.
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1.3 Thesis Structure

This thesis is structured around the ways in which user activity can be modelled through

online social networking platforms. This can be broken down into broken down into the

following chapters.

• Chapter 2: Related Literature: This provides a broad overview of key areas

and disciplines surrounding the problem space and presents a gap within the

literature regarding the utility of behavioural networks and complex approaches

for detecting disruptive activity.

• Chapter 3: Characterising Diverse Functionality in Social Media: This chapter

explains the many ways in which social media platforms allow users to inter-

act and engage with their service and identifies the need for multiple network

representations for capturing user affordances, which addresses issues relating

to Research Questions 1, 2 and 3. The network representations introduced are

examined in the following three chapters.

• Chapter 4: Transitional Networks: This chapter introduces the concept of

transitional networks as a means to identify disruptive behaviour by using data

collected from Wikipedia and Reddit. This chapter introduces methods for gener-

ating a network representation from time-series data. This results in the ability

to detect controversial and non-controversial articles based upon the structure of

the revision history using network motif analysis. As a result, this contributes

to Research Question 2 by using a network-based approach for modelling user

affordances though switching behaviour and Research Question 4 by classifying

controversial and non-controversial articles using network-based features.

• Chapter 5: User-To-Users Networks: This chapter studies multiple ways in

which two users can interact with each other. Both Twitter and Reddit are used

to demonstrate different types of message-based interactions. In addition to
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this, induced subgraphs are used as feature vectors for classifying disruptive and

non-disruptive activity from the perspective of individual user accounts and their

local neighbourhood (egocentric networks) using Reddit and larger networks

(composed of retweets, replies and mentions) derived from various topics on

Twitter. By considering these user-to-user interactions, this supports Research

Question 2 by contributing alternative representations for particular types of

affordance and Research Question 4 by detecting the presence of disruptive

behaviour though massage-based network interactions.

• Chapter 6: User Association Networks: This chapter uses bipartite networks to

model the association between a user and a topic or activity. Association networks

and substructures capture two features; a user’s varied interests and similarity

with other users. This chapter uses Reddit to generate association models based

upon the relationship between user and subreddits they post in. Induced graphlets

are used to characterise communities associated with potential for misinformation

relating to the COVID-19 pandemic and other topics. This also contributes

to Research Question 2 by providing a novel approach for embedding user

affordances based upon simple bipartite connections and Research Question

4 by predicting whether a community has the potential for misinformation to

emerge according to the presence of bipartite graphlets.

• Chapter 7: Conclusions and Future Work: This concludes the thesis by re-

flecting on the contributions made with respect to the research questions defined

in the introduction and providing additional insights. This is a followed by some

additional thoughts with respect to future work and real-world applications.

1.4 Thesis Contributions

By addressing the research questions defined above, this thesis offers three unique con-

tributions: a modelling framework, analysis of behavioural networks and functionality
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to support possible applications for content moderation.

Modelling Framework: This thesis presents a framework for three alternative rep-

resentations of user behaviour for different social media platform affordances. These

representations are referred to in the thesis as transitional, user-to-user and associ-

ation. These representations are tested using data collected from Reddit, Wikipedia and

Twitter.

As far as we can establish, little research has considered an overall framework for

analysing different social media interactions through a network representation. As a

result, this thesis attempts to contribute to this issue by demonstrating the utility of

network representations on multiple platforms.

Behavioural Networks: Capturing and understanding user behaviour online is of great

significance to this thesis. As mentioned previously, disruptive behaviour is exposed

in multiple forms and appropriate methods are required for capturing such behaviour.

This thesis addresses the value of using a network-based approach for analysing human

behaviour.

Content Moderation: The results of this thesis are particularly valuable as a precursor

for content moderation in an online environment to combat disruptive activity. For

example, issues such as groups of users producing disruptive behaviour can be hard

to identify, as moderators have a very limited view of their interactions. This thesis

attempts to resolve this issue through methods to process data and present results in

such a way that it can help moderators to reduce (or even ban) such interactions in the

future.



1.5 List of Publications 10

1.5 List of Publications

1.5.1 Substantial Contributions

This thesis is based upon the following peer-reviewed publications:

• [22]: James Ashford, Liam Turner, Roger Whitaker, Alun Preece, Diane Felmlee,

and Don Towsley. Understanding the signature of controversial Wikipedia articles

through motifs in editor revision networks. In Companion Proceedings of The

2019 World Wide Web Conference, pages 11801187, 2019.

• [23]: James R Ashford, Liam D Turner, Roger M Whitaker, Alun Preece, and

Diane Felmlee. Assessing temporal and spatial features in detecting disruptive

users on Reddit. In 2020 IEEE/ACM International Conference on Advances in

Social Networks Analysis and Mining (ASONAM), pages 892896. IEEE, 2020.

• [24]: James R Ashford, Liam D Turner, Roger M Whitaker, Alun Preece, and

Diane Felmlee. Understanding the characteristics of COVID-19 misinformation

communities through graphlet analysis. Online Social Networks and Media,

page100178, 2021.

1.5.2 Collaborative Contributions

The results from this thesis contributed to the research of the following publications:

• [110]: Cai Davies, James Ashford, Luis Espinosa-Anke, Alun Preece, Liam

Turner, Roger Whitaker, Mudhakar Srivatsa, Diane Felmlee. Multi-scale user

migration on Reddit, AAAI, 2021

A paper which utilises data influenced by the findings of the investigation on

COVID-19 using subreddits with the potential for containing misinformation (see
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Chapter 6, Section 6.4). The data is used to observe multiple levels of migration

patterns across different subreddits.

• [254]: Cassie McMillan, Diane Felmlee and James R Ashford. Reciprocity,

transitivity, and skew: Comparing local structure in 40 positive and negative

social networks. Plos one, 17(5):e0267886, 2022.

Used as part of an investigation for assessing positive and negative ties in social

networks which makes use of the same methodology for generating Wikipedia re-

vision networks using techniques derived from transitional networks (see Chapter

4, Section 4.4).

• [235]: Eunjin Lee, James Ashford, Malgorzata Turalska, Liam Turner, Vera Liao,

Rachel Bellamy, Geeth de Mel, and Roger Whitaker. An exploratory analysis of

suspicious Reddit user accounts based on sentiment and interactions, 2019.

A study which makes use of the same dataset used to investigate suspicious user

accounts on Reddit (see Chapter 4, Section 4.5).
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Chapter 2

Related Literature

This thesis brings together a number of academic areas that are used to help develop

new approaches and functionality to support social media analysis. It is therefore useful

to identify related literature and key concepts in these areas. We begin with the concept

of the internet.

The use of the internet has revolutionised the way people communicate with each other

on a large scale. The introduction of the Web 2.0 and social media platforms made

it possible to establish contact with others using different forms of communication

(e.g. instant messaging, microblogging and bulletin boards). As a result, social media

has become a ubiquitous tool to facilitate the spread of information and has become

a fundamental component to the way society communicates to the point of becoming

dependent on it [382, 184].

While social media has provided many positive contributions to society, as of recent

developments, one of the unforeseen consequences of this is to cause disruption. Disrup-

tion can be defined as the action of preventing something, especially a system, process,

or event, from continuing as usual or as expected1. In the context of this thesis, this

definition can be extended to include interactions taking place on social media.

Issues such as “fake news” are a form of disruptive behaviour whereby groups of users

seek to (deliberately or inadvertently) deceive others through by spreading misleading or

false narratives which is largely driven by the inattention of others, resulting polarisation

1https://dictionary.cambridge.org/dictionary/english/disruption

https://dictionary.cambridge.org/dictionary/english/disruption
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and confusion [305]. Data from Google Trends2 (see Figure 2.1) reveals how the search

term “fake news” began to make an appearance towards the end of 2016 due to the vast

quantity of false stories shared during the 2016 US Presidential Election [14].

Figure 2.1: Appearance of the search term “fake news” used on Google over time
between 2004 and 2022 shows a distinct peak in activity towards the end of 2016.

Fake news has since accelerated rapidly due to events such as the 2016 US Election

2016 and Brexit (explained further in Sections 2.1.2 and 2.1.3 respectively) as explained

by the rapid increase in interested in Figure 2.1 around the end of 2016 [328, 305].

These results indicate that public perceptions of fake news and their disruptive con-

sequences have increased over time. As a result, this is also reflected in considerable

upsurge in academic study and motivates a need to study this issue further. Most studies

focus on using textual/language-based solutions, where major research has gone into

advancing techniques such NLP [295, 112], video/image processing [7, 313, 79] and

other techniques using multi-modal data [414, 215].

Disruptive behaviour has become a widespread issue and was largely unforeseen by the

creators of social media platforms, as their intentions were to provide communication

functionality. As a result of these consequences, this has led to more research into

possible computational solutions (such as detection methods) to prevent (or, at least,

minimise) disruption from taking place in future events.

This gives rise to new and unique challenges for research with respect to analysing user

activity in an online environment. Woolley and Howard of the Oxford Internet Insti-
2Google Trends: https://trends.google.com/

https://trends.google.com/
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tute have raised awareness of this issue in their book Computation Propaganda where

they have documented many instances where disruptive behaviour has been observed

worldwide [396]. This includes some of their more theoretical research surrounding mis-

information [181, 219], trolls [312, 60], social bots [187] and echo chambers [121, 123]

(see Section 2.2). In addition to the theoretical work, research perform by Pennycook

and Rand seek to understand the psychological aspects of how and why some people

fall to issues such as fake news [305, 307, 306]. Consequently, these issue have led to

practical implications whereby researchers at OSoMe (The Observatory on Social Me-

dia, Indiana University) have developed algorithms for detecting social bots [356, 111],

hoaxes [336] and misinformation [115] on Twitter.

Due to the scale of social media and the internet, disruptive behaviour had become a

global issue which needs addressing [188, 318]. As a result, computational solutions are

needed to detect instances of disruptive behaviour appearing in near real-time. Given

the vast geographical distribution of social media users, issues surrounding spoken

language and location begin to emerge.

This chapter considers the use of social network analysis as an alternative solution to

help aid our understanding of user behaviour from the perspective of their interactions

and relationships with other users and entities. Network representations of online social

networks are extremely useful because once the representation is established, network-

based techniques can be exploited as successfully harnessed in many other areas of

research [176].

This review provides an overview of key literature surrounding the applications of

disruptive behaviour analysis using multiple social media platforms. In addition, this

related literature considers the role of complex networks and their characteristics for

extracting predictive signals within a large social network.

In order to understand the literature surrounding these issues, this review is broken

down into the following sections:



2.1 Social Media Being Used for Disruption 15

• Section 2.1: Social media being used for disruption. A high-level overview of

how social media usage has been exploited in recent real-world events.

• Section 2.2: Types of disruptive behaviour on social media. Important forms

of disruptive activity within the literature are presented alongside proposed com-

putational solutions.

• Section 2.3: Modelling interactions of user activity. Consideration of the

different variations of social network configurations used within the context of

behavioural analysis.

• Section 2.4: Understanding the role of complex networks. A summary of the

characteristics of complex networks and their applications for detecting disruptive

behaviour on social media.

• Section 2.5: Conclusions. An overview of the literature presented with reference

to gaps within the research.

2.1 Social Media Being Used for Disruption

In recent years, there have been numerous situations in which social media platforms

have had an impact on the outcome of a particular event or in the way in which people

behave in an online and offline setting. This is primarily caused by a combination of

disruptive behaviour (see Section 2.2) and the way in which users make use of social

media (see Chapter 3). In almost all of these instances, it was simply unknown to

the public the magnitude of how disruptive these events were at the time, which were

unforeseen by the creators of these platforms.

The purpose of this section is to highlight how disruptive behaviour emerged in recent

events, where social media had a significant contrition in the development of the events.

These include Arab Spring, Brexit, 2016 US Presidential Election and COVID-19 -

some of which have been featured in greater detail throughout this thesis. The incidents
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surrounding these events have demonstrated how coordinated influence operations and

disruptive behaviour can be used to manipulate groups of users.

2.1.1 Arab Spring

One of the first occasions in which social media was used to cause disruption was during

the developments of the “Arab Spring”. Social media significantly contributed to what

eventually led to multiple demonstrations and protests taking place. The role of social

media in this context was twofold - to communicate and mobilise.

Social media played a significant role in allowing actors to communicate both locally

and globally. This was primarily achieved through the use of Twitter, Facebook and

various online blogs to vacillate a national and international conversation [71, 186, 174].

Furthermore, this allowed journalists and politicians alike to use social media as a

means for communicating to protesters, as well as establishing a global audience

[10, 395, 100]. Secondly, the use of social media allowed actors to organise and

mobilise both anti-Government and pro-government protests offline at scale [353, 287].

The global connectivity of social media meant that activists could coordinate protests

globally in an attempt to gain worldwide support and coverage [345].

The Arab Spring stands as an example of how social media was used as a means to seek

positive outcomes (in this case, freedom and democracy) through mass communication.

As a result, issues such as misinformation were overshadowed by individuals using

social media as a mechanism to promote a clear message. While this event may not

necessarily fit this chapter’s definition of disruption, it does however serve as an example

of how social media supports mobilisation which can have a negative impact (as seen in

future events).
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2.1.2 Brexit

The Brexit (United Kingdom’s withdrawal from the European Union) referendum saw

wide-spread disruption on multiple social media platforms. The most notable instance of

this took place on Twitter, using a network of highly-coordinated fake user accounts used

to spread disinformation believed to have been performed by Russian state actors [155].

This process involved using fake accounts to influence public opinion and drive division

though the use of elaborate echo chambers [155, 172] combined with microtargeting

users to enhance political polarisation [333].

This was achieved by provoking users with content designed to trigger certain reactions

in favour of a particular cause. One way to achieve this was through the use of trolling

by creating a hostile environment for others, disrupt public debate and to damage the

reputation of others [218, 38]. Research has shown the impact of these coordinated

campaigns on trends as they develop over time [25]. As a consequence, Brändle et al.

observed how Brexit (as well as the after effects) resulted in the “politics of division”

where individuals are heavily conformed to either a “Remain” or “Leave” position [63].

2.1.3 2016 US Presidential Election

The 2016 US Presidential election saw similar disruptive effects playing out during

Brexit, however, operations were more widespread covering dominant platforms in-

cluding Twitter, Facebook and Reddit to list a few [56]. Much like Brexit, the use of

mass coordination of fake accounts and disinformation played a significant role in the

election which resulted in heavily polarised “filter bubbles” emerging [161], however,

this was further amplified by the use of exclusive microtargeting to reach specific groups

of people based upon their personality traits [385, 36].

To begin, Twitter was primarily used as a communication tool to allow campaigners

to reach a large audience. This was a fundamental component to support the Trump

campaign and was used to generate a reaction out of their audience [142, 250]. Using
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social media in such a way was considered rather unconventional and “amateurish”

compared to other political campaigns [127]. This behaviour was compounded by a

small minority of users (around 1%) who were responsible for sharing 80% of fake

news, which amounted to around 6% of all news articles consumed on Twitter [160].

Consequently, this resulted in heavily polarised groups of users among those who

identify as Trump supporters [383, 145].

Secondly, Facebook further contributed to disruption through the spreading of fake news

and microtargeting. During and prior to the election, fake news was circulating around

Facebook, having a powerful network effect where favourable pro-Trump narratives

were shared as many as 30 millions times [163, 14]. Furthermore, Facebook’s ad

services were abused in such a way that their algorithms were exploited in an attempt

to maliciously microtarget individuals who are likely to engage politically [319]. A

small proportion of these ads were later identified to be of Russian origin [216]. This

had the effect of reinforcing a user’s existing beliefs making them less likely to change

their voting intentions [241]. In response, Facebook identified that their platform and

services were being used to form complex influence operations to propagate fake news

[390].

Finally, Reddit was used to cause disruption, although it had far less of an effect in

comparison to Twitter and Facebook. Given that Reddit as a platform is more community

oriented, this lead to the formation of echo chambers emerging within subreddits.

This was evident through the r/the_donald subreddit where pro-Trump supporters

gathered. Research has shown that members of r/the_donald didn’t participate as much

in other communities, thus forming echo chambers [164] which, in turn, was further

amplified by the presence of bots [191]. These echo chambers were identified by highly

interconnected groups of users within more right-leaning subreddits, which are typically

characterised with ties that are strong in homophily [346, 252].
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2.1.4 COVID-19

As of this writing, the ongoing COVID-19 pandemic has been the subject of multiple

forms of disruption. This typically comes in the form of misinformation (e.g. regarding

vaccinations) and hateful content (e.g. racism in relation to the Chinese origin of the

virus).

The issue of misinformation and conspiracies has had a significant role surrounding the

developments of the COVID-19 pandemic [298, 8, 294]. This had a widespread presence

on many social media platforms including Twitter, Instagram, YouTube, Reddit and Gab

in which the spread of misinformation rapidly accelerated over time [96, 69, 67]. As a

consequence, this can have a negative impact on both mental and physical well-being

[362].

In particular, misinformation surrounding anti-vaccination narratives have dominated

conversations on Twitter [148]. These are often directed towards a community of

influential accounts such as health workers and policy-makers, using persuasive and

emotive language in an attempt to shift opinion [266].

In addition to misinformation, social media has also been used to promote trolling and

hurtful content commonly described as hate speech [77, 177]. Platforms such as Twitter

have seen a rise in anti-Asian hate speech, using terms such as “Chinese virus” and

other derogatory terms [177, 134, 415].

2.1.5 Summary

To summarise, the events introduced in this section document important examples

regarding how social media can facilitate disruption surrounding real world events. It is

evident that disruption on social media has evolved to become more aggressive over

time. For example, the Arab Spring movement demonstrated how social media can be

used to as a communication channel for politicians, journalist and protesters alike. Since
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then, recent events such as the 2016 election and Brexit have revealed how users seek to

spread false narratives and cause division among other users. Brexit, 2016 Election and

COVID-19 all serve as examples for how misinformation and “fake news” have become

some of the most widely used methods for causing disruption and having an effect on

offline events.

2.2 Types of Disruptive Behaviour on Social Media

In view of the events studied in Section 2.1, disruptive behaviour can occur in numerous

ways across different social media platforms. This section presents particularly signific-

ant forms of disruptive activity found within the surrounding literature, which are often

found within many social media platforms.

2.2.1 Social Bots

Social bots are automated social media accounts designed to mimic real users at a much

faster pace. A social bot has been described as “a computer algorithm that automatically

produces content and interacts with humans on social media, trying to emulate and

possibly alter their behaviour.” [136]. These automated accounts are often used to

divert discussions and the opinions of users who use social media as a platform for news

digest [136] in an autonomous or semi-autonomous manner [159].

Research has been performed to predict automated accounts though a combination of

temporal and network-based features [137, 111, 191, 166]. Furthermore, a network-

based solution provides a robust framework for modelling agent behaviour [146]. For

example, research performed by Hurtado et al. reveal significant evidence that weighed

edge ties accurately characterise bot-like activity within a political discussion used by

labelled bot accounts [191]. Furthermore, these bot accounts heavily occupy social

networks such that they produce highly connected clique-like interactions with other
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users which are identified through the use of k-core decomposition [396, 35]. Research

by Barberá et al. reveals how a directed network of retweets on Twitter reproduces

this behaviour, where the central clique serves as a highly-connected and influential

component of the network [35]. Each layer of the core demonstrates how interactions

have transitioned from a central clique which cascades and branches out to other users,

depicting the process of political recruitment.

2.2.2 Trolling

The act of trolling evolves using highly emotive responses to provoke users in an online

social setting. Trolling can be observed within a social network though the use of dis-

cussion threads, to get a user or group to respond emotionally, either out of amusement

or to obtain a desired reaction [86]. Furthermore, trolling can be used as a strategy for

causing political upheaval between groups of users [141]. This form of behaviour is a

major cause for concern and has the potential for spreading misinformation [113].

Motivation surrounding the understanding of troll-like behaviour has been an active

area of research. Existing work has attempted to address this issue by considering the

online environment combined with mood and discussion context [88, 297]. A case

study performed on Reddit alludes to the utility of applying textual-based analysis

in an attempt to understand troll-like behaviour through conversation and comment

dialogues [260]. A network-based solution has been developed using Twitter data by

modelling a network of user interactions through retweeting behaviour, composed of

users who retweet another user’s content [354]. These results concluded that trolls are

characterised by large bursts of activity which are positioned within the top percentiles

of retweets.
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2.2.3 Brigading

Brigading (otherwise known as vote brigading or web brigading) is a form of disruptive

activity where a group of users deliberately attempt to distort a result or outcome

by means of mass coordinated participation. One of the leading and most effective

strategies used in brigading involves voting with the intention of making content more

popular or less popular, contrary to the opinion of the community. This form behaviour

can be used to determine the appearance of a particular outcome, making the final result

unreliable and false.

Platforms such as Reddit and various other Q and A platforms make use of various

voting mechanisms as a metric for crowdsourced opinions and popularity to the norms

of a given community or topic. Research has observed how political and apolitical

discussion threads online have been subject to voter manipulation, which, in turn, affects

the visibility of certain items [82, 200]. Work performed by Jeong et al. revealed how

sequential patterns of user activities provide a strong characteristic of coordinated

behaviour and vote manipulation [200].

As well as exploiting voting features, similar reactions have been observed through

the use of cross-community interactions with the intention of causing conflict [226].

Conflicts are modelled by generating a network of interactions composed of negative

ties, where one community negatively describes another based upon sentiment and

opinion. Their networks can be partitioned with relative ease, as users are likely to

reveal characteristics of loyalty [170]. This solution makes the task of projecting the

possibility of future conflict much easier to predict.

2.2.4 Echo Chambers

An echo chamber is an environment where a user is likely to encounter information

which supports and reinforces their common beliefs. It has been observed that echo
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chambers reveal signs of preferential attachment where users form a small highly-

connected inward group of isolated users where information can be exchanged freely

between members with little or no external influence [164, 70]. Using social network

analysis, this behaviour is characterised by a combination of high reciprocity [57] and

homophily [97]. Research has revealed how echo chambers have a negative impact on

diversity of opinion, with the potential of increased political polarisation [34, 199].

Echo chambers have been studied in the context of being a leading contribution of

misinformation and false ideas spreading online [331]. Significant evidence reveals how

weak network ties connected to echo chambers facilitate the propagation of misinforma-

tion. [188, 371]. This effect is observed through the notion of a “wildfire” where the

echo chamber initialises the wildfire which rapidly expands as more users participate,

which produces a cascading network effect [389, 371].

2.3 Modelling Interactions of User Activity

Navigating though social networks using online environments are often complex and

can be represented in many forms depending upon the setting. In its simplest form,

social networks are thought of as a collection of user nodes who share interactions with

each others through an associated edge. Depending upon the setting, the semantics

of edges and nodes can vary significantly based upon the behaviour of users and the

surrounding application. This section is devoted to outlining a few of these networks

which have a significant presence within the supporting literature.

2.3.1 Collaboration

Collaboration networks are composed of users who work and co-operate together to

achieve a goal or complete a task collectively [281]. Furthermore, applying a network-

based approach can be used to gain significant insights towards understanding how users
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behave in certain environments. The study of collaborative networks has a significant

presence within the literature [278, 279, 281]. However, with the introduction of the

internet, the use of modern technologies has helped to facilitate co-operation of large

groups of people. Using widely available resources, collaboration networks provide

significant value for allowing researchers to discover new collaborators based upon their

position in the network [375, 299, 245].

Although collaboration networks are best represented as a bipartite network of authors

and items [400, 398, 314] alternative network representations can be produced though

projected mapping [279]. Figure 2.2 presents an example bipartite network composed

of items (A-E) and authors (1-6) with three network projects.

Figure 2.2: Bipartite networks can be used to project interactions between differ-
ent types of entity and infer connections. From left to right, a network of linked
items based upon mutual authors, a bipartite network mapping items to authors
and a network of co-authors based upon mutual items in which they have collab-
orated.

In an academic setting, simple collaboration networks are constructed by modelling

papers and authors as nodes, where a paper has many authors and an author has many

papers. Although this produces a bipartite representation, this can be used to infer

connections to link users together based upon mutual papers [299, 245]. Research

produced by Newman et al. used a similar approach by mapping co-authors of papers
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together [279].

A considerable body of research is dedicated towards using online crowdsourcing as a

mechanism for collaboration. This is behaviour is observed though simple Question

and Answer (Q&A) forums [5] and with more-sophisticated collaborative services such

as Wikipedia3 [315]. These platforms expose the idea of the wisdom of the crowd [359]

where users collectively work to contribute towards building knowledge and developing

a solution. Research performed by Wu et al. make use of bipartite networks to model

collaborations by linking editors and Wikipedia articles where an edit has occurred

[400, 398, 314]. It is revealed that distinct network structures correlate directly with

article quality.

2.3.2 Informal / Social Networks

Online social media platforms provide wide-spread access to friendship groups and

offers basic functionality where users can share, comment and exchange messages

with other users. These interactions are explicitly considered however less obvious

interactions such as “liking” another user’s content are less obvious and often implicit

in network representations, or not considered.

Platforms such as Facebook, Twitter and Reddit facilitate these interactions between

friends and other users alike. These platforms allow users to produce clear interactions

with other users and serves as the basis for research surrounding behavioural analysis.

A basic example can be produced by modelling discussion threads over a particular item

or topic [256, 391, 392]. Figures 2.3 and 2.4 present an example of two network repres-

entations for modelling discussion using a tree (see Figure 2.3) with time-constrained

interactions and a reply network (see Figure 2.4) composed of directed replies between

users. A discussion tree may contain multiple appearances of a single user but provides

discussion depth whereas a reply network flattens interactions to focus on the dynamics

3Wikipedia: https://wikipedia.org

https://wikipedia.org
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between users as opposed to their position in a discussion.

Figure 2.3: Example of an informal undirected discussion tree taken from Reddit
of comments and their replies. The node shown in blue represents the root, top-
level comment.

Social network analysis provides significant insights for studying users on an individual

or community level. Small user indications produce ties which contribute towards

discovering valuable connections to other users and groups within the network at large.

This is observed through the notion of “the strength of weak ties” phenomena where

connections beyond one’s peer group support the mobility of information and behaviour

from one community to another [157, 30, 64]. Furthermore, networks can be isolated to

observe the spread of information using weak ties around a specific user in the form of

an egocentric network [300, 175, 83] which closely resembles behaviour of humans in

offline networks [20]. Similar behaviour can be measured through reciprocity where

pairs of users share a stable mutual connection maintained through communities [283],

social capital [126] and indirectly through other users [288].
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Figure 2.4: Example of an informal directed reply network taken from Reddit
of users replying to other users based upon the original discussion tree shown in
Figure 2.3. The node shown in blue represents the user who initiated the conver-
sation.

On a larger scale, network analysis can be used to cluster and partition groups of users

based upon repeated interaction and weak ties [150]. Community detection can provide

a useful metric for understanding the large spread of behaviour through a combination of

clustering and positive correlations [283, 72]. In addition to this, higher-level semantics

such as individual roles can be extracted to understand how a specific user behaves

within a network using clustered embeddings and node structure [158, 75]. Using these

features, user reactions are much easier to study with applications such as detecting

fake accounts [80], anti-social behaviour [87] and controversy [153, 30].
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2.3.3 Communication

Similar to informal networks presented in sub-subsection 2.3.2, communication net-

works are composed of users who exchange messages (such as email and SMS) between

each other which are specifically directed at a user or a group of users.

Although the semantic value of interactions are of high value, such traces of commu-

nication are typically hidden and only specific parts of the network are exposed to a

user at one particular time. These networks are centred around a user in the form of an

egocentric network in which only a central user is aware of their interactions with other

users [140].

The rise of modern technology has resulted in a rapid increase in research surrounding

the study of communication networks though multiple formations [341, 101]. One

significant area of research focuses on the impact of spam. Network analysis is applied

to understand the distinct properties of a network propagating spam combined with

temporal features [202, 45, 114, 92]. In addition to spam detection, general behavioural

characteristics can be extracted to infer more meaningful connections such as trading

networks [323, 338] and organisational networks [271].

2.4 Understanding the Role of Complex Networks

In view of the network structures described in the previous sections, it is evident that

modelling interactions on social media using network representations leads to the emer-

gence of complex networks. Complex networks refer to a subset of networks which do

not feature simple or regular structures (e.g. a lattice) and often reflect structures which

are representative of real world systems (e.g. communication, biological, computer and,

most importantly, social networks) [12].

Complex networks are typically distinguished by their scale and/or dynamism, and

therefore are useful in representing social media. In doing so, this opens up more
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opportunities to examine social media in greater detail.

2.4.1 Properties of Complex Networks

As mentioned previously, the properties of complex networks are relevant to social

media due to the wealth of user interactions and the scale of which these networks grow

and change. Social media networks, and their associated representations, have natural

characteristics that lend themselves to being considered complex networks (e.g. scale

and dynamism). The collection of links that build up in particular ways lead to patterns

that can be identified at scale. For example, two of the most well-known and established

classes of complex networks include small-world and scale-free networks. These

networks have properties that emerge at scale and affect how the network functions.

For example, a small-world network has low average node degree, where most nodes are

not neighbours of one another, but paths can reach every other node with a short length

[388]. Typically, these networks are sparsely populated and have a very low global

clustering coefficient but feature small cliques such that a node can be accessed directly

from any neighbouring node. Small-world networks have a wide-spread presence on

the web [135] but also apply specifically to social media platforms as they are due to

the high connectivity of interactions [286]. Small-world properties also have an impact

on information diffusion and conversational dynamics [208, 93].

A scale-free network is a further class of complex network, characterised by a degree

distribution (degree being the number of edges connected to a node) which follows

a power law distribution [32]. These are typically characterised by the presence of

high-degree nodes otherwise known as “hubs”, with their spokes having a small degree.

These properties are often driven by preferential attachment in network growth processes

[33]. The properties of preferential attachment are observed in this thesis by taking

observations from metrics such degree distribution, transitivity and reciprocity. These

are observed in greater detail in Chapter 5 using user-to-user networks by examining
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high-degree egocentric subgraphs centred around a single user.

Scale-free networks are fundamental to social network structure and appear naturally

according to simple edge formation rules as observed through preferential attachment

[49, 33].For example, these phenomena have been observed on Twitter by studying

how follower connections contribute to certain users rapidly gaining popularity though

the “rich gets richer” philosophy [18]. Furthermore, scale-free networks also make

it possible to find communities structures [201] and model the spread of information

(including rumours) [302, 276].

2.4.2 Complex Networks in Social Media

As identified by Guliciuc et al., social media can be treated a type of complex system

as “complex systems are composed of a very large number of different elements with

non-linear interactions; furthermore the interaction structure, a network, comprises

many entangled loops” [165, 99].

Both social media and complex networks are characterised by the essence of scale and

dynamics. For this reason, complex networks are well-suited for studying social media

activity by using specific techniques have been developed over time. These techniques

provide methods to interrogate platforms in new ways by studying networks derived

from social media. As a result, this opens up more possibilities to analyse behaviour

to a greater extent though the use of social network analysis and is explored further in

Chapter 3 as the basis for understanding the behaviour of users on social media

2.5 Conclusions

To conclude, this overview of literature from related academic areas provides context

to the problem addressed in this these and outlines the existing research surrounding
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disruptive behaviour on social media. This was first explored by considering the real-

world relevance of the impact of disruptive behaviour based upon recent events. This

was then followed by an overview of the types of disruptive behaviour that takes place

on social media and the state-of-the-art methods used to identify and combat them.

Finally, this literature review provides an overview of some of the most fundamental

network structures present within any social setting and examines the ways in which

behaviour can be modelled using principals taken from complex networks.

As a result of the research presented throughout this review, three key observations can

be mode which motivates the work set out in this thesis. These are summarised and

explained as follows:

1. Disruptive activity has evolved and become more mainstream over time.

2. Frameworks for studying social media platforms are valuable and needed.

3. Complex networks provide potential for modelling disruptive behaviour.

Firstly, as observed in Section 2.1, it is important to acknowledge that as social media

platforms have evolved over time (in terms of features and registered users), so too

has disruptive activity become more mainstream and politically motivated over time.

For example, fake news on Twitter and Facebook can resurface on multiple occasions,

gradually becoming more intense and extreme over time [340, 15]. Similar comments

can be made with trolling with respect to how it has become the norm on social media

with the potential to shape politics and legislation [171].

Secondly, the work featured in Section 2.2 outlines the many ways in which it is possible

to discoverer and predict different forms of disruptive activity using different types of

information. While there are a few examples which use network-based solutions to

detect disruptive activity (e.g. [111, 191, 226, 57, 97, 371]) it has become clear that

there is no coherent framework for modelling and predicting disruptive behaviour using

a single, cross-platform framework which is suitable for most, if not, all circumstances.
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The work featured in Sections 2.3 and 2.4 suggest that it is possible to create a framework

using different network representations for capturing different types of behaviour.

Thirdly, given that many of the proposed solutions in Section 2.2 make use of non-

network-based approaches (e.g. [88, 297, 260, 354, 34, 199, 331]) such as NLP, it is

important to state that there are several disadvantages to these techniques which need

to be considered before use. For example, by considering NLP as a possible solution

to detect disruptive behaviour, it is import to acknowledge potential problems such as

irony [381], multiple word meanings [230] and general ambiguity [205]. These issues

are exacerbated when multiple languages are considered meaning that separate models

are needed for each language. Consequently, this solution simply does not scale well

according to the growing demand of the internet and social media usage [1, 2, 179]. It

is clear that a language-agnostic solution is needed.

Fourthly and finally, by treating social networks as “complex networks” (see Section

2.4) this opens up more possibilities with respect to analysing disruptive behaviour

from the perspective of social complexity. Furthermore, complex network provide many

characteristics include community structure, reciprocity and induced other substructures

such as triads, which make it easier to study diverse user interactions across multiple

social networks / platforms.

In view of these observations, it is evident that a suitable framework is needed to

understand social media platforms and disruptive behaviour based upon social network

representation derived from user activity. Social network analysis serves as an ideal

solution due to simplicity, effectiveness, versatility and are language-agnostic. This

supports the need for further investigations to demonstrate the utility of network-based

approaches for disruptive behaviour which is explored further in the next chapter,

Chapter 3. Given the scale of the problem, additional literature is provided within each

of the subsequent chapters addressing on the issues relevant to the work of each chapter.
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Chapter 3

Characterising Diverse Functionality

in Social Media

3.1 Introduction

The use of social media has transformed the way we communicate in a public setting

online. By using social media platforms, people can communicate with others using a

range of different ways. Because of these differences, it is important to acknowledge

that interactions using different platforms are not always equivalent.

Additionally, it is also important to consider future social media platforms, which may

depend upon affordances that are different to those used today. Research has shown

how the future of social media is used in many areas of our lives (e.g. LinkedIn for

Work, Spotify for music) and will continue to grow and expand in multiple domains

(such as online/offline integration and the role of bots) with an emphasis on platforms

which encourage user generated content [19, 210].

The concept of affordances was introduced by James Gibson to describe the relationship

between a human (or other organisms) and its environment [149]. Since its introduction,

the notion of an affordance has been expanded to describe the relationship between

users and the functionality of online environments by means of a computer, tablet or

smartphone. This is highly relevant to social media platforms, in which users interact

with different content through alternative social media platform interfaces [74].
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Research performed by Majchrzak et al. introduced the concept of “network-informed

associating” from the perspective of knowledge sharing, where users of a platform

establish ties between other users and content [246]. These ties are designed to have a

positive effect by expanding social capital and link building. Given that there are many

social media platforms available, often designed for different purposes, Treem et al.

[364] determined that there are at least four known affordances (visibility, persistence,

editability, and association) which can be found on almost all social media. While this

is interesting to note, these affordances, in terms of purpose and usage provided to

the user, are so high level they are not particularly helpful in distinguishing between

types of individual social media platforms. Instead, they represent how social media

may compare to other general classes of media. Therefore, we progress by proposing

affordances that reflect how different social media maybe used at a more detailed level.

Specifically, we consider ways in which an individual may extract value from interaction

with alternative possible types of social media platform.

It is clear that when it comes to understanding social media, affordances are relevant

and have an important impact on the way in which individuals use these platforms.

Using principles taken from database management, this thesis considers the create,

read, update and delete operations (otherwise known as CRUD) as affordances due to

the way in which social platforms provide functionality allowing users to interact with

and manipulate activity in a certain way. Consider the following example, where these

CRUD affordances apply to tweets on Twitter.

• Create: A user can create a new tweet.

• Read: A tweet can be found on a user’s timeline news feed.

• Update: A tweet can be edited to remove or add new content.

• Delete: A tweet can be removed.

As shown, these generic affordances encompass a range of different activities and apply
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to many other types of social media platform, including both Wikipedia and Reddit -

the focus of this thesis.

For example, on Reddit, a user can create a post in subreddit, which can be read by

others who are a part of said community. This post can also be edited (update) or

removed altogether (delete).

Likewise with Wikipedia, a user can create an article which is read by others. An article

can be revised (updated) by the community or can be removed (deleted) altogether.

3.2 Categorisation of Social Media Through Data Struc-

tures

In view of the many different types and variations of social media available, this thesis

considers how users (collectively and individually) may engage with potential content

via generic affordances (such as CRUD) acting on user activity. In this section, data

structures relating to social media content are introduced as a mechanism to categorise

different social media platforms. These platforms can be classified based upon the

presence (or absence) of certain data structures which can be observed on the platform.

To understand the role of data structures within this thesis, Figure 3.1 describes the

relationship between - Data Structures, Platforms and Networks.

Using the diagram presented in Figure 3.1, the role of a data structure concerning social

media content is twofold. Firstly, data structures can be used to categorise platforms

based upon the presence of certain features provided on a platform and secondly, they

can be used to describe the basic components of a network representation of a social

media platform. As a result, the network representation can be used to model the activity

on a social media platform.

There are very few instances from the surrounding literature where a classification is
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Platform

Data Structure

Network

categorises describes

models

Figure 3.1: The relationship between data structures of social media activity, net-
works and platforms. The data structures categorise the platform and describes
the networks. The networks are used to model activity on the platform.

used as a means of describing and modelling user activity on social media. Research

by Vuori et al. [380] attempts to classify social media platforms with respect to an

“innovation and business-to-business relationship context”. They do so using the “5C’s”,

(Communicating, Collaborating, Connecting, Completing and Combining) as a way to

evaluate and compare different tools provided by social media platforms.

However, research by Koukaras et al. identified that social media platforms are exper-

iencing a rapid stage of evolution and that more taxonomies are needed [220]. They

introduce 14 high-level utilities which include “connecting”, “multimedia” and “profes-

sional” as some of the most popular utilities based upon existing research. In addition to

this, research produced by Ouirdi et al. [296] considers three dimensions for classifica-

tion including “who” (Micro-level, Meso-level and Marco-level), “what” (Images, Text,

Video, Audio, Games) and “why” (Networking, Sharing, Collaboration, Geo-location)

as a method for building a taxonomy.

In view of these findings, this chapter proposes a novel framework for categorising

different social media platforms according to the presence of certain data structures.

Currently, there are no existing cross-platform frameworks which attempt to classify

social media platforms in this manner.
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3.2.1 Data Structures for Social Media Content

In the context of this thesis, a data structure is defined as a collection of fields (e.g. a

username, timestamp, action, etc) based upon attributes which necessary to represent a

user’s activity or action on a social media platform which can be manipulated by the

basic CRUD affordances (see section 3.1 for the description of these).

This thesis introduces four high-level abstract data structures which we postulate are

sufficient to encompass almost all interactions on social media in its current manifest-

ation. We call these data structures Community, Message, Collaborative and Feed.

These and are described as follows:

• Community (See Section 3.2.2): Community data structures are needed to focus

on user interactions surrounding community / group engagement. For example,

posting a submission to a community.

• Message (See Section 3.2.3): Message data structures focus on interactions

directed from one user to another. These conversations can be contained within a

thread where users can reply to one another or through short expressions such as

“liking” or “favouriting”.

• Collaborative (See Section 3.2.4): Collaborative data structures are used to

capture a user’s collaborative activity with respect to an editable repository (e.g.

a wiki or git project).

• Feed (See Section 3.2.5): Feed-based data structures feature time series activity

created by a user (e.g. posts or new stories) and arranged according to an

algorithm.

The four data structures described above are based upon a novel concept which do not

appear within the supporting literature and are created to support the work of this thesis.

These data structures are developed using a total of N = 8 unique fields which are User,
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Timestamp, Interaction, Community, Recipient, Repository, Action and Content. Of

these fields, only the User and Timestamp fields are required for all four data structures.

The remaining fields are determined by the type of platform that is being considered.

This is elaborated further within each of the following sections.

3.2.2 Community Data Structure

Field Description
User The user associated with the community
Community A clearly defined community of interest
Interaction A type of interaction taking place in the community
Timestamp The timestamp of when interaction took place

Table 3.1: Proposed necessary fields required for the community data structure

Community structures and interactions are a fundamental component to many social

media platforms [84] and are widely used to support homophily (attraction through

commonality) and assimilation of like-minded individuals with respect to certain issues

[47, 379]. Additionally, communities can be used to help others to reach a target

audience for the purposes of self-promotion (e.g. marketing a brand [120]). As a result,

community structures have an import role on building social capital and improving

information quality with respect to both bonding and bridging [81].

The data structure presented in Table 3.1 seeks to represent social media content within

a community by identifying instances where a User engages with a Community based

upon some Interaction (e.g. posts to, subscribes to) at some Timestamp in time. These

are essential fields in order to classify a platform as supporting activity in an online

community. The data structure provides the basis for modelling a many-to-many

mapping between multiple users and communities.
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Field Description
User The user initiating the message
Recipient The user receiving the message
Interaction The type of interaction being made (e.g. a reply)
Timestamp The timestamp of when interaction took place

Table 3.2: Proposed necessary fields required for the message data structure.

3.2.3 Message Data Structure

Message data structures are essential for allowing users to communicate with one

another publicly through social media. In particular, the use of messaging features

(e.g. comments and replies) have an impact on driving user engagement [239, 26, 122].

Messages can be used to extract predictive signals for making recommendations [13]

and sharing content [349]. As well as driving engagement, the use of message-based

features can also be used to offer feedback [173] thorough meaningful conversations

based upon shared emotional intensity [40, 152].

Using the proposed data structure in Table 3.2, the presence of a Message data structure

is conditioned on a pair of users where a User initiates an Interaction (e.g. a reply, like

or comment) on a Recipient at a point in time Timestamp. The relationship between a

User and Recipient is important for understanding engagement based upon a message

being directed to a specific user. The Interaction is used to represent explicit actions

such as replies and mentions, although this can be extended to include less-explicate

actions (such as “likes” and “favourites”) as they too can be interpreted as messages or

expressions (e.g. a “like” being used to support or agree).

3.2.4 Collaborative Data Structure

As discussed earlier, collaboration has become an important component of the modern

Web 2.0 by exploiting the idea of the “Wisdom of Crowds” [359]. According to Hemsley

and Mason, social media can be used to “enable people to connect, communicate, and

collaborate” [180]. For this reason, collaboration is an important process of social
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Field Description
User The user acting upon the repository
Repository A block of information which can be manipulated by multiple users

(e.g. an article)
Action The action to manipulate the repository (e.g. create, edit, delete)
Timestamp The timestamp of when the action took place

Table 3.3: Proposed fields for the collaborative data structure.

media interactions and is therefore relevant to this thesis in an attempt to understand

user behaviour on social media. An example of collaboration can be found using various

wiki-based platforms (such as Wikipedia) where users collaborate on articles using

dynamic social interactions to build high quality content [248, 249].

Table 3.3 proposes necessary fields for the Collaboration data structure by making

reference to a User acting on a Repository based upon some task Action at a point in

time Timestamp. In the context of this thesis a Repository can be defined as a block of

information (e.g. an article, file or code project, etc) which can be edited by multiple

users at concurrently. Furthermore, this can also be composed of additional subcom-

ponents (e.g. an article contains headings, images and paragraphs as subcomponents.

Much like the Community data structure, the Collaborative data structure can also be

used to model a many-to-many relationship between multiple users and repositories

they have manipulated.

3.2.5 Feed Data Structure

Field Description
User The creator / author of the content
Content The main body of the content for the feed
Timestamp The timestamp of when the content was created

Table 3.4: Fields required for the feed data structure.

Feed-based data structures are widely used across almost all social media platforms

as a way of organising and presenting temporally relevant information to users. On
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most platforms, a user has a commutable, time-ordered sequence of messages adjusted

according to their interests. News feeds have been the subject of discussion in recent

years due to the complexity of the algorithms which social media platforms use to present

information to users [116, 361] and to remain informed on current affairs [51]. This

has resulted in the need for interpretable and explainable news feed algorithms [269].

Others have tried to find alternative ways of adjusting their news feed by comparing

alternative algorithms [129] and by unsubscribing from topics or users they no longer

find interesting [52]. Consequently, this has the potential to contribute to the formation

of echo chambers and filter bubbles [350, 46].

The Feed data structure in Table 3.4 proposes a simple construct for identifying the

presence of a feed. In this case, a User is the creator (or author) of a piece of Content

(e.g. a blog post, submission, image or video) which was created at a given point in

time, determined by a Timestamp. The Timestamp field is essential as this is used to

determine where the item is positioned in a feed according to a given algorithm.

3.3 Platforms of Interest

With respect to the proposed data structures (see Section 3.2) it is important to acknow-

ledge that social media platforms provide a wealth of information for understanding

how users behave online.

According to Obar and Wildman, “social media” can be defined by four key characterist-

ics. Firstly, “social media services are (currently) Web 2.0 Internet-based applications”.

Secondly, “user-generated content is the lifeblood of social media”. Thirdly, “individu-

als and groups create user-specific profiles for a site or app designed and maintained

by a social media service”. And finally, “social media services facilitate the develop-

ment of social networks online by connecting a profile with those of other individuals

and/or groups” [289]. Furthermore, as mentioned previously, Hemsley and Mason

describe social media as a set of tools that “enable people to connect, communicate, and
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collaborate” [180].

Using definitions of social media, the following services are considered examples of

widely adopted platforms throughout society among English-based speakers.

• Facebook allows users to create profile pages, create posts, ‘like’ pages, join

groups, share photos and videos with ‘friends’ - a bidirectional connection

between two profiles.

• Instagram is a multimedia sharing service where users can upload and share

photos and short videos. Instagram allows users to follow other user accounts to

interact and follow their content.

• Twitter is a microblogging platform where users post short pieces of text (280

characters) where users have the ability to retweet (share), mention and reply to

other users’ tweets based upon users accounts they follow.

• YouTube is a video sharing platform where users can upload videos, subscribe

to channels and engage with other users’ videos by means of leaving comments,

‘liking’ and ‘disliking’.

• Reddit is a social news aggregation site, allowing users to submit links and text

posts to communities known as subreddits where others can leave replies and

“upvote” and “downvote” submissions.

• Wikipedia1 is an online encyclopedia and collaboration platform where users can

help improve the quality of articles by collaborating and interacting with others

through the use of ‘talk’ pages and revision logs both directly and indirectly.

• TikTok is a video sharing platform designed to enable users to upload and share

short entertaining video clips. In return, users can react and collaborate with

others though videos clips of their own.

1Considered as social media according to Treem et al. [364]
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• Snapchat is a messaging service designed to allow users to send images and

messages to each other which disappear after a short interval such that the original

recipients can no longer access the content after this period.

• Pinterest is an image sharing platform where users create pins (images, videos,

GIFs, etc) found across the web designed to help users create, share and contribute

ideas with others. These pins can be grouped together using ‘boards’.

• Quora is a Q&A-based platform in which users can submit questions and provide

contributions in the form of answers in response. Other users can help improve

the accuracy of answers by providing adjustments.

As of this writing, of the platforms mentioned above, Wikipedia, Reddit and Twitter

are accessible using a freely available public API. Facebook, YouTube and Instagram

provide limited or restricted access and TikTok, Snapshot and Quora have no public

API.

For the purposes of this thesis, it is necessary to consider only a subset of these social

media platforms by focusing on those that exemplify different behaviours and depend on

the different data structures introduced in Section 3.2 and have accessible data collection.

To establish suitable candidate platforms for research purposes, the following criterion

is used to consider possible platforms.

• Public API: In order to obtain the necessary data used for analysis, it is important

that the platform of interest supports an API where anyone can register for

access with minimal rate restrictions. Collecting data via a public API is not

straightforward for several reasons. Firstly, any automated implementation (e.g. a

Python script) must take into consideration rate limits by ensuring that all requests

made to the API are within the allowance window. Secondly, most APIs return

results in blocks meaning that the implementation will need to page though each

set of results in order to receive all the data needed for the analysis. Finally, all
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APIs vary depending on the platform meaning that data retrieval strategies will

need to be adjusted accordingly. For example, using the Twitter API, tweets are

“hydrated” meaning that the full tweet metadata is retrieved using its ID. Without

a public API, the task of collecting data (e.g. via web scrapping) may prove

challenging at scale and/or may be forbidden.

• Time series: A platform of interest must store user activities (e.g. a post or reply)

with a timestamp such that the data can be arranged in a time-series based format.

This provides a representation for understanding patterns and trends over time and

is a requirement of the proposed data structures that we are seeking to consider.

• Lookup Query: The platform must support the ability to “lookup” the details of

a specific user account or other item of interest. This is particularly important

when considering a community or topic.

• Traceable: In addition to Lookup Query, the platform must support the ability

to trace activity. For example, the ability to look up a user account and to find

a list of recently created posts. This can be reversed to look up the post and

find the original author. This is relevant to the community and collaborative data

structures.

• Mode of Media: Understanding the primary mode in which a platform operates

(e.g. users posting text, images, videos, etc.) is important for information retrieval.

For the purposes of this thesis, text-based information is easier to process as the

relevant information can be extracted in an automated fashion (e.g. extracting

URL’s in a text post).

A summary of popular social media with respect to the above criteria is presented in

Table 3.5. While there are many other alternative social media, it is apparent that very

few of them satisfy all the above criteria. In view of the results provided in Table 3.5, this

thesis focuses on three specific social media platforms of interest; Wikipedia, Reddit
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and Twitter. These three platforms are known throughout the thesis as “platforms of

interest” and are summarised further in the following sections.

Platform Public API Time series Lookup Q. Traceable Mode of Media
Wikipedia2 Yes Yes Yes Yes Text
Reddit3 Yes Yes Yes Yes Text
Twitter4 Yes Yes Yes Yes Text
Facebook Limited Yes Limited Yes Text
YouTube Limited Yes Limited Yes Video
Instagram Limited Yes Yes Yes Multimedia
TikTok No N/A N/A N/A Video
Snapchat No N/A N/A N/A Multimedia
Pinterest Restricted No Yes Yes Images
Quora No N/A N/A N/A Text

Table 3.5: Matching popular social media platforms to the criterion reduces the
number of platforms down to a manageable size.

3.3.1 Wikipedia

Wikipedia5 is an online encyclopedia founded in 2001 by Jimmy Wales and Larry

Sanger. Wikipedia’s articles are created and maintained by a community of international

volunteers and supports over 300 spoken languages.

MediaWiki6 (the software which operates Wikipedia) provides the functionality for

users to interact with each other in a collaborative fashion by allowing users to register

for an account and make revisions to articles they are interested in. Furthermore, users

can communicate with one another though the use of talk pages - a dedicated page

attached to an article for discussing matters relating to the improvement of an article.

As a result, Wikipedia is predominantly a collaborative-based platform as it is used to

facilitate the process of revising articles. Data such as the article revision history is

preserved since the article’s creation and can be publicly accessed without the need of

creating a user account.

5https://wikipedia.org
6MediaWiki: https://www.mediawiki.org/

https://wikipedia.org
https://www.mediawiki.org/
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3.3.2 Reddit

Reddit7 is a social news aggregation and discussion website founded in 2005 by Steve

Huffman, Aaron Swartz and Alexis Ohanian. Reddit’s users (also known as “Redditors”)

can submit content to different communities (known as “subreddits”) in the form of links,

text posts, images and videos. Users can determine the popularity of content through

the process of “upvoting” and “downvoting” other user’s submissions. Additionally,

Reddit can be treated as a discussion forum by encouraging users to leave comments

and replies in response to a submission.

As a platform, Reddit offers the most in terms of extracting user interactions. Upon

creating a user account, users are encouraged to subscribe to topic-based subreddits

where users can submit posts (either as a link or piece of text), leave comments, and

reply to others. What makes this platform unique is that users have an incentive to

produce meaningful contributions using “karma”. Karma can be collected through

people “upvoting” and “downvoting” submissions and comments. These voting patterns

can lead to some rather interesting data structures.

3.3.3 Twitter

Twitter8 is a popular microblogging platform founded in 2006 by Jack Dorsey, Noah

Glass, Biz Stone and Evan Williams. Twitter allows registered users to post and interact

with short 280-character long messages known as “tweets”. As well as composing

tweets, users can interact with others in a public setting.

Twitter is perhaps one of the most used and recognised platforms featured in this thesis.

Unlike Reddit and Wikipedia, activity on Twitter mainly based on direct user-to-user

interactions and does not rely upon topic orientated communities as Twitter’s primary

means of user interaction is initiated through Tweets. As a result, publicly available

7https://www.reddit.com/
8https://www.twitter.com/

https://www.reddit.com/
https://www.twitter.com/
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user interactions can be achieved in one of three ways. A user can retweet a user (the

process of sharing another user’s tweet), reply to another user’s tweet and mention a

user (referencing a user in their own tweet).

3.4 Data Structures in Social Media

The platforms of interest listed in Section 3.3 correspond to different data structures as

introduced in Section 3.2). Table 3.6 identifies each of these platforms with respect to

alternative data structures. Cells marked with “N/A” indicate that the platform and data

structure do not align and are therefore beyond the scope of this thesis.

Data Structure
Community Message Collaborative Feed

Platform
Wikipedia N/A N/A See 3.4.1 N/A
Reddit See 3.4.2 See 3.4.2 N/A See 3.4.2
Twitter N/A See 3.4.3 N/A See 3.4.3

Table 3.6: Relationship between platforms of interest and all data structures.

As observed in Table 3.6, Reddit is one of the most versatile platforms of interest

as it spans all data structures except collaborative. Twitter and Reddit share similar

functionality where they are both considered message and feed-based platforms.

For example, message-based data structures can be observed on Twitter through three

known user interactions (mention, reply and quote retweet) and through Reddit with

replies to submissions within community-centric subreddits.

As a result, similar network representations can be used to compare data structures in

other platforms. This thesis considers the three platforms of interest further with respect

to data structures in the following sections.
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3.4.1 Wikipedia

As a platform, Wikipedia provides multiple ways for capturing user interactions. Using

the API, all article revisions can be exported as well as the contributions that other users

have made. The exported data provides many useful attributes which can be modelled

into multiple network representations. A list of valuable attributes can be found in Table

3.7.

Attribute Data type
User String, A unique username identifying the user
Article String, The title of the article of interest
Action String, The type of action performed on the article (delete, append, revert etc. )
Timestamp DateTime, The exact time of the revision taking place

Table 3.7: Raw attributes extracted from the Wikipedia API.

Collaboration

Platform Attribute Collaborative
User

−→

User
Article Repository
Action Action
Timestamp Timestamp

Table 3.8: One-to-one mapping between platform attributes and the collaborative
data structure fields using data provided from the Wikipedia API.

As demonstrated in Table 3.8, the platform attributes presented in Table 3.7, best align

with the collaborative data structure.

In doing so, this approach can be used to understand mutual ties between articles

and users. The main benefit of this approach is to understand how users collaborate

on multiple articles with other users. This is particularly important for identifying

disruptive activity such as brigading where a collection of articles are vandalised by

multiple users in a coordinated effort to cause mass disruption. As a result of using this

approach, groups of users can be identified with ease meaning that such activity can be

minimised for future use.
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In addition to this, the Timestamp attribute can be used to observe possible switches

between different revisions of articles. This has applications for identifying revisions

of an article of interest where vandalism or “fighting” has taken place between two

individuals projected over time. Using this model, the use of reciprocated ties can

be used to identify the individuals responsible for manipulating another user’s unique

contribution.

3.4.2 Reddit

Much like Wikipedia, Reddit also provides a central API to access the data needed to

capture user interactions. With the API, all user activity and the most recent posts of a

subreddit can be exported. In addition to this, conversations in the form of comments

and replies can be extracted and reassembled in its original hierarchical formation.

Attribute Data type
User String, A unique username identifying the user who made the post
Post URL String, The URL of the post (if link)
Post Body String, The body of text associated with the post
Subreddit String, The subreddit the post was submitted to
Karma Integer, The net-upvotes score (upvotes minus downvotes)
Timestamp DateTime, The exact time the post was created

Table 3.9: Raw attributes extracted from the Reddit API for processing submis-
sions.

Attribute Data type
User String, A unique username identifying the user who commented
Parent String, The unique username of the parent user (if reply)
Post String, The URL of the submission
Comment Body String, The raw text of the comment
Subreddit String, The subreddit the post was submitted to
Karma Integer, The net-upvotes score (upvotes minus downvotes)
Timestamp DateTime, The exact time the comment was created

Table 3.10: Raw attributes extracted from the Reddit of a API for processing
comments.
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Communities

Platform Attribute Community
User

−→

User
Subreddit Community
“Post” Interaction
Timestamp Timestamp

Table 3.11: One-to-one mapping between platform attributes and the community
data structure fields using data provided from Reddit.

Table 3.11 demonstrations how the attributes presented in Table 3.9 for processing

Reddit submissions align with the community data structure.

The attributes presented in Tables 3.9 and 3.10 can be used to model the interactions

between User and Subreddit to capture different types of activity. In the case of Reddit,

this includes a user submitting a post to a subreddit or leaving a reply on a post within

another subreddit. This approach can be used to find important connections which can

contribute towards the detection of brigading through coordinated groups.

Messages

Platform Attribute Message
User

−→

User
Parent Recipient
“Comment” / “Reply” Interaction
Timestamp Timestamp

Table 3.12: One-to-one mapping between platform attributes and the message
data structure fields using data provided from Reddit using comments.

As shown in Table 3.12 the raw attributes extracted from Reddit (see Table 3.10) for

processing comments align with message data structure.

The comment attributes (see Table 3.10) can be used to model the temporal conversa-

tional dynamics between pairs of users within a comment thread. This approach can be

used to find who produces and receive the most replies as well as discovering reciproc-

ated ties. As a result, this approach is important for understanding direct user-to-user
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interactions. This is particularly valuable for identifying disruptive users (e.g. trolls

[354, 297]) to see how users react in response to provocative content.

Feeds

Platform Attribute Feed
User

−→
User

Post Body Content
Timestamp Timestamp

Table 3.13: One-to-one mapping between platform attributes and the message
data structure fields using data provided from Reddit using submissions.

Finally, Table 3.13 demonstrates that Reddit also aligns with the feed data structure for

processing submissions (see Table 3.9).

The Timestamp attribute of Table 3.9 can be used to study the temporal ordering of

information in the way that it is presented to different users. This can be achieved in

two ways. Firstly, the User attribute can be used to monitor the flow of submissions

from the perspective of a user’s home feed or a subreddit. In doing so, this considers the

potential for coordination to emerge based upon how information is posted at different

intervals by a group of actors (e.g. brigading [200]). Secondly the Subreddit attribute

can be used to observe how a single user transitions between different communities and

topics over time. This has the potential to reveal an agenda in the form of switching

patterns and to understand basic patterns of migration [110].

3.4.3 Twitter

All content produced on Twitter can be accessed via the central API which can be

collected using different techniques. Tweets can be collected based upon a user’s profile

where all tweets produced from a specific account are collected. Alternatively, data

can be collected based upon a set of keywords, hashtags, or a phrase. In doing so, this
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returns a set of tweets round a particular topic or theme which isn’t biased to a certain

user.

Attribute Data type
User String, A unique username identifying the user who commented
Tweet Text String, The raw text extracted from the original tweet
Hashtags String, A list of hashtags featured in the tweet
URLs String, A list of URLs featured in the tweet
Mentions String, A list of usernames mentioned in the tweet
Retweet String, The username of the retweeted user
Reply String, The username of the parent tweet
Timestamp DateTime, The exact time the tweet was created

Table 3.14: Raw attributes extracted from the Twitter API for processing tweets.

Message

Platform Attribute Feed
User

−→

User
Mention, Retweet or Reply Recipient
“Mention”, “Retweet” or “Reply” Interaction
Timestamp Timestamp

Table 3.15: One-to-one mapping between platform attributes and the message
data structure fields using data provided from Twitter.

Table 3.15 demonstrates how attributes for processing tweets aligns with the message

data structure.

As mentioned previously, most interactions on Twitter are primarily represented by

user-to-user interactions. Using the User attributes, interactions are formed based

upon Replies, Quote retweet, and Mentions. These interactions can be modelled using

a network where a directed edge between the two users can be used to indicate the

direction of the interaction. For example, a network representation could be used

to capture reciprocated ties for replies (do they reply to each other?). By using this

approach, simple data structures can be extracted to capture behaviour such as trolling -

where users are likely to provoke others by means of replies or mentioning.
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Feeds

Platform Attribute Feed
User

−→
User

Tweet Text, Hashtags or URLs Content
Timestamp Timestamp

Table 3.16: One-to-one mapping between platform attributes and the feed data
structure fields using data provided from Twitter.

In addition to the message data structure, Table 3.16 demonstrates how attributes for

processing tweets also align with the feed data structure.

Metadata tags (such as Tweet hashtags and URLs) can be represented as an association

model to analyse the relationship between a User and an entity (e.g. a hashtag or

hyperlink featured in a Tweet. As a result, this approach considers how groups of users

use certain hashtags or hyperlinks to promote their tweets. Furthermore, by using this

bipartite relationship, it’s possible to discover communities of users based upon shared

mutual interests. This is particularly important for discovering how disinformation is

propagated across a network and how users can amplify certain topics.

To summarise, the platforms of interest introduced in this chapter provide multiple

ways for accessing and modelling social media platforms using network representations

derived from data structures. It is important to consider that there are many alternative

platforms that could have been included (e.g. Instagram, Facebook, YouTube, e.t.c), the

platforms of interest featured in this investigation support API’s in which data can be

retrieved with ease and provide an endpoint in which networks can be directly observed

(as shown) with minimal alterations.

Each of the platforms of interest are members of at least one data structure and col-

lectively span all data structures of interest. While it is theoretically possible for for

a platform to span other data structure described in this investigation which are not

currently aligned (e.g. Reddit and Collaboration, Wikipedia and Feeds) it is important

to state that there is no strict criterion for data structure compatibility.
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The combination of platforms and aligned data structures described in this investigation

best represent behaviours which can be adequately captured with network representa-

tions. Therefore, the chosen data structures and platforms sufficiently capture all social

media characteristics of interest for the purposes of this thesis therefore, the remaining

chapters of this thesis focuses on these three platforms exclusively.

3.5 Behavioural Networks

The data structures introduced so far in this chapter provide the basic elements from

which the behaviour of users in the social media platforms can be assessed. Analysing

user behaviour in social media platforms can be achieved in one of two ways. Firstly,

the content of the platform can be used to understand what users are saying and

secondly, the users tell us what they are doing and how they interact with others through

network analysis. Analysing user behaviour can be achieved using network-based

representations which are referred to in this thesis as “behavioural networks”. For

example, throughout the literature, the notion of behavioural networks have had an

important part in recommendation systems (for understanding consumer activity) [130]

and detecting leaders and influential users [131].

As a result, by constructing network representations based around user behaviour,

this approach can be used to understand how users behave on different social media

platforms with respect to their relationships and interactions. Contrary to a content-

based approach (such as NLP), networks are language-agnostic meaning that they are

universally interpreted and can be used to reveal more about how a user behaves and/or

is likely to behave. This is an important component for the purposes of analysing

disruption on social media which is largely driven through behaviour.

Behavioural networks are introduced to provide a modelling framework for the platforms

of interest using the data structures described in Section 3.4. Through the use of network

analysis, it is possible to build and analyse relationships surrounding user interactions
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such that individual and, through neighbouring connections, collective behaviour can be

observed. The data structures we have introduced can be used to construct a behavioural

network (see Figure 3.1).

In an attempt to exploit data structures in different ways, three network representations

are introduced and are examined throughout this thesis to establish their capacity to

usefully model behaviours using network structures; Transitional, User-To-User and

User Association. These network representations are unique to this thesis and aid

the modelling of user behaviour on the platforms mentioned in Section 3.3. These

representations are defined further using the following three naming conventions:

• Transitional Networks: We introduce these to capture patterns and anomalies

within time-ordered online activity based upon rapid (within quick succession)

sequential behaviour such as interaction or editing. As a result, this approach

seeks to find important switches between pairs of users or other entities (e.g.

articles, communities, groups, etc) which occur immediately after each other.

This employs directed edges. Within the literature, the concept of transitional

networks are derived from process mining [373, 347] for observing the exchange

of information between different processes. This approach has been extended

to focus on user behaviour such as smartphone app migration habits [370] and

personal spending on credit cards [117].

• User-To-User Networks: We introduce these to model interactions that are

performed between any pair of users where one user’s actions are directed to

another. For example, user-to-user networks are frequently used for modelling

conversational dynamics between users (e.g. User A replies to User B) such that

an edge is formed when a user replies to another user [412, 256]. Additionally, this

network representation is fundamental for studying large-scale communication

networks between users [228, 27, 238] and serves as the basis for detecting groups

through techniques such as community detection based on highly interconnected

users (e.g. friendships) [352, 282].
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• User Association Networks: These can be used for modelling associative con-

nections between users and other entities such as a community, group or article.

For example, this approach can be used to model users’ memberships to various

groups where an edge is used to form the association such that User A is a member

of Group X . This network representation uses a bipartite structure which has the

capabilities of capturing the distribution of items (e.g. groups, communities, etc.)

associated with a user and to discover intersecting associations with others (e.g.

both User A and B are members of Group X and Y ). Further examples of this

representation can be observed through Wikipedia collaboration [397, 400, 398],

online learning environments [227] and Reddit communities [231].

The three network representations (as above) can be built using data contained in the

data structures introduced in Section 3.2 and can be used to model activity on the three

platforms of interest.

The Transitional, User-to-user and User association network representations are used

throughout this thesis for capturing user behaviour. In the context of this thesis, all

network representations are formally defined as a graph G where G = (V,E) with a set

of vertices (also known as “nodes”) V and edges E. Edges are represented as a pair of

nodes e = {x, y}, e ∈ E, (an undirected edge) or e = (x, y), e ∈ E (a directed edge).

Each of the network representations has a specific definition for vertices and edges,

described as follows.

3.5.1 Transitional

Transitional networks are used to model data that has been arranged according to time.

They provide a representation for understanding valuable connections (also known

as “switches” or “hops”) between two nodes. For this reason, they are particularly

important for capturing feed-based data structures due to the way in which the data is

presented using the timestamp field. This thesis explores transitional networks from
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two perspectives: user-orientated and content-orientated (see Figures 4.4 and 4.5 for

examples in Chapter 4). This approach supports multiple degrees of freedom as nodes

can be represented as either users or pieces of content (e.g. a post or tweet associated

with a user) however, edges are strictly bound to represent transitions.

A transitional network is defined by switching behaviours between two entities. In

this case, the temporal component t (a timestamp) is used to determine the order and

position of these entities. This approach can be used to model a change between states

or users. A directed edge is formed where an item at ti precedes another item at ti+1

such that an edge e = (ti, ti+1) forms ti −→ ti+1. Items here represent online social

media.

Example: Wikipedia user contributions

Using Wikipedia as an example, a transitional network can be used to model a user’s

migration patterns between different articles they have made revisions to based upon

sequential activity. For example, Table 3.17 below demonstrates a simple example of

a Wikipedia contribution log where a user has edited articles A, B and C on different

occasions marked by timestamp ti. In this example, The log starts from Ati

Timestamp Article Action
t1 A EDIT
t2 B REMOVE
t3 C CREATE
t4 A EDIT
t5 C EDIT

Table 3.17: Example list of contributions made by a single Wikipedia editor.

Using the example given in Table 3.17, this sequential activity can be reproduced as

a transitional network. Duplicate appearances of an article (e.g. Ct3 and Ct5) are

represented as a single node and edges represent the direction of the movement at the

time the vision was made. This can be observed in Figure 3.2.
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Start A

B

Ct1

t2 t3

t4

t5

Figure 3.2: A simple transitional network based upon activity in the form of con-
tributions to Wikipedia articles in relation to the activity of a single user. The
timestamps ti mark the order of interactions between nodes A, B and C originat-
ing from the Start node.

Example: Twitter news feed

For a further example, suppose a user reads through their news feed (populated by the

users they follow) or tracks a certain search term on Twitter (e.g. #coffee). In this

example, a transitional network can be used to observe how a topic can change between

different users. In doing so, this approach could be used to follow the context of a topic

over time based upon when a user composes the tweet. Consider the example set of

“tweets” in Table 3.18.

Timestamp Username Tweet Text
t1 @A "Words cannot express how much I love #coffee."
t2 @B "I usually have my #coffee in the morning."
t3 @C "My favourite type of #coffee bean must be roasted in Italy."
t4 @A "The Italians know how to make great #coffee."
t5 @D "I want to go on holiday to #Italy to try some amazing #coffee"

Table 3.18: An example of a hypothetical Twitter timeline using #coffee as a search
query.

The network representation of the “tweets” featured in Table 3.18 can be found in Figure

3.3. Much like the previous example, nodes represent multiple instances where a user

produces a tweet which matches the example search term. This approach is versatile as

nodes are interchangeable and can represent either users or another variable or state.
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Start @A
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t1

t2 t3

t4

t5

Figure 3.3: A simple transitional network modelling behaviour on Twitter in rela-
tion to a single topic (e.g. #coffee). The timestamps ti mark the order of interac-
tions between nodes @A, @B, @C and @D originating from the Start node.

3.5.2 User-To-User

User-to-user networks model direct explicit interactions between any pair of users. In

the context of this thesis, user-to-user networks and message-based data structures are

used to capture interactions in a content driven manner (e.g. replying and sharing).

However, this can also be extended to capture intersection derived from feed-based data

structures too. For example, whether a user decides to reply to a tweet or not can be

determined by how it was presented to the user (if at all) via their “timeline” - a news

feed generated by an algorithm based upon a user’s interested and who they follow.

As a result, this network representation supports many degrees of freedom as edges

can represent different types of interaction and hold important information (such as for

classification purposes).

By definition, the vertices V of a user-to-user network G = (V,E) are composed

exclusively by a set of users U such that V = U . An edge e ∈ E is defined based upon

the presence of an interaction directed at a single user such that e = {ui, uj} represents

an interaction directed at uj from ui. All user-to-user networks are directed.

For example, a user-to-user network can be used to model users replying to each other

in a discussion thread (message) or retweeting another user’s content (feed). In these

examples, an edge e = {ui, uj} represents ui replies to uj or ui retweets from uj . In
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addition to this, edges can hold different types of metadata to produce more accurate

network representations. Additional data may include a timestamp ti and the number of

times an interaction occurred wi forming e = {ui, uj, ti, wi}.

User-to-user networks can be represented in one of two ways. Firstly, a network can

be aggregated meaning that every instance of an interaction over time is combined

into a single network without taking into account when the interactions occur. This is

ideal for studying behaviours surrounding user interactions. Secondly, a network can be

represented as a tree such that a node represents an instance of an interaction rather than

a collection. This is beneficial for understanding the spread of information between

users. Unlike an aggregated representation, a tree contains a root node marking the start

of the interactions with the remainder being derived from this point.

Example: Reaction network

Platforms such as Facebook and Twitter, allow users to “react” or “like” another user’s

content as opposed to leaving a written message. An example of a reaction may include

“ laughing”, “ angry” or “sad”. This feature allows a user to respond with a simple

gesture without leaving a comment. Furthermore, the process of a user “reacting” to

another user’s piece of content can be modelled as an aggregated user-to-user network.

For example, when ui reacts r to another user uj at timestamp ti, this forms a directed

edge where e = {ui, uj, ti, r}. An example network can be found in Figure 3.4.

3.5.3 User Association

User association networks are based upon a bipartite relationship between a user and

community or topic. User association networks are used to represent community-centric

data structures in which a user has an implicit or explicit connection with the community.

Examples include, a user submitting a post to a subreddit or a user posting a Tweet

featuring a hashtag. The community or topic of interest (in this case, a subreddit or
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Figure 3.4: A simple example of a reaction network using an aggregated user-to-
user network where a directed edge represents a user reacting to another user.
The timestamps ti mark the order of interactions between nodes A, B, C and D.

hashtag). By using this approach, community structures can be inferred based upon

mutual connections with communities or topics.

User association networks are constructed using two mutually exclusive sets of nodes

containing users U and communities or topics C such that V = U ∪ C and U ∩ C = ∅

with every node of U joined to every node of C. An edge e is formed when a user Ui

can be associated with a community or topic Ci such that e = {Ui, Ci}. This can also

be extended to include a timestamp ti as a label on the edge.

Example: Reddit Submission Interaction

As a platform, Reddit allows users to interact with another user’s submission by directly

commenting to their submission or via a reply to a another user’s comment within the

same submission. In this example, a user association network can be used to model

the bipartite relationships between different users and the submissions that they have

engaged with. As a result, a user ui forms an edge with a submission si such that

e = {ui, si} if they have left a comment on Si. This relationship can be described as

ui engaged with si. This can be observed in Figure 3.5 where U = {A,B,C,D} and

S = {1, 2, 3, 4, 5}.
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A B C D

1 2 3 4 5

Figure 3.5: Example of a user association network used to model user engagement
with subreddit submission. An edge in the bipartite network represents a user (A,
B, C or D) posting in a subreddit (1, 2, 3, 4, or 5).

Example: Wikipedia Collaboration

In order to facilitate article collaboration, Wikipedia provides users with the ability to

create, modify and delete articles. As a result, this process can be implemented as a

user association network to model the different types of relations a user can have with

an article. For example, not only can a user modify an article, they can also create

and delete articles too. Taking this type of interaction into consideration can greatly

improve the accuracy and representation of the network. In this example, a user ui, can

edit an article ai such that e = {Ui, ai, acti, ti} where acti represents an “action” from

the set {CREATE,EDIT,DELETE} and ti represents the timestamp. An example

network can be presented in the form of a network and edge list as observed in Figure

3.6 and Table 3.19 respectively where Source represents a user and Target represents

the article.

A B C

1 2 3

Figure 3.6: Example network modelling Wikipedia collaboration interactions. An
edge in the bipartite network represents a user (A, B or C) editing an article (1, 2
or 3).

To summarise, the three network representations introduced in this thesis encompass

common data structures which are present across many social media platforms. For this
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Source Target Action Timestamp
A 1 CREATE t1
A 2 CREATE t2
A 2 EDIT t3
B 2 EDIT t4
B 3 CREATE t5
C 2 REMOVE t6
C 3 EDIT t7

Table 3.19: Corresponding edge list for the network presented in Figure 3.6.

reason, they capture important user behaviour for subsequent analysis using complex

network techniques that are designed to expose latent characteristics.

3.6 Capturing Data Structures Through Behavioural

Networks

The network representations introduced and described in Section 3.5 demonstrate the

potential for capturing behaviour through networks that are derived from simple data

structures representing social media. Based upon the network representations described

in Section 3.5, Table 3.20 outlines the behavioural networks in their relationship to data

structures. This Table indicates how behavioural networks will be explored across all

data structures (community, message, collaborative and feed).

Data Structure
Community Message Collaborative Feed

N
et

w
or

k Transitional - -
See 4.4
(Wikipedia)

See 4.5
(Reddit)

User-to-user -
See 5.4, 5.5
(Twitter, Reddit) - -

User Association
See 6.4
(Reddit) - - -

Table 3.20: Cells indicate the sections where network representations will be used
to explore the data structure functionality with specific social media platforms.
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3.7 Exploiting Techniques From Complex Networks

Behavioural network representations allow techniques from complex networks to be

used to potentially identify characteristics of behaviour in online activity. In this

section we introduce key techniques from complex networks that are the focus of our

investigation.

As mentioned in Section 2.4, complex networks have an important role in understanding

the substructures present within social networks and their corresponding representations.

Both micro (local) and macro (global) phenomena are important features when studying

complex networks [132]. In the social world, micro-based phenomena concern everyday

human social interactions such as face-to-face interactions [344] which lead to macro

phenomena, such as the small world effect.

This thesis makes use of various complex network methodologies in an attempt to

understand global user behaviour by examining smaller, “local” interactions. This aligns

with the hypothesis and research questions of this thesis (see Chapter 1, Section 1.2)

by defining behavioural networks (see Research Question 1), modelling and capturing

basic HCI affordances on social media (see Research Question 2 and Research Question

3).

In view of Research Question 4, one fundamental way to observe these local interactions

is through the use of subgraph analysis using techniques such as network motif ana-

lysis [263, 264] and subgraph counting for discovering statistically significant induced

subgraphs structures embedded within complex networks.

By definition, an induced subgraph H of a graph G is a graph formed by a subset

of nodes V and edges E from the original graph G such that V (H) ⊆ V (G), and

E(H) = {xy : x ∈ H, y ∈ H, xy ∈ E(G)}. These induced substructures are used to

consider localised interactions which take place within small groups of users.

Induced subgraphs can vary in size but are often used to focus on interactions in the form

of dyads (two nodes), triads (three nodes), tetrads (four nodes) or more. However, due
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to the subgraph isomorphism problem many of the algorithms for processing subgraphs

scale exponentially with size [102] making it infeasible to detect large subgraphs in

near real-time. For this reason, it is common to focus on smaller graphs typically of

size two to five.

With respect to analysing behaviour, the use of subgraph analysis can be applied to

non-trivial subgraphs. For example, research conducted on Twitter demonstrates how

the presence of transitive ties in the form of a feed-forward motif (see Figure 3.7) can be

used to influence information diffusion and to predict new followers among users [247].

A

X

B

Figure 3.7: Example of a feed-forward motif used to demonstrate how a new
connection forms between users A and B via an existing tie through user X . The
feed-forward motif also represents the presence of indirect reciprocity in a social
network.

As a result, simple triads similar to the one shown in Figure 3.7, can be used to better

understand social network interactions and motivates the need to consider local network

substructures through techniques such as network motif analysis.

Network motifs are statistically significant subgraphs or patterns which are part of larger

graphs and are considered “building blocks” which are used to characterised a complex

network by understanding frequent patterns of interaction [339, 263]. Research per-

formed by Milo et al. defines network motifs as frequently occurring n-node subgraphs

which are “patterns of interconnections occurring in complex networks at numbers

that are significantly higher than those in randomized networks” [263]. Dyads, triads

and tetrads are often considered as induced subgraphs such over and under-represented

induced subgraphs are called network motifs or anti-motifs.
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Network motifs can consist of subgraphs of any size [393, 290, 398], although it is quite

common in the literature to characterises motifs by triadic subgraphs in groups of three

nodes [263, 316, 206]. A few more examples can be observed in Figure 3.8.

Figure 3.8: Example motifs taking on multiple forms. From left to right, the first
subgraph represents a directed triad, second a non-directed tetrad and third a
bipartite subgraph with different node types.

The identification of network motifs within complex networks is determined by the

following procedures:

• Subgraph counting to determine how many induced subgraphs of n-nodes are

present in the network (directed or non-directed) (see Section 3.7.1).

• Significance profiles are used to observe and compare the significance of each

subgraph, based upon the quantity of each subgraph relative to a random network

of similar properties (see Section 3.7.2).

• Null models govern the structure of the randomised network to suit the relative

complexity of the target network in question (see Section 3.7.3).

3.7.1 Subgraph Counting

Counting subgraphs within a network is the fundamental first step. One is required

to count the frequency of subgraphs appearing within a network. This process alone

presents several key challenges which include the following:
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• Directed or non-directed edges determines how the counting algorithm will

scale based upon the possible permutations to count each distinct type of sub-

graph. Directed graphs would scale roughly O(n2) and non-directed would scale

O(
(
n
2

)
)9.

• Subgraph size would determine the subset of possible subgraphs which are

counted. As mentioned previously, it is quite common to count triads, although it

is possible to count subgraphs of n-nodes including dyads (2-nodes) and tetrads

(4-nodes).

• Structure governs formation of subgraphs within the network. Subgraphs may

include different node types or could be bipartite [290, 398, 401].

• Reciprocated edges are edges which refer to the same node on more than one

occasion.

In a typical case, subgraph counting is performed on static directed or undirected

networks. There are many examples of subgraph counting algorithms available [405,

196, 39] with a few of which that concentrate on subgraphs with as many as four or five

nodes each [393, 253, 66].

By convention, work featured by Batagelj et al. [39] is frequently used to produce a

census of all distinct directed triads appearing within a network. A simple example of

triadic subgraph counting in a small network can be found in Figure 3.9 based upon

the cyclic triad. In this example, there are two cyclic triads among nodes (0, 3, 2) and

(1, 8, 4).

Subgraph counting algorithms are typically categorised into one of two groups depend-

ing upon the scale of the task; subgraph-centric or network-centric.

• Subgraphs-centric algorithms focus on searching the entire network for a spe-

cific subset of pre-generated non-isomorphic subgraphs. This technique is fea-
9This is assuming the worst case scenario and not including rotation
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Figure 3.9: Simple example showing how subgraph counting is applied on a ran-
dom network (left) using the cyclic triad formation as an example. Every instance
of the cyclic triad are shown in bold where there are two present in the same
random network (right).

tured in algorithms such as MAVisto [332].

• Network-centric algorithms use the target network to define a search space for

all subgraphs of size n-nodes. This features in FANMOD [393], Kavosh [212]

and G-Tries [320].

3.7.2 Significance Profiles

To determine the significance of certain subgraphs within a network, the notion of

significance profiles are used to understand which subgraphs are more significant than

others in a complex network. Researchers Milo et al. determined several solutions for

identifying key motifs within networks [263, 264] which are widely adopted within

the leading literature [398, 290, 291, 369]. To achieve this, Z-scores and subgraph

abundance scores are primarily used to score the value of each triad relative to random

networks. The Z-score of a network is characterised by the ratio of the frequency of

real subgraph Nreali subtracted from the mean of random subgraph Nrandi to the

standard deviation of random subgraph Nrandi. The calculation for determining the
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Z-score can be found in Equation 3.1.

Zi =
Nreali− < Nrandi >

std(Nrandi)
(3.1)

Normalised Z-scores produce a significance profile (SP ) which is used to understand the

relative significance of subgraphs, rather than the absolute significance. This measure

ensures that the size of the network doesn’t affect the significance of a given subgraph.

The calculation for normalising Z-scores is shown below in Equation 3.2.

SPi =
Zi√∑

Zi

(3.2)

Unlike Z-scores, the subgraph abundance scores are used to profile a network which

does not depend on the network size. A parameter ε is used to prevent a score ∆i

from being misleadingly high when a subgraph makes a rare appearance in the real and

random networks. The value of ε is usually set to 4 [264, 369] to prevent the result from

being misleadingly large when a subgraph rarely appears. The calculation for subgraph

abundance scores can be found below in Equation 3.3.

∆i =
Nreali− < Nrandi >

Nreali+ < Nrandi > +ε
(3.3)

This solution is ideal for studying fewer subgraphs within a network such as non-

directed connected tetrads (4-node subgraphs). A normalised abundance score produces

a subgraph ratio profile (SRP) as shown in Equation 3.4.

SRPi =
∆i√∑

∆i

(3.4)

These random networks Nrandi are generated according to a null model (discussed

in Section 3.7.3). The use of “cut off values” are used to set upper and lower-bound

thresholds to filter subgraphs into two groups. A significance value SPi which exceeds
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the threshold is known as a motif and a significance value SPi which is below the

threshold is known as an anti-motif. Any value which is not above or below the cut-off

is rejected.

Distinct profiles are grouped into what are known as "superfamilies". A superfamily is

used to describe a network’s significance profile which is either distinct in formation

or follows a structure which closely resembles a profile which is somewhat similar in

type. In short, a network consists of a combination of triads resulting in the significance

profile. Networks having common significance profiles are said to form "super-families"

of networks. For example, Milo et al. proposed a superfamily through linguistical

structures using the English, French, Spanish and Japanese languages. These profiles

closely resemble each other when the text of each native language is processed as a

network of word n-grams [264].

3.7.3 Null Models

As introduced in previous sections, random networks Nrandi act as a baseline com-

parison to understand if a subgraph appears more in a target network Nreali than a

network which is purely random. These random networks are generated according to a

null model defined by certain properties and parameters. The choice of a null model is

used in turn to highlight the significance of a particular subgraph for a given network

as well as to suit computational requirements. Null models can take on many forms,

however, the literature primarily focuses on three main solutions.

• NM1: Same number of nodes and edges

• NM2: Same distribution of dyads (bidirectional, single and null)

• NM3: Same in-out degree distribution of nodes in the target network

The complexity of these null models can vary depending on size of the graph under

analysis. Community classification problems with motifs are best performed under
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MN1 as this offers accuracy as well as performance for large scale complex graphs

[368, 162]. This is typically achieved through the use of edge switching by producing

random permutation of a network through random edge shuffling thus preserving the

number of nodes and edges present within the original network. The second null model

(NM2) is ideal for graphs that concentrate on studying the reciprocation of interactions

between nodes [351]. Links that are fully reciprocated are bidirectional and partially

reciprocated are unidirectional. Furthermore, the use of NM3 is used to preserve the

specific relationships between nodes of different types [204] which can be achieved

though the use of parametric models and the shuffling of links through random edge

selection [222, 251, 387]. Modelling the degree distribution of networks, especially

with high in-out degrees, have proven to be useful in examples such as the World Wide

Web which contains nodes with relatively large connected components [284]. More

complex examples of NM3 have been used to model the strength of weighted edges.

Alternatively, this can be broken down into multiple model to preserve the in-out degree,

in-out degree strength, strength of each vertex and weighted average [351, 223].

The use of random null models has been the recipient of criticism within the literature

based upon the central argument that they can distort results without preserving original

detail [21, 108]. An example of this can be seen through the use of egocentric and

bipartite networks, where random network permutations may create subgraphs which

are impossible to recreate within the target network, thus providing misleading results.

For example, a null model for an egocentric network might join two non-ego nodes

together which draws attention away from the central ego. The choice of null model is

subject to careful consideration as the random network must respect the topology of the

original network.
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3.8 Conclusion

To conclude, the contributions of this chapter are multifold. Firstly, this chapter intro-

duces a novel framework for categorising social media platforms though the concept of

data structures (see Section 3.2) that are manipulated through high-level HCI afford-

ances (CRUD). Secondly, this chapter also introduces three network representations

(see Section 3.5) as a framework intended to capture human behaviours on social media

platforms. For the purposes of this thesis, these frameworks are closely examined on

Wikipedia, Reddit and Twitter as platforms of interest (see Section 3.3) to explore the

hypothesis of this thesis. Section 3.4 demonstrates how each of these platforms applies

to each of the four data structures. Finally, Section 3.7 introduces subgraph analysis

as methods for exporting complex networks and modelling user interactions on social

media.

As a result, the framework provided in this chapter allows for new platforms to be

rigorously considered for analysis using the language-agnostic network representations.

These networks represent a general framework that is explored in the remaining chapters

of this thesis. This is outlined in Section 3.6 (see Table 3.20) and justifies the choice

of platforms for further consideration by using the two frameworks (data structures

and networks) as dimensions to map out the investigations undertaken to explore the

hypothesis. This, in turn, provides the foundations for Chapters 4, 5 and 6 using the

three network representations introduced in this chapter.
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Chapter 4

Transitional Networks

4.1 Introduction

The focus in this chapter is to assess the extent to which potential signatures of disruptive

activity on social media can be detected using a simple temporal network representation

of user activity, known as a transitional network. Two particular forms of transitional

network are defined - one to capture the sequencing of different users’ activity concern-

ing particular content (as shown in Section 4.4 using Wikipedia), and one to capture the

sequencing of different users’ posting activity in response to each other (as shown in

Section 4.5 using Reddit). These formulations allow the approach to be applied in a

wide range of social media platforms.

As mentioned towards the end of Chapter 1, Research Question 2 addresses the need

for multiple network-based representations as part of a framework for identifying and

detecting disruptive activity on social media. This chapter contributes to Research

Question 2 by modelling activity though the concept of transitional networks as a

network-based representation for capturing user affordances (see Research Question 3)

though switching behaviour, which can be used as part of as part of a wider collection

of network-based representations.

Much like other network-based representations, the motivation and rationale for the

transitional network comes from the observation that irrespective of language or content,

the temporal behaviour of those motivated through the content, relative to other users,
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may be sufficiently distinctive to leave a signature that is distinct from “average” users

taking part in the normal discourse seen in social media. More specifically, the trans-

itional network itself is designed to capture interactions in the form of “transitioning”

or “switching” behaviour based upon interactions derived from the natural process of

users navigating from one item to the next over time.

Overall, the methodology presented in this chapter provides valuable insights towards

the modelling of user activity in the form of capturing the “switching” behaviour

between two states. Additionally, this approach utilises the temporal component of

user activity - a fundamental feature of modern social networking platforms. This

demonstrates the versatility of this network representation, as it can be used across

multiple platforms, similarly facilitating the comparison and differentiation of user

activity and migration.

As mentioned in Chapter 3, Wikipedia and Reddit align to the collaborative and feed

data structures respectively. These are shown in Table 4.1 (relative to the work of this

thesis) using the collaborative and feed data structures.

Data Structure
Community Message Collaborative Feed

Platform
Wikipedia N/A N/A See 3.4.1 N/A
Reddit See 3.4.2 See 3.4.2 N/A See 3.4.2
Twitter N/A See 3.4.3 N/A See 3.4.3

Table 4.1: Relationship between platforms of interest and all data structures with
the appropriate cells concerning the work of Chapter 4 highlighted in bold.

These data structures help inform the network structures (transitional networks) of

this chapter and, in doing so, attempt to derive behavioural networks from different

social media platforms (see Research Question 1) and represent diverse affordances

(see Research Question 3).

In its most simplistic form, the Timestamp field of the collaborative and feed data

structures can be used to represent a series of actions or queries which can be associated

with a user’s profile or any item. For example, a Twitter profile reveals a list of their
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most recent tweets that they produced at a specific point in time. An example is shown

in Figure 4.1.

Figure 4.1: Example screenshot demonstrating the order of activity in the form
of tweets on Twitter. A transitional network can be formed by modelling activity
around a user in time-series order.

The research presented in this chapter introduces the concept of the transitional network

inspired by process mining - a method for utilising time-series event logs as a data

source. Process mining is used to produce meaningful insights towards understanding

the performance of complex operations with the aim of improving efficiency. Existing

research has shown how data collected through process mining can be modelled as a

social network to depict the flow of operations from one user to the next [373, 347]. For

example, work performed by Van Der Aalst et al. uses social network analysis on event

logs with the intention of understanding collaboration and user interactions within a

complex process [373].



4.1 Introduction 76

As a result, this chapter demonstrates, through the concept of transitional networks, how

a technique similar to process mining applies to social media for detecting disruptive

activity. This chapter adopts similar methods featured within [373, 347] by using

transitional networks to model the flow or “switch” from one item to the next based

upon their position in time-series order.

As shown in Chapter 3, platforms, such as Reddit, naturally exhibit a lot of switching

behaviour due to being associated with the feed data structure. Alternatively, platforms

such as Wikipedia are represented by the collaborative data structure, which feature

a temporal component in the form of a timestamp. For this reason, it is necessary to

distinguish between the two different types of transition behaviour by observing user

activity from two perspectives; users (Reddit) and content (Wikipedia).

Wikipedia and Reddit have a collective goal to produce unique contributions which are

valuable and insightful both to the localised community and general internet at large.

In the context of Wikipedia, users (or editors) seek to offer their contributions to an

article by modifying existing content as contributed by other user within the community.

Reddit, by comparison, encourages their users or “Redditors” to contribute submissions

to individual communities known as “subreddits” in which users receive “karma” (a

crowdsourced metric using user votes based upon the popularity of their submission) in

return.

4.1.1 Contributions

The overarching contribution of this chapter considers the effect of bad actors present

within the network and how the process of collaboration (as a whole) is affected. In

addition to this, two other minor contributions are produced. Firstly, this chapter con-

siders the role of induced substructures in online process mining with the intention of

simplifying network complexity by considering the role of local substructures. Secondly,

this work applies transitional networks to two similar yet different social networking
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platforms with the intention of understanding patterns of interactions in a collaborative

setting. In doing so, this research demonstrates how the methods presented are trans-

ferable between multiple online platforms by using Reddit and Wikipedia as examples.

Both platforms share similarities, which depend upon user contributions to an article or

community.

As outlined in Chapter 1, this chapter also offers broader contributions which impacts

this thesis as a whole. This chapter contributes to the work of this thesis by demon-

strating the value of transitional networks as a behavioural network for analysing the

behaviour of users of social media, which, in turn, satisfies the objectives of Research

Question 2. Furthermore, we demonstrate how the methods developed in this chapter

address Research Question 4 by detecting disruptive behaviour in the form of exchanges

“switches” between users within controversial topics in Wikipedia articles.

4.1.2 Transitional Network Construction

As described in Chapter 3, Section 3.5.1, transitional networks are dependent on two

fundamental components: users and content nodes. Users are defined as agents who

are responsible for contributing new content within the platform. Content represents

a collection of user contributed data in the form of text, images, videos or hyperlinks

grouped under a unified topic. User contributed content is created and/or modified at a

specific point in time.

As mentioned in Chapter 3, Section 3.3.1, using Wikipedia as an example, a user

contributes to a given Wikipedia article by making modifications. Wikipedia’s articles

are considered as the content, as they can be created and revised by a community

of editors. Likewise, Reddit users provide submissions in the form of hyperlinks to

external content or text posts within a particular subreddit. Reddit also features content

in the form of subreddits, as users can make contributions via novel submissions and

comments.
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With respect to Research Question 1, behavioural networks are generated by pairing

associated items together using time-series data (e.g. events in an action log). The direc-

tion of the edge represents the order in which one entity appeared other its predecessor.

For example, in the relation A→ B, A occurs after B. Examples of theses are shown

in Figure 4.2 and 4.3.

Figure 4.2: A simple example demonstrating the utility of transitional networks
used on Wikipedia where nodes serve as content and edges represent a transition
“switch” from one article to the next.

The movement of users between content produces potential behavioural signals with

many degrees of freedom. In this case, nodes within a network can represent transitional

behaviour by means of switching between users or content within a temporal network.

As show in Figures 4.2 and 4.3, the role of nodes are interchangeable, whereas edges

are primarily used to denote the order of interactions that appear in order. This rule can

be used to infer implicit interactions between the two nodes within the network (such as

causality).
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Figure 4.3: Similar to Figure 4.2, a transitional network is used on Reddit where
nodes can represent users and edges represent a transition “switch” from one user
to the next.

4.2 Motivation

The exploration of transitional networks in this chapter are motivated by real-world

instances of disruptive behaviour (see Chapter 2, Section 2.1) which emerge on online

social networks. Wikipedia and Reddit are used as example platforms where disruptive

activity can occur as part of the community at large. Both platforms rely on various

crowdsourcing mechanisms and community engagement for generating contributions to

the platform.

Using Wikipedia as an example, many users adopt the platform as a point of reference to

engage large quantities of information. As a consequence, the platforms are susceptible

to vandalism as a bi-product of allowing anonymous users to edit content. This can

cause major disruption. In a few recent examples, “vandalised” content as well as other
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hoaxes have been known to make an appearance within Google’s research results1.

More specifically, well researched topics such as climate change have been the recipient

of repeated attacks, such that the community are continuously required to revert content

and to make amendments to ensure that the supported material is consistent and reliable2.

Traces of vandalism and attacks are preserved through the use of the revision history

log, such that attempts to remove vandalism are frequently marked with a “revert” so

the latest content overrides the vandal’s contribution.

Other social networks such as Reddit serve as a platform for aggregating and digesting

news articles, such that registered users can share links and participate within community

discussion. Trolling is a regular issue within certain communities, such that known

trolls have been known for developing collectively elaborate posting strategies across

the platform to produce convincing, yet fake, activity [42, 141]. To conclude, the heavy

reliance of these platforms for everyday usage by ordinary internet users, motivates the

need for solutions to combat disruptive activity across multiple channels.

4.3 Approach

Data Structure
Community Message Collaborative Feed

N
et

w
or

k Transitional - -
See 4.4
(Wikipedia)

See 4.5
(Reddit)

User-to-user -
See 5.4, 5.5
(Twitter, Reddit) - -

User Association
See 6.4
(Reddit) - - -

Table 4.2: A replica of Table 3.20 featured in Chapter 3 outlining the investiga-
tions of this thesis (with respect to data structures and network representations)
with the appropriate cells highlighted in bold which refers to the problem space
which Chapter 4 seeks to investigate.

1https://www.poynter.org/fact-checking/2018/wikipedia-vandalism-
could-thwart-hoax-busting-on-google-youtube-and-facebook/

2https://mashable.com/feature/climate-change-wikipedia/?europe=
true

https://www.poynter.org/fact-checking/2018/wikipedia-vandalism-could-thwart-hoax-busting-on-google-youtube-and-facebook/
https://www.poynter.org/fact-checking/2018/wikipedia-vandalism-could-thwart-hoax-busting-on-google-youtube-and-facebook/
https://mashable.com/feature/climate-change-wikipedia/?europe=true
https://mashable.com/feature/climate-change-wikipedia/?europe=true
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As indicated in Table 4.2, this chapter utilises the transitional network for detecting

disruptive activity in the form of switching behaviour using both Wikipedia and Reddit,

which align with the collaborative and feed data structures respectively. As previously

mentioned, this is investigated by observing two forms of transitional network; content-

oriented (Wikipedia) and user-oriented (Reddit).

As recalled in Chapter 3, Section 3.5.1, transitional networks are designed to capture user

behaviour in the form of switching behaviour from two perspectives using time-series

ordered data; A single user switching between content and multiple users switching

over a single piece of content. As a result, these two perspectives both make use of

the transitional network and are used to help address Research Question 1 by defining

behaviour networks based upon social media activity and Research Question 2 by

contributing to a framework of alternative network-based representations. Furthermore,

we address Research Question 4 by classifying disruptive and non-disruptive activity

through the use of motif analysis.

These two perspectives involve inferring implicit connections based upon ordered

time-series data. We consider this using two platforms as follows:

• Section 4.4: Wikipedia - Content-oriented: Detecting anomalies in the struc-

ture of revision networks for controversial and non-controversial Wikipedia

articles with prediction. User switching behaviour is positioned around individual

articles - the content.

• Section 4.5: Reddit - User-oriented: Navigating social media and understand-

ing user flow / migration in the form of “switches” from one piece of content to

the next. Interactions are based upon a single user’s activity.

Figures 4.4 and 4.5 demonstrate the two perspectives in which switching behaviour can

be modelled. In the case of Wikipedia, the revision history (as shown in Figures 4.4 and

4.6), uses the revision log of an article such that a network is formed using the rule where
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Figure 4.4: Example of a simple transitional network based upon user switching
behaviour around a piece of content “Topic” derived from a sequence of activity
(top).

Figure 4.5: Example of a simple transitional network based upon the content
switching behaviour of a user “User” derived from a sequence of activity (top).

user Uj edits after Ui producing Uj → Ui. These are known as revision networks, which

refers to transitional networks which represent activity derived from an article’s revision

log. Within larger networks, the task of discovering pairs of users becomes much easier

as features such as edge weight, reciprocity and burst rate can reveal distinct behavioural

types between the users. As well characterising the behaviours of individuals, these

features also describe attributes belonging to the community and the network as a unit.

Reddit also lends its self to representing user behaviour concerning transitional networks,

where users transition between any subset of communities or “subreddits” (see Figure

4.5). As a result, this approach considers the significance of content (irrespective of

type) in relation to the order they appear. Furthermore, this method can be used to

consider the importance of a subreddit with respect to its positioning relative to others.

A formal definition of edge types and node values are featured in Table 4.3 for each
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network.

Application Wikipedia Revision Network Reddit Subreddit Switching
Source Node Editor (at ti) Subreddit (at ti)
Edge (directed) edits after posts in after
Target Node Editor (at ti+1) Subreddit (at ti+1)

Table 4.3: Edge list definitions for each transitional network used in Chapter 4.

4.4 Content-oriented Transitional Networks on Wiki-

pedia

Wikipedia has become a tremendous platform for crowdsourcing knowledge, repres-

enting a cornerstone of the World Wide Web [118]. It allows the "wisdom of the

crowd” [360] to potentially emerge, providing intelligence on a vast range of topics [59].

However, complex dynamics support the emergence of content, since the formation of

Wikipedia articles involves both human cooperation and human conflict, based on the

extent of convergent and divergent views. Narrative and counter-narrative frequently

jostle for presence in articles, representing a source of friction that is seen through editor

interaction [334] and in the semantics of article content [316]. Wikipedia conveniently

provides a list of controversial content that are labelled by the Wikipedia community

themselves3.

Our focus is to further understand the relationship between small groups of users, as

induced by their editing sequences, by using a revision network - an example of a

transitional network. This does not require information on the nature of the editing

undertaken - it simply captures the ordering in which editing occurs and is therefore a

simple metric to infer. Editors are represented by nodes, and a directed edge from node

A to B indicates that "Editor A edits the article after Editor B” (see Figure 4.6). In doing

3https://en.wikipedia.org/wiki/Wikipedia:List_of_controversial_
issues

https://en.wikipedia.org/wiki/Wikipedia:List_of_controversial_issues
https://en.wikipedia.org/wiki/Wikipedia:List_of_controversial_issues
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Editor A

Editor B Editor C

Editor D

Figure 4.6: A network generated using the editor order A,B,D,A,C,A, from the
newest edit to oldest. Each editor is characterised by a letter A to D, and each
occurrence in the list marks a single revision of the article by the corresponding
author. An edge is formed between the current editor and its adjacent neighbour
in the sequence, forming the directed edges (A,B), (B,D), (D,A), (A,C), (C,A).

so, this can determine the extent to which controversial articles exhibit a distinctive

signature relative to those that are deemed non-controversial.

There has already been some consideration of revision networks in the literature

[192, 214], where more recently the emphasis [397] has been to combine them with

other network representations other than transitional networks. However, given the

fundamental nature of revision networks, it is interesting to question the extent to which

they hold sufficient information to characterise controversial Wikipedia articles - an

environment of highly motivated users. Currently, this is not well-understood, and

motivates this research.

4.4.1 Related Work

Understanding the content of crowdsourced platforms such as Wikipedia and the be-

haviour of their contributors is of wide research interest [360]. Wikipedia represents a

dynamic network of articles with a structure resembling that of the World Wide Web

[418], whereby dominant articles act as connectivity hubs. Dynamics also exist within

the formation and maintenance of individual Wikipedia articles, through open and

collaborative editing.
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In an age of misinformation [4, 268, 377], understanding characteristics of controversial

articles has increased in importance. Because of the controversial nature of some topics,

the narrative in a Wikipedia article may contain misleading information that stops a

neutral consensus emerging. Prior work in this area has established insights such as the

predictability of controversy from editor behaviour [334], such as deletions, reversions,

and statistics from the collaboration network, prediction of article quality taking insights

from multiple models [400], and interactions between users, bots, admin and pages

[204]. There have also been a number of different types of network developed to assess

Wikipedia articles, including collaboration networks [62] that capture the positive or

negative relationship between editors, edit networks that capture “undoing” of edits by

a third party [217] and affiliation networks [207].

Interactions between editors range from positive to negative, where debates and ar-

guments lead to different patterns of revision (e.g., [316, 233]), capturing behaviours

such as vandalism [311] and the propagation of disinformation [225]. Characterising

articles and contributors through revisions provides a means for Wikipedia to manage

and review its content. This is potentially labour-intensive and has led to interest in

creating and exploiting methods to detect issues (e.g., [6, 334]).

Controversial articles have become an increasing point of focus, and characterised as

such by Wikipedia. Automated methods for classifying articles have received much

attention (e.g., [316, 401, 397]). The associated revision log for Wikipedia articles has

been shown to provide a basis to examine potential controversy through examining the

collaborative behaviour of individual editors within an article [334] or across multiple

articles [398]. An article’s revision log identifies the structure underlying temporal

interactions [397], and provides insight into how articles and contributors’ habits may

evolve over time [204]. Features from the aggregation of this, such as number of edits,

revision, and previous version restorations have been shown to correlate (e.g., [334]).

Treating the revision log as a network between editors [334] has been shown to provide

additional useful features using graph theory and social network analysis techniques
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(e.g., [316]). This has ranged from global features such as the degree distribution (e.g.,

[334]), through to analysis of local sub-structures concerning the articles with which

editors interact (e.g., [398]).

However, there has been little investigation of controversial articles based on the under

or over representation of local-substructures. As introduced in Section 3.7, network

motif analysis, originated from biology [264, 61], has been used to good effect in

characterising other complex networks, including technology (e.g., [290]). In terms of

Wikipedia, motif analysis has been used to determine how articles point to each other

[418] and in assessing interactions between editors and different Wikipedia articles

[398].

4.4.2 Hypotheses of Content-Oriented Transitional Networks

Using a transitional network, interaction differences between small subgroups of

Wikipedia editors is sufficient to distinguish between controversial articles and non-

controversial articles. This chapter considers the extent to which revision networks

of Wikipedia articles have different local induced substructures based on their having

controversial classifications. In doing so, this also address Research Questions 1, 2 and

4 of this thesis by using a revision network as a technique for building behavioural net-

works to capture disruption which is likely to take place among controversial topics. In

line Research Question 4, this approach is based on techniques from complex networks

[263, 264], that have been successful in classifying diverse and complex biological

networks based on their latent induced subgraphs.

To achieve this at scale, and in contrast to previous literature [334, 316, 204], we adopt

a relatively large sample of Wikipedia articles, involving over 21,000 Wikipedia articles,

by determining their subgraph ratio profiles. Each such profile represents the under and

over representation of induced triads in the revision network of a Wikipedia article using

13 dimensions of connected triads, while also normalising for differences in network
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size.

4.4.3 Methods

Dataset

To consider transitional networks for Wikipedia, we focus on revision history logs and

article meta-data of a sample of Wikipedia articles (N = 21, 631) through Wikipedia’s

web API4. The revision logs contain time-series events and meta-data attributing the

revision to a particular user at a given time. Within this set of articles, a subset

(N = 2, 661) are considered to be ‘controversial’ as they were listed in Wikipedia’s “List

of controversial issues”3. This provides a convenient, labelled sample of controversial

articles. The remaining articles (N = 18, 970) are random articles that are not contained

in the controversial issue list to serve as a basis for comparison. These were taken from

an original sample of 23,000 articles (20,000 non-controversial and 3,000 controversial),

from which articles were removed if they did not contain sufficient information for

motif analysis.

Network Construction

For each article, a revision network is constructed (in the same manner as [214, 397])

where nodes represent unique editors and directed edges show that an editor added

a revision after another editor. The revision log list was traversed to build a network

that spans the article’s lifetime, adding nodes and edges as they appear in each event.

Specifically, let the revision network of a Wikipedia article be defined by G = (V,E),

where each editor is represented by a node v ∈ V . An edge (vi, vj) ∈ E indicates that

editor vi edits the article after editor vj . This excludes self-loops, and editor vi editing

after editor vj multiple times does not result in a multi-edge. A simple example can be

found in Figure 4.6, which describes how the network is constructed.
4https://en.wikipedia.org/w/api.php

https://en.wikipedia.org/w/api.php
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Figure 4.7: Revision network of two articles - A non-controversial article (left)
of The Web Conference and a controversial article (right) of the Brexit Wikipedia
article. The distinct contrast between the two reveals the complexity of revision
networks as more information is aggregated over time.

Figure 4.8: 13 possible combinations of connected triads in directed networks
where each triad is assigned a unique code (bottom) according to the triadic
census algorithm.

Two extreme examples from the dataset shown in Figure 4.7. This form of representation

is potentially useful as large articles do not typically follow a linear or incremental

structure. For example, it is highly likely that users will restore work back to an earlier

revision should a revision become vandalised or irrelevant. Editors are likely to refer

back to previous editor’s work. These behaviours result in complex sequential patterns

that are captured through revision networks.

Network Motif Analysis

As described in Section 3.7, network motif analysis focuses on determining the under or

over representation of induced subgraphs [263, 61], as compared to an alternative sample

of graphs (i.e., a null-model that acts a relevant baseline for comparison). Furthermore,
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the use of motif analysis is used to address Research Question 4 by considering the

extent to which local features (i.e. motif analysis) can be used to detect disruptive

behaviour.

To perform motif analysis, an article’s revision network is analysed using triads, repres-

enting how all possible triples of editors may sequentially interact. Triads are sufficiently

large enough to capture both direct and indirect reciprocity between editors, while not

being of a scale that is impeded by computational complexity - there are 13 possible

connected triads, shown in Figure 4.8. The coded names listed in Figure 4.8 are provided

as part of the convention used in the triad census algorithm [39].

For each article, the subgraph ratio profile (abbreviated as SRP) as defined by Milo

et al. [264] is calculated (see Equations 3.3 and 3.4). This accounts for variations in

network size. This is achieved by determining the relative abundance of each type of

triad compared to random graphs generated by the null-model. For each type of triad

i, ∆i is calculated (see Equation 3.3). In this case, the null model uses 100 random

graphs with the same number of nodes and edges as the graph under observation. This

process is repeated for each triad i and normalised across triads to form the subgraph

ratio profile (SRP) for a given network. The ith SRP, denoted SRPi, denotes the extent

of under or over representation of the triad i, as defined in Equation 3.4.

The SRP composed for each article provides a 13-dimensional vector whose components

indicate the extent of triad representation relative to networks in the null model. To

assess these collectively, principal component analysis (PCA) is used, which allows

for the SRPs to be considered in a lower dimensional space. In this case, both three

and two-dimensional PCA is used. Finally, comparisons are made with a number of

external variables (including number of editors/nodes, age of article, and revision rate)

to understand potential correlations with motifs.
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Figure 4.9: Subgraph ratio profiles of all controversial articles as an overlapping
line plot to show the distinct formation of triads in each article. The average
profile is displayed in red.

4.4.4 Results

Motif Analysis

The SRPs that arise from both controversial and non-controversial articles are first

examined in isolation (Figures 4.9 and 4.10 respectively).

To find significant triads, a cut-off value of +0.3 and -0.3 was determined based upon a

combination of findings informed from [263, 264, 229] and visual estimation. These

results determine that controversial articles are strongly represented by triads 111D,

111U and 201, which attain average SRP scores of 0.382, 0.375, 0.372, with relatively

low dispersion (SDs of 0.136, 0.149 and 0.124 respectively). Together these represent a

chain of three nodes, where one edge is reciprocated, with the other edge covering all

possible directional types (i.e., reciprocated, directed in, directed out).

In contrast, the results for the non-controversial articles provide a different profile. Here

021D and 021U are significantly underrepresented (average SRP scores of -0.511,

-0.485), albeit with higher standard deviations present (SDs of 0.192, 0.2). Interestingly,

these anti-motifs (021D and 021U) relate to a lack of subgraphs where directed edges

either emanate from or are received by a single node in the triad. Such configurations

relate to the role of a mediating editor that may be presented with or respond to the

editing of others. In other words, such mediators have a reduced role in non-controversial

articles.
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Figure 4.10: Subgraph ratio profiles of all non-controversial articles as an overlap-
ping line plot to show the distinct formation of triads in each article. The average
profile is displayed in red.

Figure 4.11: Subgraph ratio profiles of all articles, with controversial articles dis-
played in red and non-controversial in black revealing the distinct signature of
controversial articles compared with non-controversial articles.

The comparison between these subgraph ratio profiles is shown in Figure 4.11. These

profiles are quite distinct when compared. In addition to this, the Pearson correlation

coefficient is determined for each distinct pair of articles in three groups - controversial

articles, non-controversial articles and all articles. Controversial articles provide the

greatest correlation to each other (M=0.41193, SD=0.41262). Non-controversial articles

have a lower mean correlation (M=0.37498, SD=0.36749) which is similar to the result

when considering all articles together (M=0.37569, SD=0.36844).

Principal Component Analysis using SRPs

The 21,631 subgraph ratio profiles are analysed to determine the relationship in terms

of relative clustering. PCA is applied in order to reduce the 13 dimensions of the SRPs

down to a lower dimensional space which is more easily interpret-able. The SRPs are

projected into 3-dimensional space for clarity, as seen in Figure 4.12. This presents a
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Figure 4.12: PCA scatter plot repression of the 13-point feature vector in 3D
clustering space where red points represent controversial articles and black
points represent non-controversial random articles. The PCA plot emphasises
the unique clustering behaviour of controversial articles with respect to non-
controversial articles.

distinctive region where controversial articles are dominant. This provides evidence for

a distinction between the controversial and non-controversial articles, consistent with

the variation in motifs identified in the previous section.

The PCA coefficients (Table 4.4) that define the three dimensions reveals that principal

component one (x axis in Figure 4.12) primarily depends on triads 111D and 111U.

Principal component two (y axis in Figure 4.12) primarily depends on triad 021C. The

third principal component primarily depends on triads 021C and 030C. Additional

observations are made when represented in three-dimensional space, as the revision

networks have limited dispersion in the third dimension (i.e., vertical dimension as

plotted).

Calculating the percentage of explained variance by principal component confirms

that the first principal component produces 53.7% of the shared variance, the second

produces 22.3% and the third produces the least with 6.7%. This confirms that the

third principal component provides a limited contribution to representation of the total

variance across the significant ratio profiles. This supports representation through

two principal components, as plotted in Figure 4.13, with the relative composition

of each principal component being near identical to PC-1 and PC-2 in Table 4.4. As
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PC-1 PC-2 PC-3
021D 0.33 0.42 0.07
021U 0.321 0.43 0.12
021C -0.12 0.64 -0.6
111D 0.5 -0.27 -0.39
111U 0.52 -0.24 -0.33
030T 0.14 0.2 0.13
030C 0.2 0.1 0.44
201 0.31 -0.05 0.11

120D 0.07 0.05 0.13
120U 0.07 0.06 0.13
120C 0.2 0.04 0.19
210 0.11 0.07 0.16
300 0.06 0.06 0.11

Table 4.4: PCA coefficients displaying the strongest triads.

anticipated, this is a similar dependency on the first and second primary components in

the three-dimensional representation.

Representation in two dimensions further clarifies the distinction between controversial

and non-controversial revision networks. In particular, from Figure 4.13 both classes of

article exhibit a similar maximum and minimum range against principal component two,

which is primarily defined by the linear path between three nodes (021C). However,

it is the variation in the first principal component, dominated by 111D and 111U,

which represent linear paths with reciprocation on one edge, that differentiate the non-

controversial from controversial. High values in principal component one correlate with

controversial articles - in other words, controversial articles exhibit more reciprocation

on top of possible linear paths.

Combining Results With Additional Metadata

The relationship between revision networks and primary external variables (number of

editors/nodes, age of article, and revision rate) using motifs is assessed. Specifically,

using the dimensions of two-dimensional PCA analysis, the correlation with the external
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Figure 4.13: PCA scatter plot repression of the 13-point feature vectors in 2D
clustering space. Similar to Figure 4.12, the PCA plot emphasises the unique
clustering behaviour of controversial articles with respect to non-controversial
articles when reduced to two dimensions.

variables is examined, and how this differs between controversial and non-controversial

articles. The results are shown in Figures 4.14, 4.15 and 4.16.

The greatest differences between controversial and non-controversial articles occur with

respect to article age (Figure 4.15). Here, controversial articles with high age cluster

against high values of principal component one, and to some extent this occurs for

principal component two. This contrasts against the clustering seen for non-controversial

articles.

Figure 4.15 also shows that controversial articles have a tendency to be older. The

high values in principal component one and two which align with dense clustering
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Figure 4.14: Scatter plot of each principal component combined with node count
for both non-controversial and controversial articles. The figures reveal a cor-
relation between the two variables for both controversial and non-controversial
articles.

of controversial articles show that while such articles accumulate the linear revision

path between authors (021C which dominates principal component two), controversial

articles also accumulate instances of linear paths where one edge is reciprocated (i.e.,

111D and 111U which dominate principal component one).

Dyadic Analysis

In addition to triad based analysis, we further include analysis of dyads in an attempt to

understand the extent to which they help to explain the complex nature of interactions.

The frequency of dyads is applied using a separate counting procedure from that of the

triadic census algorithm [39]. This is to ensure that dyads are counted as pairs and not

as triads.

The number of dyads is determined by counting the number of times a distinct bidirec-

tional link A←→ B (102) appears between a pair of nodes and the number of times a

unidirectional link A −→ B (012) appears separately.
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Figure 4.15: Scatter plot of each principal component combined with article
age for both non-controversial and controversial articles. The figures reveal
there is no correlation between the two variables for both controversial and non-
controversial articles.

Figure 4.16: Scatter plot of each principal component combined with edit rate
(mean number of edits per month) for both non-controversial and controversial
articles. Much like, Figure 4.14, the figures reveal a correlation between the two
variables for both controversial and non-controversial articles.
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Figure 4.17: Using the original SRP’s, the mean and standard deviation are taken
for each triad (including dyads 012 and 102) for all non-controversial articles.

Figure 4.18: Using the original SRP’s, the mean and standard deviation are taken
for each triad (including dyads 012 and 102) for all controversial articles.

Reproducing the SRP to include dyads reveals the extent to which they describe the

structure of the revision networks. Figure 4.17 indicates that both dyads have a mean

value of 0 each with a relatively high standard deviation, with dyad 012 varying the

least out of the two. Contrary to Figure 4.18, controversial profiles offer little variance

with a high mean significance for dyad 102.

Plotting each dyad as individual components in two-dimensional space reveals clustering

behaviour similar to that of Figures 4.12 and 4.13. It is clear from Figure 4.19 that

controversial content (marked in red) produces a distinct cluster, except for a few

outliers.

Prediction

In view of the results provided from principal component analysis, these findings

support the potential for clustering and classification which help address Research

Question 4. As a result, a support vector machine (SVM) and binary logistic regression

(BLR) are used in line with Research Question 4 to perform binary classification on

the profile feature vectors for dyads, triads and both combined for all controversial and
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Figure 4.19: A simple two-dimensional scatter plot of dyads 012 and 102 signific-
ance values in isolation reveals similar clustering behaviour observed with triads.

non-controversial profiles. These results can be observed in Figures 4.20, 4.21 and 4.22

in the form of Receiver Operating Characteristic (ROC) curves.

Generally, each classifier performs relatively well with an accuracy of P = 0.93735

for BLR and P = 0.93578 for SVM using triads in isolation. The results presented in

Figure 4.20 indicates that logistic regression has a consistent performance compared to

a SVM where performance progresses slowly. Similar comments can be made about

the performance of each classifier when both triads and dyads are used in combination

(see Figure 4.22) with an accuracy of P = 0.9374 for BLR and P = 0.9366 for

SVM. Using dyads, independent of triads, for prediction fails to perform as well as the

previous two in Figures 4.20 and 4.22) resulting in an accuracy of P = 0.88072 for

BLR and P = 0.89555 for SVM. A more detailed analysis of the binary classification

performance can be observed in Table 4.5 for each classifier.
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Figure 4.20: The ROC curve used to measure classification performance of each
binary classifier using triads as feature vectors.

4.4.5 Discussion

Motif analysis of revision networks gives insight into how the temporal editing re-

lationship between small groups of Wikipedia authors create signatures that allow

controversial articles to be distinguished which helps answer Research Question 4. In

contrast to previous work, this work is performed using a relatively large sample of

Wikipedia articles, where distinct patterns emerge. This provides strong support for the

hypothesis of this thesis and addresses Research Question 1 and Research Question 2

by demonstrating that the revision network can be used to capture behavioural signals

on social media in the form of “switches” between article revisions based upon collabor-

ative affordances such as “reverting” and “deleting”. This also reaffirms the importance

of the revision network as a simple but fundamental element in editing Wikipedia.

Through motif analysis, reciprocation on linear paths can be identified among triads of
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Figure 4.21: The ROC curve used to measure classification performance of each
binary classifier using dyads as feature vectors.

editors in the revision network is over-represented in controversial Wikipedia articles.

These motifs are defined by the triads 111D, 111U and 201. In contrast, the revision

networks from non-controversial articles exhibit two anti-motifs, involving the under-

representation of triads involving two directed edges either arriving at or emanating from

a mediating node (triads 021D and 021U). These motifs and the underlying subgraph

ratio profiles represent an unusual and distinctive profile which represent distinctive

“super-families” beyond those seen in other technologically related networks, such as

the World Wide Web [418].

Performing dimensionality reduction upon the subgraph ratio profiles from each revision

network provides an understanding of the relationships between Wikipedia articles. This

analysis shows that the structure of the data is amenable to reduction to two dimensions,

where the principal components are dominated by triads 111D and 111U in the first
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Figure 4.22: The ROC curve used to measure classification performance of each
binary classifier using both triads and dyads as feature vectors.

component, and mainly 021C in the second component, but with lesser contributions

from triads 021D and 021U.

The results from two-dimensional principal component analysis show that the dominant

triads in both components, as listed above, correspond to linear paths, i.e., open triads

which represent sequences of editing without indirect reciprocity. The extent and format

of reciprocated (i.e., bidirectional) edges on these open triads is sufficient to define

the two principal components. The dominant triads in the first principal component

each involve reciprocation on one edge, whereas interestingly, in the second principal

component, the dominant triads are open triads with no reciprocated edges. From this it

is suggested that short paths, rather than short loops of editing that represent indirect

reciprocity, are important features in characterising Wikipedia revision networks.

In addition to this, using two-dimensional principal component analysis, the first prin-
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Precision Recall F1-Score Support

D
ya

ds BLR
NC 0.9 0.97 0.93 4799
C 0.48 0.23 0.31 663

SVM
NC 0.92 0.95 0.94 4799
C 0.56 0.41 0.47 663

Tr
ia

ds BLR
NC 0.95 0.98 0.96 4752
C 0.79 0.64 0.71 656

SVM
NC 0.95 0.98 0.96 4752
C 0.8 0.6 0.69 656

B
ot

h BLR
NC 0.95 0.98 0.96 4799
C 0.79 0.64 0.71 663

SVM
NC 0.95 0.98 0.96 4799
C 0.8 0.61 0.7 663

Table 4.5: Classification report for every possible combination of data type, clas-
sifier and label where "NC" is non-controversial and "C" is controversial.

cipal component strongly distinguishes between the revision networks of controversial

and non-controversial articles. The dominant triads defining this capture the extent

of direct reciprocation being present. Finally, through consideration of the principal

components against additional external variables, it can be observed that article age

plays a role in distinguishing the controversial articles. High values in both principal

components aligns with strongest clustering of controversial articles, which is not the

case for non-controversial articles.

With respect to dyadic analysis, thesis results provide additional support into understand-

ing the clustering behaviour of controversial articles. Although it is clear that clustering

can be performed by combining each dyad in a two-dimensional feature space, we can

conclude that controversial articles do not vary greatly in dyad 012 (A −→ B) which

supports the hypothesis that controversial articles do not typically follow an incremental

structure as reverts and “undoing actions” are frequently made.

With respect to prediction, the data extracted can be used as feature vectors to solve

many classification and prediction related problems. As demonstrated, the use of binary

classifiers (in this case, BLR and SVM) can be used in article classification based upon

the graph structure of a revision network using the methods provided. Performing
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prediction from two dyads alone provides produces poor results compared to that of

triadic analysis. This supports the belief that the structure of triads (as a combination of

dyads) encodes more information than dyads in isolation.

4.4.6 Key Findings

This analysis has given insights into the structure underlying revision networks from

Wikipedia articles, and has shown that a relatively small number of features, in terms of

substructures in revision networks, characterise controversial Wikipedia articles. Using

the collaborative data structure and transitional network, the results have identified

key clusters of editorial interactions to this effect, in support of the hypothesis of this

thesis. These are distinctive and indicate that the revision networks for controversial and

non-controversial Wikipedia articles have differentiated subgraph ratio profiles. This

investigation gives understanding as to how prediction or classification of articles can

be enhanced using the latent structures relating to editor behaviour, which supports

Research Question 4 of this thesis. This also reaffirms the importance of the revision

network as a simple but useful representation for assessment of Wikipedia articles based

on the transitional network. Furthermore, these results establish the reliability and

efficacy of using transitional networks for modelling periodic behaviour, as shown in

the investigation on Wikipedia which addresses Research Questions 1 and 2 as a result.

4.5 User-oriented Transitional Networks on Reddit

Compared to content-oriented transitional networks (see Section 4.4), user-oriented

transitional networks are designed to focus on interactions that are centred around a

single user according to the feed data structure. The activity they produce over time is

analysed by observing how they transition between different pieces of content.

Social media platforms such as Reddit allow users to post and share content with
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communities of other like-minded individuals. Reddit is segregated into smaller com-

munities known as subreddits, which are dedicated to a particular topic or theme. A

user can interact with these communities in the form of posting a submission (either

sharing a link or publishing a text post) and commenting (commenting on another user’s

post or leaving a reply in response to another user’s comment).

As a result, this mechanism opens up the possibility of bad actors seeking to cause

disruption at scale by distributing content to a collection of different subreddit in an

attempt to falsely influence the opinions of others and cause disruption. In recent years,

Reddit has highlighted the issue of users with malicious intent as part of their 2017

Transparency report5.

Much like Wikipedia, Reddit shares a similar structure by providing subreddits as a

mechanism to allow users to congregate around a specific topic with other users, to

discuss shared items. As seen within Wikipedia, (see Section 4.4) an article takes on the

form of a piece of content where a collection of users seek to provide edits, forming a

community around said content.

As a result, further modifications can be made to form transitional networks around

users and the transitions that are made between Reddit’s subreddits, the “content”. In

this case, the concept of a transitional network is applied in a user-oriented fashion.

We address the hypothesis of this thesis by investigating, firstly, alternative ways in

which behavioural networks can be explored on social media using Wikipedia and

Reddit (see Research Question 1). Secondly, by constructing alternative network-based

representations using two different orientations (see Research Question 2). Thirdly, by

capturing different types of affordances (see Research Question 3) associated with van-

dalism and disruptive accounts. And fourthly, by utilising methods derived from motif

analysis to detect disruptive behaviour from controversial topics using the transitional

network representation developed in this investigation (see Research Question 4). For

52017 Transparency Report: https://www.redditinc.com/policies/
transparency-report

https://www.redditinc.com/policies/transparency-report
https://www.redditinc.com/policies/transparency-report
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Subreddit A

Subreddit B Subreddit C

Subreddit D

Figure 4.23: Much like Figure 4.6, a network generated using the subreddit or-
der A,B,D,A,C,A, from the newest edit to oldest. An edge is formed between
the current subreddit and its adjacent neighbour in the sequence, forming the
directed edges (A,B), (B,D), (D,A), (A,C), (C,A).

this reason, as addressed in Section 4.1, alternative formulation of transitional networks

is therefore relevant.

In this investigation, subreddits are represented by nodes and a directed edge between

SubredditA and SubredditB indicates that “a user posted in Subreddit A then posted

in B after”. An example network is shown in Figure 4.23

In view of the key findings presented in Section 4.4, the notion of transitional networks

provides utility for understanding temporal switches between two users around specific

content of interest (content orientated).

As mentioned previously, this addresses Research Question 2 which, combined with

content-oriented transitional networks, can be used as part of a wider framework of

different network representation. Furthermore, the relationship between a user and

content has an important role in characterising user behaviour and helps answer Research

Question 1. This discussed further in Chapter 6.

This, in turn, motivates additional research to consider the reversal roles of users and

content such that transitions are made between different items of content around an

individual user. This is said to be user-oriented. This section is intended to determine

whether the approach used as part of the section on controversial articles on Wikipedia
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(see Section 4.4) can be transferred to focus on users as opposed to content.

4.5.1 Related Work

As a platform, Reddit has experienced disruption in a number of ways. Perhaps one

of the biggest forms of disruption that has taken place on Reddit is trolling. The use

of trolling on Reddit has been observed across a large range of topics, from religion

to entertainment [138]. In recent years, this has evolved to include more contentious

topics such as health and politics [407]. This became particularly dominant during the

2016 US Presidential Election and the rise of Donald Trump [141, 164].

In addition to trolling, a considerable amount of research has been invested in solutions

to identify and tackle misinformation [234, 329]. Much like trolling, misinformation on

Reddit is centred around both health and politics. Research on Reddit has shown how

echo-chambers have contributed to the development of anti-vaccination conspiracies

and the spread of political misinformation [376, 76].

The concept of building network representations to capture switching/migrations pat-

terns has been explored in multiple ways. Within the literature, studies on switching-like

behaviour have been observed from the context of migration theory. Migration theory

describes user behaviour using the push, pull, and moorings (PPM) model for under-

standing what motivates users to migrate (push), what attracts them (pull) and prevents

them (mooring) [31, 58].

The PPM model was designed to understand migration in an offline environment, but

has since been extended to understand migration on online social media platforms.

Research has shown how this model has been used to understand what causes people

to migrate in a cross-platform manner between different social networking apps and

instant messaging applications [147, 90, 304].

Similar research has been applied specifically to Reddit in an attempt to understand

how users migrate between subreddits over time. This has to be achieved by observing
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migration on different scales between subreddits (micro and macro) [110] and from

Reddit to other platforms such as Digg and Slashdot during a time of community unrest

[277].

As a result, user migration on Reddit is a non-trivial matter and is therefore an important

factor to consider when understanding how users seek to cause disruption between

subreddits. Within the literature, few studies consider the role of a network-based

approach for capturing predictive signals to identify the presence of disruptive behaviour.

For this reason, transitional networks serve as an appropriate representation to consider

when modelling a user’s movements over time. As a result, this motivates the work of

this section.

The purpose of this investigation is to demonstrate the utility of user-oriented transitional

networks for detecting disruptive behaviour. In doing so, this investigation considers

Research Question 1 of this thesis by defining a behaviour network composed of normal

and disruptive users though transitional networks for modelling migration behaviour.

Furthermore, this section also demonstrates how the transitional network could be

used in a different orientation to model patterns of migration as well as collaborative

exchanges, which helps answer Research Question 2.

Within this section, transitional networks are used in an attempt to extract small sequen-

tial patterns to discover common migration patterns between two or more communities.

These sequential patterns are used to find sequential patterns which are unique to disrupt-

ive users over normal users and has the potential for capturing statistically significant

interactions and could reveal potential for classification (see Research Question 4) and

the detection of events such as posting campaigns.

4.5.2 Dataset

As discussed previously, this section seeks to explore Research Question 1 and Research

Question 2 of the thesis by understanding the role of user-orientated transitional net-
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works for detecting disruptive behaviour. Labelled data to indicate disruptive behaviour

on Reddit is important as a basis for investigation. Accordingly, Reddit has published a

publicly available list of accounts which they deem to be suspicious6 as outlined in their

2017 Transparency Report7. This dataset is used as the ground truth for the “suspicious”

users dataset. This returned a total of N = 938 users.

To form a baseline comparison, data from a random set of users is collected by iterative

sampling from a random collection of subreddits. This group of randomly picked users

are considered to be a fair representation of the entire Reddit population and to ensure

that no two users are alike. Additionally, this will produce more diversity with respect to

activity. This produced a total of N = 896 users. In doing so, the baseline comparison

is used for drawing conclusions about the distinctions in behaviour between suspicious

and random users.

The timestamp of a user’s posting activity is a valuable feature for describing the

direction of a switch between a pair of subreddits in the transitional network. As a

result, Figures 4.24 and 4.25 reveal the events plots for both random and suspicious

users according to the timestamp of a submission. Each event plot is between September

2011 to April 2018 where a cell has a window size of a week and indicates if a user was

active within that period.

As observed in Figure 4.24, it is clear that user sessions are far more evenly distributed

and longer-lasting. Random users are nearly constantly online, with very few breaks in

between each period. The set of suspicious users in Figure 4.25 reveals that the timings

are very much in alignment with other users, highlighting the presence of potential

group co-ordination.

The results provided by the activity event plots (as shown in Figures 4.24 and 4.25

provide motivation for the overarching goal to differentiate between normal and disrupt-

6List of suspicious users on Reddit: https://www.reddit.com/wiki/
suspiciousaccounts

72017 Transparency Report: https://www.redditinc.com/policies/
transparency-report

https://www.reddit.com/wiki/suspiciousaccounts
https://www.reddit.com/wiki/suspiciousaccounts
https://www.redditinc.com/policies/transparency-report
https://www.redditinc.com/policies/transparency-report
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Figure 4.24: An event plot where a filled cell represents user activity within a win-
dow of a week. The figure reveals how random user activity shows near-constant
usage with irregular periods between activity.

ive users based upon migration switching behaviour. It is evident that the timings of

submissions contribute to the identification of suspicious users.

Overall, a total of N = 1, 135 unique subreddits were used by suspicious users and

N = 12, 565 unique subreddits were used across all random users. Both suspicious and

random users have a total of N = 709 subreddits in common.
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Figure 4.25: An event plot where a filled cell represents user activity within a
window of a week. The figure reveals how suspicious users are active in distinct
bursts which often overlap with other users in the set with clearly marked periods
of inactivity.

4.5.3 Methods

User-Oriented Transitional Network Construction

Each user is represented by a user-oriented traditional network where nodes are used to

represent unique subreddits and a directed edge shows the order in which an individual
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user posted in a subreddit after another subreddit. The posting activity of an individual

user’s profile is traversed in the order in which submissions are created, spanning the

entire posting history of said user’s profile.

A network is formally defined by, G = (V,E) where each subreddit is represented by

a node v ∈ V . An edge (vi, vj) ∈ E indicates that a user posts in subreddit vi after

posting in subreddit vj . A simple example can of the resulting network can be found in

Figure 4.23.

Consider the example provided in Figure 4.26 where the entire activity of subreddit

switching is aggregated cross all users in the dataset of suspicious users. Although very

little detail is provided considering the scale of the network, initial observations reveal

frequently visited subreddits as indicated by node size.

Switch Motifs

Much like the previous investigation (see Section 4.4), to differentiate between suspi-

cious and random users, motif analysis is used to discover statistically significant switch

“patterns” which are unique to each user group. The distinction between the two orient-

ations of transitional network is that rather than focusing on unique triad formations

(Section 4.4), this analysis considers the role of simple switches in a chain-like linear

fashion, which in turn explores Research Question 1 and Research Question 2 of the

thesis. To achieve this, this section focuses on combinations of subreddits (in groups of

two) which appear in a sequence similar to an n-gram model or Markov chain, in which

transitional networks are used to model / count the unique switches.

This is motivated by the results in Section 4.4.4 of the previous investigation, where

the SRP profile indicated that the simple linear, chain-like connections and dyads are

more statistically significant than the remaining triad formations in the complete set.

As a result, these linear formations provided the strongest signals and motivates the

methodology of this investigation through the concept of “switch motifs”.
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Figure 4.26: A switch between two subreddits is made when they appear together
as neighbours in time-series, forming a directed network. The size of a node re-
flects the in-degree value and the shade of the node represents the strength of the
eigenvector centrality.

This approach, as has been used in other studies whereby, the sequential patterns

of purchases in credit card data can be used to reveal different types of lifestyles

in urban populations [117]. Furthermore, similar techniques are widely used within

bio-informatics as a method for discovering gene sequences [28].

One of the leading examples in gene sequencing algorithms is MEME (Multiple Em

for Motif Elicitation) which uses a probabilistic mixing model as a null model. The

primary purpose of MEME is for processing DNA, RNA and protein sequences with

additional features such as the addition of a custom “alphabet” [28]. This approach is



4.5 User-oriented Transitional Networks on Reddit 113

capable of discovering statistically significant sequences in the same way network motif

analysis can find statistically significant subgraphs. As a result, this approach motivates

the methodical structures of this investigation, whereby a similar approach is used to

find significant subreddit switches in the same way as significant gene sequences.

Much like traditional motif analysis, random sequences of subreddits can be generated

to form a baseline comparison (otherwise known as a null model) combined with

the relevant statistical measures used throughout the motif literature. Within gene

sequencing algorithms, the notion of an “alphabet” is introduced and maps directly to

the total set of subreddits used in the investigation. The algorithm for the solution is

approximated as follows:

1. Define an alphabet of subreddits S = 〈S1, S2, . . . , Sn〉

2. Generate all possible sequences where n = 3 for sequence length

3. Count occurrences for all possible sequences in the target network

4. Generate random sequences using the same alphabet (usually 100 switch se-

quences) from a uniform distribution

5. Determine Zi or ∆i scores for each distinct combination (see Equations 3.3 and

3.4).

4.5.4 Results

Figures 4.27 and 4.28 provide a overview of the top 40 popular subreddits (according to

in-degree) across both user sets. Initial observations from random users (Figure 4.27)

show a significant increase of activity within the subreddit r/AskReddit compared to

others.

It’s possible to suggest that this may be a sign of a small-world network, as there is a

possibility that any pair of users in the random set may have engaged with each other.



4.5 User-oriented Transitional Networks on Reddit 114

Further analysis is needed to better understand activity on a local level to reaffirm this

observation.

Figure 4.27 also shows random users are far more likely to engage in broad subreddits

contrary to suspicious users. As observed in Figure 4.28. These subreddits can be

broken down into three main themes: Politically divisive communities (e.g. r/The_don-

ald, r/HillaryForPrison); activism (e.g. r/Bad_Cop_No_Donut, r/Police_V_Video and

r/uncen) and cryptocurrencies (r/Cryptocurrencies, r/Blockchain and r/Bitcoin).

Figure 4.27: The set of random non-suspicious users post the vast majority of con-
tent in the r/AskReddit subreddit. Other top subreddits include r/politics, r/funny
and r/worldnews which are fairly generic with respect to discussion.

Without considering duplicate subreddits in an individual switch, a high-level overview

of basic switching patterns reveal somewhat distinct behaviour between the two groups.

Random users exhibit somewhat consistent behaviour by producing switches between

two subreddits that are of a similar theme. The top four most popular switches according

to r/moderatepolitics→ r/politics, r/ukpolitics→ r/unitedkingdom, r/cryptocurrency

→ r/nanocurrency and r/army→ r/airforce. These examples show that user sessions

typically fall within the same topic category.

Contrary to random users, suspicious users produce switches that are more unusual
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Figure 4.28: The suspicious user set is somewhat similar to that of normal users
however, a few of the top ranking subreddits include specialised communities such
as r/uncen and r/Bad_Cop_No_Donut.

and inconsistent compared to that of “normal” behaviour. For example, suspicious

users frequently engage with political and cryptocurrency related subreddits such as

r/cryptocurrency, r/blockchain, r/bitcoin, r/politics and r/conservative.

Due to the large quantity of subreddits (total of N = 12, 991) it was only possible to

count distinct switches with a maximum length of N = 2 that occurred in the dataset.

In the interest of speed and efficiency, this analysis is concentrated on the union of

subreddits between the two sets, focusing on the communities that both random and

suspicious users have in common. After this reduction, it can be observed that both user

groups have a total of N = 709 subreddits in common.

The total number of switch combinations of length N = 2 produces 7092 = 502, 681

possible combinations to enumerate over. For this reason, it is simply not possible, with

conventional resources, to perform motif analysis as expected due to the computational

overhead of generating a minimum of N = 100 additional random permutations as a

baseline. This issue elaborated further in Section 4.5.5.
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4.5.5 Discussion

The methods developed in this investigation attempt to determine the feasibility of

differentiating between random and suspicious users according to migration patterns

through the concept of switching motifs as a method for discovering statistically sig-

nificant switches. Ultimately, this did not support the hypothesis that a user-oriented

transitional network can be used to model migration on Reddit. The analysis proved

that this was not the case, as motif analysis can not be used to differentiate the activity

of normal and disruptive users.

While motif analysis on switching networks using user-oriented networks failed to yield

insights, this was not the case for content-oriented transitional networks (see Section

4.4) where it can be observed that motif analysis provides utility for applications such

as prediction.

The results from this analysis allude to a number of key issues and possible solutions.

These are outlined as follows:

High Volume of Subreddits

As mentioned previously, a total of N = 12, 991 unique subreddits overall, meaning

that the possibility of any pair of users sharing the same switch sequence is incredibly

low, making it extremely difficult to compare different users. Consequently, comparing

the results may distort the analysis as this will likely feature switch pairs which may not

be present within the other user group (e.g. random and suspicious).

Furthermore, data collection was performed on a content-centric basis (similar to Section

4.4 by sampling via subreddits) however, the analysis was performed on a user-centric

basis meaning that the two processes (data collection and analysis) were misaligned.

One solution to combat this issue would be to categorise subreddits to emphasise

switching between similar topics (e.g. Hobby, Politics, Sport). Another option would be
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to maximise the overlap of possible switches by taking the intersection of the subreddits

between the two user groups.

Possibility of Duplicates

Duplicated switches are frequently occurring switch sequences which contains the same

subreddit in the entire sequence (e.g. r/AskReddit→ r/AskReddit). Duplicates mostly

explain high bursts of activity within the same subreddit, which is unhelpful when

finding distinct switching behaviours. Observing switches within the same subreddit

across all users enforces the idea that users are persistent in their engagement within the

same community. While it is possible for a user to favour posting in a certain subreddit

over others, less frequent observations may be overlooked.

Scalability

Given the number of subreddits involved in the set, this solution doesn’t scale well with

respect to the number of comparison that are needed for matching across all subreddits.

Finding occurrences of pairs will scale in quadratic time O(n2) and triples in cubic

time O(n3). For example, using the N = 709 shared between the two user groups, the

algorithm will compare N = 502, 681 pairs and N = 356, 400, 829 triples. Even with

a reduction, the solution does not scale well and is not suitable for application which

perform in real time.

Considering the size of the sample space, with such a large set of subreddits, this

will mean that speed is significantly reduced as services like MEME operate using a

far smaller alphabet. While this solution provides a quick alternative for discovering

over-represented switches, it is subject to criticism as it is not adapted for true sequential

motif discovery.
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4.5.6 Key Findings

As mentioned in Section 4.5.5, the results produced from this investigation reveal how

the use motif analysis is unable to identify statistically significant motifs to differen-

tiate between random and suspicious users using a user-oriented transitional network

of subreddit switches. Consequently, this means we are unable to answer Research

Question 4 as a result of not being able to perform any form of classification using the

techniques developed in this investigation on user-oriented transitional networks.

Each user account featured in the analysis has a broad range of subreddits which are

dissimilar and diverse by comparison to other user’s subreddits. Even though a user

may post in a diverse range of subreddits, ultimately not enough data is provided for

each account to provide a detailed overview of user activity, making it harder to extract

switching signals that are unique to a particular user or group.

In addition to this, the results from the switch motif analysis revealed several issues

relating to time complexity and sample space of enumerating over every possible

switching pairs within the set. While switch motif analysis may provide promising

results, future research that is based on the optimisation of motif analysis and switching

networks is needed and goes beyond the scope of this thesis. Instead, this investigation

addresses these issues and offers suggestions for future research.

4.6 Conclusions

To conclude, this chapter provides two investigations which have been invoked to an-

swer the hypothesis and research questions of this thesis by emphasising the utility of

transitional networks on two unique yet valuable platforms for mining collective user

behaviour. Both Wikipedia and Reddit, although different, can model user behaviour in

similar ways using transitional networks using the collaborative and feed data structures

respectively (as introduced in Chapter 3). This chapter demonstrated that it is only
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possible to observe user activity from one perspective using a content-oriented trans-

itional network. As a result, this solution provides versatile methods for understanding

user activity by observing latent substructures through subgraphs of content-oriented

transitional networks, while further research of user-oriented networks is needed.

In the case of Wikipedia, transitional networks provide a mechanism for interpreting

editorial exchanges of content among a collection of editors. Nodes are used to represent

editors, with directed edges being used to link to the previous editor’s contributions.

This in turn can be inverted to observe how a single editor can transition over multiple

articles.

On the other hand, user-oriented networks on Reddit reveals that the methodology

does not easily translate to other platforms using a different orientation. Data for these

networks is generally content centric, and user centricity is much harder to acquire

and analyse, noting that the large pool of required users is a significant impediment to

analysis. As a result, a lot of data is needed to build an accurate representation of the

activity due to limited quality data. This is further compounded by the issue that the

algorithm for detecting unique switches does not scale well with respect to size. For

this reason, it is possible to conclude that Reddit, and indeed other community-oriented

platforms, the method can not be transferred to user-centric analysis in the same way as

demonstrated on Wikipedia for content-centric application.

In conclusion, only content-oriented transitional networks support the hypothesis

through Research Questions 1, 2 and 4, yet this is not the case for user-oriented

transitional networks due to being unable to construct and extract behavioural signals

which can be used to detect the presence of disruptive activity.
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Chapter 5

User-To-User Networks

5.1 Introduction

In the previous chapter (see Chapter 4), the concept of transitional networks were

introduced in an attempt to model switches (also known as “transitions”) between

two or more different states. These were examined from two perspectives, content-

oriented and user-orientated. The results revealed how content-oriented networks on

Wikipedia produced promising results by focusing on transitional networks composed

exclusively of pairs of users collaborating on a Wikipedia article. This led to the

success of being able to detect controversial from non-controversial articles using just

the network representation as a feature vector. As a result, these findings demonstrate

that behavioural networks can be defined in the form of content-oriented transitional

networks (see Research Question 1) and also help contribute to the development of a

concise framework (see Research Question 2) and classification (see Research Question

4).

In view of the results from Chapter 4, the purpose of this chapter is to investigate the

hypothesis of this thesis by addressing Research Questions 1 and 2 by maximising

the involvement of user-led interactions. This is achieved by exploring user-to-user

networks which represent simple user-directed interactions which take place between

other users. Furthermore, this chapter seeks to investigate whether user-to-user networks

can be used as part of a wider framework for examining diverse affordances (see
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Research Question 3) and the extent to which they can be used to predict the presence

of disruptive behaviour (see Research Question 4)

These networks are created with the intention of discovering potential signals for disrupt-

ive activity such as trolling (see Chapter 2, Section 2.2.2). This network representation

is introduced in this chapter as a user-to-user network, which primarily focuses on

the role of message-based interactions which takes place between a set of users. This

chapter refers to “message-based” as interactions which contain a body of text directed

at a specific user. The research conducted in this chapter closely examines user-to-user

networks, using Twitter (as shown in Section 5.4) and Reddit (as shown in Section 5.5)

to examine this network representation.

User-to-user networks are perhaps the most widely studied form of network represented

within the literature, and are employed for a variety of reasons. For example, similar

configurations have been applied to explore friendships / following, favourites and

sharing [213, 275, 237]. As a result, the notion of constructing networks excessively

from user interactions can be used to cover a broad range of scenarios for modelling

complex social networks. However, in the context of detecting disruptive behaviour, the

rationale behind user-to-user networks in this thesis is to study interactions within a

message-based environment to consider latent signalling concerning disruptive beha-

viour.

While user-to-user networks could be used to model interactions which don’t explicitly

involve content (e.g a user liking another user’s content) disruptive activity typically

takes place over text as acts such as spreading misinformation and trolling are manifested

through written content [355, 169, 133, 98]. While text-based analysis, has some utility

in detecting disruptive behaviour [169, 133], consequently this produces a few defects.

These include factoring in language, inconsistencies and spelling. Contrary to this,

user-to-user networks are language-agnostic making it possible to expand their usage

across multiple languages and regions. Furthermore, this network representation makes

it possible to observe patterns of exchanges between users. This can be exploited to
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provide a better understanding of how users behave on an individual (egocentric) and

collective basis.

As outlined in Chapter 3, both Twitter and Reddit align with the message data structure.

These are presented in Table 5.1 relative to the remaining work of this thesis through

the use of the message data structure.

Data Structure
Community Message Collaborative Feed

Platform
Wikipedia N/A N/A See 3.4.1 N/A
Reddit See 3.4.2 See 3.4.2 N/A See 3.4.2
Twitter N/A See 3.4.3 N/A See 3.4.3

Table 5.1: Relationship between platforms of interest and all data structures with
the appropriate cells concerning the work of Chapter 5 highlighted in bold.

The use of the message data structure aligns with the use of the user-to-user network

representation (see Chapter 3, Section 3.6) which, in turn, informs the analysis of

this chapter. As a result, this helps address Research Question 1 by defining behavi-

oural networks from social media and Research Question 3 by representing diverse

affordances.

As described in Chapter 3, Section 3.3.3, Twitter (as used in Section 5.4) is a widely

used microblogging service used by many. Although, its primary purpose is to allow

users to post 280 character-long pieces of text (otherwise known as tweets), what makes

Twitter a particularly interesting platform to study is how users use the platform to

communicate with others using three distinct types of message-based interactions.

As shown in Section 3.4.3 of Chapter 3, Twitter’s message-based interactions take place

between a User (the source) and a Recipient (the target) include interactions in the form

of mentions (a tweet which contain “mentions” another person’s username), replies (a

user responding to another user’s tweet) and quote retweets (tweeting another person’s

tweet with a comment) and these are distinguished using the Interaction attribute. As a

result, these pairwise user interactions support different modes of communication and

user engagement and an example can be found in Figure 5.1.
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Figure 5.1: An example of a tweet demonstrating how quote retweets, mentions
and replies can be represented by a user-to-user network using Twitter. This
example reveals how a user-to-user network can be used to represent multiple
directed interactions between a pair of users.

Similarly, as mentioned in Chapter 3, Section 3.3.2, Reddit (as used in Section 5.5), is

described as a social news aggregation and discussion site where users can submit posts

to individual communities known as subreddits. As shown in Section 3.4.2, when a

user submits a post, this creates a new discussion thread where users (as represented

using the User field) can interact directly with others (the Parent field) in the form

of replies (the Interaction field) using the comments section below the post. These

discussion threads are oriented around a specific topic (the post) within a certain theme

(a subreddit). An example of a discussion thread on Reddit can be found in Figure 5.2.

By comparison, both Twitter and Reddit share the reply-based interaction where a user

can respond directly to another user’s piece of content using the message data structure.

The distinction between the two platforms is that Twitter facilitates open conversations

where anyone can partake in the discussion whereas Reddit is more community-oriented

such that discussions are centred around a specific theme or topic. Furthermore, Twitter

provides an additional two interactions in the form of quote retweets and mentions

which, in turn, describes different semantics connections and can be used to improve
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Figure 5.2: Example of a discussion thread on Reddit demonstrating how reply-
based interactions can be reproduced using a user-to-user network based upon a
nested conversation.

our understanding of how users behave and interact with each other.

5.1.1 Contributions

This chapter seeks to address Research Question 2 by demonstrating how user-to-user

networks can be used as part of a wider framework of network representations to identify

the presence of disruptive behaviour within an informal conversational “message-based”

setting. This is achieved by considering platforms which can be observed through the

message data structure (see Chapter 3, Section 3.2.3).

This chapter considers different types of user-to-user interactions to assess their utility

for differentiating between topics that are likely and unlikely to cause disruption. In

doing so, this offers new insights regarding by considering multiple interactions in an



5.1 Introduction 125

attempt to survey as much activity as possible (see Research Question 1) and can to

capture diverse affordances, as a result (see Research Question 3). The implications of

this chapter demonstrate the versatility of user-to-user networks by using Twitter and

Reddit as examples by detecting disruptive behaviour (see Research Question 4) and

signals how this could be modelled on similar social media platforms (such as other

microblogs and discussion forums).

5.1.2 User-To-User Network Construction

As defined in Chapter 3, Section 3.5.2, user-to-user networks are composed exclusively

of users which are represented by nodes within the network and are formed according

to the message data structure. In this case, using Twitter as an example, whether a user

is featured in the network is determined by one of the following rules at a specific point

in time:

• A user created content (e.g. publish a tweet, create a comment), the author

• A user engaged with another user’s content (e.g. leave a reply), the engagement.

For example, with a behavioural network on Twitter (see Research Question 1), a user

(User A) can compose a tweet which mentions another user (User B) to express their

approval or disapproval in the form of a simple message. In doing so, this forms a

directed connection between users A and B such that A mentions B. Likewise, on

Reddit a user (User A) can reply to another user (User B) in a discussion thread which

forms a directed connection between users A and B such that A replies to B. Both of

these interactions are represented by the connection A→ B.

Networks are defined by G = V,E, where a node V = v1, v2, . . . , vN represents

users, such that a directed edge (vi, vj) ∈ E produces the interaction "vi engages with

vj". Furthermore, this can be expanded to capture multiple instances of an interaction
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between pairs using metadata such as time ti and frequency fi such that (vi, vj, ti, fi) ∈

E for greater accuracy and reparation.

5.2 Motivation

The analysis used as part of this chapter to investigate the hypothesis makes use of

real world instances where disruptive behaviour takes place. This chapter attempts to

explore the hypothesis by investigating user behaviour from a collective (see Section

5.4) and individual (see Section 5.5) perspective. In doing so, as discussed previously,

this addresses Research Question 2 by examining different types of interactions /

perspectives as part of a larger framework of network-based representations, Research

Question 3 by representing a diverse range of affordances and interactions and Research

Question 4 by using classification techniques to detect the presence of disruptive

behaviour using networks features derived from the user-to-user network representation.

Both Twitter and Reddit have been used for causing disrupting typically in the form

of spreading misinformation and trolling [183, 17, 85, 261, 138] where non-network-

based methods (such as NLP) are used. For this reason, these two platforms motivate

the research questions pursued by this thesis which, in turn, further demonstrates the

versatility of user-to-user networks as one respiration for modelling many different

types of interaction.

The use of social network analysis on Twitter, more broadly, has very important im-

plications to this investigation for considering the utility of Twitter’s three types of

message-based interactions - retweets, mentions and replies. To begin, the role of

retweet networks have been used to identify communities of like-minded individuals

[91] and understand the spread of information [236] which, consequently, also includes

misinformation [404]. Retweet networks provide predictive signals for predicting

retweeting behaviour [402] and can be used as a reliable proxy for gauging popularity,

social capital and friendship formation [317, 9].
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In addition to this, the use of mention interactions are primarily used to direct a tweet

to a user (or group of users) by mentioning their username in their tweet. This type of

interaction has been observed in multiple settings demonstrating that mentions provide

utility for predicting links between users [55, 185, 324] and shares similar structural

properties to networks produced using the “favourite” button [213]. Finally, replies

can also be treated as a network representation for modelling conversational dynamics.

Reply networks have been used to study patterns in multiple Q&A discussions [327],

monitor an audience’s approval or disapproval [270] and to gain more followers [325]

in a language-agnostic capacity [71]. Research has demonstrated how replies can be

used to validate Dunbar number revealing that much like offline interactions, online

interactions can reach a limit to the number of possible interactions that can be preserved

[154]. Furthermore, additional research has highlighted how reply networks provide

predictive qualities using local based features stating the need to go beyond simple

structures based upon triangles (triads) [326].

With respect to Reddit, this platform provides a mechanism for allowing users to express

both positive or negative sentiment towards the comments and replies of other users

though voting. As discussed previously, users within a community can up-vote or

down-vote a post depending on how well it is received within the community, in turn

producing what is known as karma. Furthermore, users can produce comments and

leave replies forming a nested discussion tree. As a result, Reddit serves as a rich

platform to support direct user-to-user interaction through discussion threads. However,

this functionality means that users can be exposed to sophisticated echo chambers

[164, 57] and filter bubbles [70] as well as more serious problematic behaviour such as

trolling.

Consequently, both of the two platforms are the recipient of disruptive activity and the

supporting literature signals that user-to-user networks serve as a potential candidate in

an attempt to detect disruptive activity. In doing so, various network statistics such as

node centrality measures (e.g. popularity and influence [410]), induced triad counts and
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reciprocity can be used to infer high-level social behaviours [293] thus strengthening

the importance of this work and further enhancing our understanding of user behaviour

on the context of disruption.

5.3 Approach

Data Structure
Community Message Collaborative Feed

N
et

w
or

k Transitional - -
See 4.4
(Wikipedia)

See 4.5
(Reddit)

User-to-user -
See 5.4, 5.5
(Twitter, Reddit) - -

User Association
See 6.4
(Reddit) - - -

Table 5.2: A replica of Table 3.20 featured in Chapter 3 outlining the investiga-
tions of this thesis (with respect to data structures and network representations)
with the appropriate cells highlighted in bold which refers to the problem space
which Chapter 5 seeks to investigate.

As shown in 5.2, relative to this thesis, this chapter attempts to understand the utility of

user-to-user network representations for detecting disruptive activity using platforms

which align with the message data structure. In doing so, this chapter is composed of

two parts and is considered as follows. Firstly, by performing a comprehensive analysis

of multiple message-based interactions. Secondly, by considering smaller egocentric

networks (centred around a single user) discussions combined with temporal features.

As described in Chapter 3 Section 3.5.2, user-to-user networks and the message data

structure are used to capture interactions (such as replies) in a content-driven manner (e.g.

a tweet). Furthermore, Section 3.4 describe how Twitter and Reddit were selected due

being aligned with the message data structure. As a result, this is used to demonstrate

the versatility of the user-to-user network representation in a cross-platform manner

which, in turn, can be used to define behavioural networks (see Research Question

1) and can be used as part of a coherent framework (see Research Question 2), as
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previously mentioned. Both of these approaches involve using network structures as a

feature vectors for predicting between disruptive and non-disruptive activity and address

Research Question 4 as a result. This approach is tested by investigating the following:

• Section 5.4: Twitter Message-based Interaction Networks: Uses a combina-

tion of quote retweet, mention and reply networks to differentiate controversial

“anti-vax” content from non-controversial content on Twitter using both global

and local-based network metrics.

• Section 5.5: Egocentric Reply Networks and Temporal Features: Focuses

on the reply behaviour of a user on an individual basis based upon their “ego-

centric” immediate neighbourhood supplemented with temporal information to

flag disruptive users against normal users.

In this chapter, the investigation of the hypothesis is explored using Twitter and Reddit

which both share the same overarching network representation (see Table 5.2) however,

each of the two studies utilises these in two different ways. The first investigation uses

Twitter to consider multiple static networks (in the form of quote retweets, mentions and

replies) using the entire network in an attempt to find the most suitable representation

and discover underlying structural properties suitable for classifying controversial from

non-controversial networks. An example of this can be observed in Figure 5.3 and Table

5.3 for edge types.

Figure 5.3: Example of a basic user-to-user interactions in the form of a reply
network where a directed edge represents the direction of the conversation such
that A→ B indicates A replies to B.



5.3 Approach 130

Application Quote Retweet Network Mention Network Reply Network
Source Node User User User
Edge (directed) quote retweets from mentions replies to
Target Node User User User

Table 5.3: Edge list definitions for each of the network representation used as part
of the exploration of the hypothesis using Twitter (see Section 5.4).

On the other hand, as shown in Table 5.2, the second investigation explores the hy-

pothesis using Reddit to consider just one form of message-based interaction, replies.

Similar to Twitter, Reddit also aligns with the message data structure and meaning that

replies can be modelled through a user-to-user network.

By comparison, the size of the networks used in this analysis are reduced to focus

exclusively on individual egocentric connections - interactions that take place around

a single node. The results of the investigation on Twitter (see Section 5.4) provide

strong evidence that the subgraphs which closely resembling egocentric networks

provide the most predictive utility when considering “local” subgraph features for reply

networks. For this reason, the methodology of the Reddit investigation (see Section 5.5)

only considers egocentric reply networks in an attempt to simplify the process and to

maximise classification performance.

In addition to this, temporal features (such as mean duration, account age and comment

rate) are included to aid classification accuracy. In doing so, this makes it possible to

better understand conversational dynamics which, in contrast to the first investigation,

it’s harder to understand within a static context. An example of this can be found in

Figure 5.4 and Table 5.4 for edge types.

A

B C D

t1
t2

t3

t4

Figure 5.4: Example of a temporal egocentric network focused around a target
user (gray) with edges occurring at timestamps t1, t2, t3 and t4.
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Application Ego Comment Networks
Source Node Central User
Edge (directed) reply to/from (↔)
Target Node Other User

Table 5.4: Edge list definitions for each of the network representation used to
investigate the hypothesis using Reddit (see Section 5.5).

5.4 Twitter Message-Based Interaction Networks

As discussed in Chapter 2, social networks have a fundamental role in the way in

which users communicate with one another online. As a result of this, issues such as

misinformation begin to emerge due to the size and heavily connected nature of social

media platforms [404, 384]. More specifically, since the COVID-19 pandemic, discus-

sions surrounding vaccine usage has attracted highly emotive positive and negatives

view-points which, consequently, increases the potential for misinformation to emerge

[190, 272, 209, 125].

This can have far-reaching consequences in an offline setting, as ill-informed decisions

as of a result of misinformation can be a threat to public health [374, 378, 384]. There

have been known issues where microblogging platforms such as Twitter, have been

used to spread misinformation surrounding vaccines thought the use of message-led

interactions (e.g. replies, retweets etc) [337, 386, 197].

The three interaction mentioned above (mention, reply and quote retweet) are the focus

of this investigation and can be modelled using network-based methods to understand

user-to-user interactions. Furthermore, little research has been performed in an attempt

to study the utility of these three types of interaction - both combined and in isolation -

by cross comparison. This investigation contributes new knowledge to this domain by

using COVID-19 vaccines (see Section 2.1.4) as the basis for representing disruptive

activity and to extract social networks from tweets using a collection of relevant hashtags

and keywords.

This investigation of the hypothesis focuses on a combination of known, crowdsourced



5.4 Twitter Message-Based Interaction Networks 132

and custom COVID-19 anti-vax hashtags and keywords (referred to as “terms” through-

out the investigation) used on Twitter which are ranked by a small group of participants.

A term is labelled either “controversial” or “non-controversial” depending on how it

scores on a Likert scale. Each term is represented by three individual networks con-

structed for each of the three interaction types of interest. These are then used as part

of a classification task. This methodology is used to support the investigation into

the hypothesis (see Section 1.2) by detecting anomalous activity related to disruption

(see Research Question 4) and is later used as part of an investigation into the role of

capturing diverse affordances on social media (see Research Question 2).

The following hypothesis is set: network metrics and substructures can be used to

differentiate between controversial and non-controversial terms relating to COVID-19

vaccines using either or a combination of networks constructed from quote retweets,

mentions, and replies. In doing so, this investigation attempts to identify social networks

which are constructed from a given term and interaction type which, as a result, are

language-agnostic and independent of content.

The aim of this investigation is two-fold. Firstly, to understand how network-based

features can be used to observe nuances between each network term and interaction type

(see Research Question 2). For example, are you more likely to discover reciprocated

ties in replies than quote retweet interactions? And secondly, to find signals between

each set which are likely to lead to disruption (see Section 1.2 and Research Questions

1 and 4). Are there a subset of features which can be used to differentiate between

controversial and non-controversial terms.

5.4.1 Background and Related Work

The ability to detect misinformation and fake news on social media is by no means a

novel idea and there has been a wealth of research invested in computational solutions

that can identify and detect user accounts responsible for spreading such information in
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a semi autonomous fashion [336, 356, 115]. As discussed in Chapter 2, Section 2.1.4,

misinformation surrounding vaccine usage has been a historical issue which has only

been more exacerbated in recent years due to the COVID-19 pandemic [144].

Within the literature, a significant component for predicting anti-vax content relies on the

use of NLP as a solution for analysing textual information. Research has demonstrated

that the use of NLP and other methods have the potential to identify tweets containing

misinformation [183, 17, 85, 258, 335, 106], conspiracies [274, 240, 109] and hate

speech [417, 303]. Within the NLP-based literature, a subset of research focuses

specifically on the role of sentiment analysis for identifying both positive and negative

view points. Sentiment analysis has been used to understand the various themes and

trends surrounding support and opposition towards vaccines [190, 272, 209, 125]. The

research shows that users promoting anti-vax related content frequently engaged in

replies and, overall, were more negative showing emotions such as rage and sorrow

as one of the key themes [265, 94]. Alternatively, a network science-based approach

has been used to demonstrate how anti-vax users form echo chambers of polarised

communities with other like-minded users by retweeting each other’s content [262].

As mentioned previously, the existing research on Twitter suggests that a gap in the

literature for a network-based methodological approach for detecting anti-vax is present.

Furthermore, very few studies consider the importance of considering multiple user-to-

user network representations based upon different types of interaction.

Overall, this investigation of the hypothesis expands upon existing literature by us-

ing Twitter to assess the ways in which network-based approaches can be used to

model interactions surrounding disruption (see Research Question 2). The literature

demonstrates how these three interactions have potential to provide predictive utility for

detecting controversial and non-controversial networks among various anti-vax topics.
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5.4.2 Dataset

All tweets that are used in this investigation are a part of the Coronavirus (COVID-19)

Tweets Dataset [232]. This dataset serves as a baseline for our analysis as it uses a set

of broad, predetermined, generic keywords which are of relevance to the COVID-19

pandemic. In particular, subsequent analysis is focused on a specific window between

9th November 2020 and 8th December 2020. This date range refers to the period when

the initial vaccines were first approved for use in the United Kingdom thus starting the

conversation and reactions around vaccines on Twitter [104].

In addition to this, this investigation in introduces a set of potentially controversial

hashtags and keywords (referred to as “terms” within this investigation). There are

two particular papers within the supporting literature which provide useful examples

of terms which align with disruptive activity. These papers were selected due to their

transparency in reporting the set of terms they used to conduct their analysis. As a result,

this simplified the process of discovering relevant terms for our analysis.

The first paper of interest (“#Scamdemic, #Plandemic, or #Scaredemic: What Parler

Social Media Platform Tells Us about COVID-19 Vaccine”) uses data originating from

Parler an “alt-tech microblogging” site for Trump supporters and conspiracy theorists

alike [29]. While the data in this investigation didn’t originate from Twitter itself, Parler

as a platform is well known for its issues regarding echo chambers, filter bubbles and

lack of fact-checking [68, 11] which, in turn, can lead to disruptive behaviour. For

example, one Hashtag in particular “#echo” is used to purposely encourage users to

reinforce their existing beliefs on COVID-19 vaccine efficacy and vaccine acceptance.

The second paper of interest (“COVID-19 Vaccine Hesitancy on Social Media: Building

a Public Twitter Data Set of Antivaccine Content, Vaccine Misinformation, and Con-

spiracies”) focuses on attempts to build a set of anti-vax related content by manually

collecting keywords used exclusively within the context of vaccine hesitancy from

previously known / observed anti-vax disruptive behaviour such as #vaccineskill or
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#vaccinedamage [274]. In doing so, these were treated as seed keywords to find other,

co-occurring terms that are of relevance and to avoided less relevant tweets through

manual intervention. Overall, the tweets collected from their analysis discovered that the

vast majority of keywords mentioned in the paper are related to known (yet, debunked)

conspiracy theories based upon shared websites with questionable credibility as verified

through the Iffy+ database of low credibility sites1.

In addition to these two papers, we extend our set of terms to include the original

keywords / hashtags used as part of the Coronavirus (COVID-19) Tweets Dataset along

with a few additional terms that were manually selected using the Twitter search tool.

The search tool was used to broaden our existing set of terms and to ensure that we did

not exclude potentially relevant terms which were not featured in previous analysis.

Overall, the complete set of terms used as part of this investigation can be found in

Table 7.6 and will be used as part of a crowdsourced ranking task where participants

rank each keyword according to how controversial they are.

The combination of an applied date range and relevant terms ensures that the tweets are

of relevance to vaccine related content Furthermore, the scope of the dataset will ensure

that ambiguous terms such as #microchipping, #arrestbillgates and #populationcontrol

will focus on a very specific subset of tweets which are both of relevance to COVID-19

and the anti-vax community and will unlikely be confused with anything else.

5.4.3 Methodology

The methodology used as part of this investigation can be broken down into several

stages. To begin, each of the keywords featured in the dataset are ranked as part of a

crowdsourced task to determine controversial terms. Secondly, tweets are “hydrated”

to retrieve the original content of the tweet from its ID. Thirdly, using the hydrated

tweets, user-to-user networks are generated for each of the given terms broken down

1https://iffy.news/

https://iffy.news/
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by interaction type. Fourthly, both global and local network features are then extracted

for subsequent analysis. Finally, the metrics extracted as part of the global and local

analysis are used as part of classification task in an attempt to detect controversial from

non-controversial terms.

Ranking of Terms

To begin, a total of (N = 5) participants were recruited and were asked to rate each

unique term listed in Table 7.6 on a Likert scale where each term is scored according

to a weight w ∈ [0..4] based upon the following scale: “Neutral” (w = 0), “Somewhat

Controversial” (w = 1), “Controversial” (w = 2), “Very Controversial” (w = 3),

“Highly Controversial” (w = 4). A 5-point scale was used to ensure that enough detail

was provided to assign an accurate label to a term to determine the extent to which a

term is controversial across a spectrum. Furthermore, The design of the Likert scale

makes it possible to score many terms at scale.

Similar to Wikipedia (see Chapter 4, Section 4.4), this approach exploits the “wisdom of

the crowd” whereby the collective opinion of a particular term is considered for finding

controversial terms [359].

The results from each participant are then aggregated to include the total (sum of

scores), mean and standard deviation of each score. Each of the terms were then ranked

according to mean score. To reduce the score to a binary classification, a suitable

threshold is determined according to the distribution of mean scores. A score which

exceeds the threshold is considered “controversial” and those which are below the

threshold are considered “non-controversial”.

Hydrating Tweets

In order to retrieve the specific content and metadata (such as the timestamp, reply to,

retweet and mention fields) from the Coronavirus (COVID-19) Tweets Dataset, the
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tweets need to be “hydrated” from the original ID where the Twitter API is required

to lookup and retrieve the original tweet. In doing so, the process of “hydrating” takes

the list of IDs provide by the IEEE dataset and transforms them into a set of tweets

complete with the information need for subsequent analysis.

Network Generation

As mentioned previously, this investigation focuses on three different types of interaction

of interest: quote retweets, mentions and replies. A single network Gi = (V,E) is

generated for each of one of these interactions. A node vi ∈ V represents a user and the

presence of a directed edge (vi, vj) ∈ E indicates an interaction towards another user.

For example, vi → vj , can be interpreted as “vi mentions/replies to/quote retweets from

vj”.

For each term used in this investigation (see Table 7.6 for complete set) the three

interaction network are generated conditioned on the presence of the term appearing

in the body of a tweet. For example, a subset t of all tweets t ⊂ T are determined

by only focusing on tweets which contain the term “#covid19”. For all tweets in this

subset, three distinct networks are extracted according to the presence of one of the

interactions of interest. Overall, a total of N = 199 terms are considered focusing on

M = 3 interactions of interest producing a total of N ×M = 597 unique networks.

To evaluate the utility of these network representations, a classification task is used to

evaluate how well they perform in predicting controversial terms from non-controversial

terms. This is achieved using two sets of network features - global and local network

features. These are explained as follows.

Global Network Features

This investigation considers the network-based metrics at a global-level by observing

how users in each interaction network behave collectively. These include density (the
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capacity of how many interaction edges occupy the network), reciprocity (the ratio of

bidirectional ties in the network), transitivity (the extent to which nodes for transitive

edges in a triad), in degree (mean,max,min), out degree (mean,max,min).

These metrics provide genetic structural properties and also serve as a baseline to

determine the predictive utility in comparison to the local network features. Properties

such as density, reciprocity and transitivity are fundamental for capturing social traits

such as trust, friendships and communities within social networks [242, 50, 357, 203].

These, can be used to provide predictive signals for differentiating between controversial

and non-controversial which, in turn, addresses Research Question 4 of the hypothesis.

Local Network Features

In addition to global network features, local network features are derived by counting the

frequency of all induced subgraphs of a fixed size. These address Research Question 4

by considering the role of both local and global network features for detecting disruptive

behaviour. As mentioned in Chapter 3, Section 3.7 due to the subgraph isomorphism

problem [102], subgraph counting does not scale well with time and this therefore

resource intensive. This means that counting subgraphs grows exponentially with time

and that larger subgraphs take much longer to compute. For this reason, only subgraphs

containing 3 and 4 nodes are considered producing N = 13 and N = 199 possible

combinations respectively with a total of N = 212 subgraphs overall. Each subgraph is

assigned a label from S1 to S212. Each interaction network for a given term produces

a vector VGi
where:

VGi
= (v1, v2, . . . , v212) (5.1)

and where vi represent the frequency of the ith subgraph in the set. In addition to this,

each of these vectors VGi
are normalised making it possible to compare to networks of
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different sizes using the following:

VGi
=

1

Σ212
j=1vj

(v1, v2, . . . , v212) (5.2)

As a result, VGi
is used to represent the ratio of subgraph frequencies and provides the

basis for discovering under and over-representations of induced subgraphs with respect

to other networks. Furthermore, this approach can be used to determine the extent to

which interactions and terms share similar structural features.

Prediction

In line Research Question 4, this task is performed to assess the feasibility regarding

whether it is possible to detect controversial terms from non-controversial terms and to

understand the predictive utility of global and local features. The purpose of these two

types of features is to address the predictive capabilities of user-to-user networks using

each set of features (global and local) as baseline comparison to help answer Research

Question 4 by extracting behaviour and signals.

As described in Research Question 4 we use binary logistic regression (BLR), support

vector machine (SVM) and a random forest classifier (RFC) are the classifiers of choice.

To assess the classification performance 10-fold cross-validation is applied where the

accuracy, sensitivity, specificity, positive predictive value (+PV) and negative predictive

value (-PV) of each of results is reported.

5.4.4 Results

Discovery of Anti-vax Terms

A crowdsourced ranking task was used to discover controversial Twitter terms from

non-Controversial terms. The combined results from all participants reveal that most
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terms were labelled as “Neutral” which would appear, on average, 37.9% of the time.

The second most frequent label was “Somewhat Controversial” appearing 20.8% of the

time. The most uncommon label is “Highly Controversial” at 8.74%.

The full results are compared in Figure 5.5 and reported in Table 5.5.

Figure 5.5: Distribution of all labels used within the Likert scale based upon ap-
pearances. Overall, terms considered “Neutral” appeared the most.

Label % of Appearing
Neutral 37.89%
Somewhat Controversial 20.8%
Controversial 19.9%
Very Controversial 12.6%
Highly Controversial 8.74%

Table 5.5: Full list of labels used within the Likert scale and the probability of
appearing.

As mentioned in Section 5.4.3 the results of the (N = 5) participants are aggregated to

include the total score, mean and standard deviation. The complete results for each term

can be found in Table 7.7. The distribution of mean term score is shown in Figure 5.6.

The distribution is used to determine the position of a threshold t as a cut-off point for

separating non-controversial and controversial terms. Based upon the distribution of

mean scores (as shown in Figure 5.6) terms are partitioned into the two groups according

to a set threshold of t = 0.95. Terms were assigned the label “non-controversial” if the

average score was < t, otherwise considered “controversial” to some extent.
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Figure 5.6: Distribution of mean score for all terms in the set reveals two distinct
peaks in values which are centred around 0 and 2.4. A threshold of t = 0.95 is
marked in red and is used to indicate how the data is partitioned in two.

Using this classification technique, a total of (N = 115) controversial and (N = 84) non-

controversial terms were discovered producing a 58/42 split. The complete classification

details are shown in Table 7.8.

Using the labels provided as part of the classification task, the data was split into the

two sets according to the appropriate label. As a result of computing the global and

local metrics a few additional observations of interest emerged which are outlined as

follows. Furthermore, principal component analysis is performed to determine the

spatial relevance for both global and local network features.

Global Network Features

Among all the global features, density, transitivity and reciprocity reveal the most

distinct characteristics between each of the three interaction types in isolation and

provide initial insights on how social interactions are structured between each of the two

classification labels. The distribution of values for density, transitivity and reciprocity

can be found in Figures 5.7, 5.8 and 5.9 respectively.

The results in Figure 5.7 reveal how all three interactions share a similar distribution of

density among all controversial networks with a slight rise in value towards the end of

the distribution.
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Figure 5.7: Histogram comparing the density distribution of all networks,
grouped by controversial and non-controversial terms for each interaction (men-
tion, quote retweet and reply).

Figure 5.8: Histogram comparing the transitivity distribution of all networks,
grouped by controversial and non-controversial terms for each interaction (men-
tion, quote retweet and reply).

The distribution of transitivity in Figure 5.8 reveals how mentions are more likely to

features transitive connections within non-controversial networks than controversial

networks.

The results featured in Figure 5.9 indicate how reciprocity is more significant among the

reply integration as opposed to mentions and quote retweets and has a strong presence

in both networks equally.

Each of the interaction types can be combined such that a single network can represent

by all three interaction types as opposed to in isolation. As a result, principal component

analysis (PCA) is used to determine the spatial relevance for each local network feature
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Figure 5.9: Histogram comparing the reciprocity distribution of all networks,
grouped by controversial and non-controversial terms for each interaction (men-
tion, quote retweet and reply).

using a two-dimensional projection. The results can be observed in Figure 5.10 with

supplemented with the corresponding eigenvector values in Figure 5.11.

Figure 5.10: Two-dimensional principal component analysis is performed on all
global network features where each interaction (reply, mention and quote retweet)
is combined into a single feature vector.

The PCA scatter plot in Figure 5.10 reveals how there are no obvious spacial clustering

or patterns which emerge between the two types and provides little spatial utility. The
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Figure 5.11: The corresponding eigenvector values for each principal component
used in Figure 5.10 is shown to indicate important metrics which contribute to the
spatial positioning of networks in the PCA plot.

PCA eigenvectors demonstrate how “In Degree (Max) (Reply)” and “In Degree (Max)

(Mention)” appear as the strongest features used for each principal component. This

means that networks which are characterised by nodes with a high in degree (according

to reply and mention) are mostly likely to contribute to the detection of controversial

and non-controversial networks.

Local Network Features

Due to the size of each of the feature vectors (N = 212 for each type of interaction),

PCA is performed to reduce the size of the feature space making it possible visualise the

data in two dimensions for each type of interaction. Furthermore, the PCA eigenvectors

are used to determine inflectional subgraphs which contribute to the spacial positioning

of each feature vector. These results are presented in Figures 5.12 and 5.13 for the PCA

scatter plots and eigenvector values respectively.

The results in Figures 5.12 and 5.13 suggest that there are no obvious cluster formations

which are unique between each of the three interaction types. This means that there

is little indication of clustering potential and that the use of local features may be

unsuitable for detecting nuances between each of the networks.

Additionally, the coefficients in Figure 5.13 reveal that same set of subgraphs are

dominant throughout each of the interaction types. By setting a threshold of t = 0.1
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Figure 5.12: Two-dimensional principal component analysis is performed on all
local network features for each interaction type reply, mention and quote retweet)
in isolation.

Figure 5.13: The corresponding eigenvector values for each principal component
and interaction type used in Figure 5.12 is shown to indicate important subgraphs
which contribute to the spatial positioning of networks in the PCA plot.

(determined by observing the distribution of values), across all the eigenvector values, a

total of five subgraphs emerged which exceeded this threshold. These include subgraphs
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S2, S15, S18, S25 and S143 which appear consistently across all three interactions

and are shown in Figure 5.14 for reference.

Figure 5.14: A subset of subgraphs which are dominant within the PCA eigen-
vector values of local features for all three interactions. Each of the subgraphs
features interactions centred around a single user in an egocentric fashion.

5.4.5 Classification of Controversial Terms

Using the data produced in earlier tasks, the feature vectors produced from global and

local features (see Sections 5.4.3 and 5.4.3) are used as part of a classification task

with the intention to predict controversial terms from non-controversial terms using

network-based features exclusively (see Research Question 4). This is done with the

intention of understanding the predictive utility of both global and local network features

by comparison.

Global Network Features

As discussed earlier (see Section 5.4.3), global features as used to address the predictive

utility of user-to-user networks along with local features as part of a baseline comparison.

Each of the three classification models are trained using the raw metrics defined in

Section 5.4.3. The classification results are reported for each type of interaction and

combined. The results can be found in Table 5.6 and 5.7 for each interaction in isolation

and combined respectively.

The results in Table 5.6 show the RFC outperforms both SVM and BLR consistently

across each type of interaction using global features. As highlighted in Table 5.6,

mention interactions combined with an RFC produces the best performing classifier
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Mention Quote retweet Reply
Classifier BLR SVM RFC BLR SVM RFC BLR SVM RFC
Accuracy 0.744 0.619 0.81 0.68 0.609 0.746 0.698 0.598 0.716
Sensitivity 0.544 0.203 0.734 0.432 0.235 0.605 0.475 0.15 0.65
Specificity 0.921 0.989 0.876 0.909 0.955 0.875 0.899 1.0 0.775
+PV 0.695 0.583 0.788 0.635 0.575 0.706 0.656 0.567 0.711
-PV 0.86 0.941 0.841 0.814 0.826 0.817 0.809 1.0 0.722

Table 5.6: Complete classification results for all three interaction types using
global features reporting the performance for each classifier. The best performing
classifier is highlighted in bold.

with an accuracy of p = 0.81. This is then followed by quote retweets with an accuracy

of p = 0.746 and finally, reply with an accuracy of p = 0.719

Across all interaction types and models it can be observed that overall classification

performs better at detecting non-controversial networks (negative class) compared with

detecting controversial networks (positive class) according to negative predictive value

(-PV) and positive predictive value (+PV) respectively. Furthermore, this is reflected

in sensitivity which, in most cases, is much lower than specificity except for RFC in

which sensitivity is much higher.

Additional classification tasks are performed whereby all global network features for

each interaction are combined into a single feature vector. All interaction types are

combined to assess whether this has an impact on classification performance. These

results can be found in Table 5.7.

Classifier BLR SVM RFC
Accuracy 0.847 0.852 0.886
Sensitivity 0.192 0.154 0.269
Specificity 0.96 0.973 0.993
+ Predict Value 0.873 0.869 0.887
- Predict Value 0.455 0.5 0.875

Table 5.7: Classification results combining all three interaction types using global
features. The best performing classifier is highlighted in bold.

The results in Table 5.7 indicate that by combining all interaction types, the accuracy

of the RFC increases to around p = 0.886. This produces a performance gain of
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approximately 9.3% compared with the mention RFC accuracy - the best performing

classifier of all interaction types.

While accuracy has improved, the sensitivity of all three classifiers has dropped signific-

antly and only yielding p = 0.269 (RFC) at best. This suggests that many controversial

networks are being classified as false negatives. This may be due to a combination of

class imbalance and over-fitting as a result of high-dimensional data.

Local Network Features

As mentioned previously (see Section 5.4.3), local network features are used to assess

whether it is possible to extract predictive signals from the user-to-user a network

representation in the same manner as global network features. Following the same

format as Section 5.4.5, the same three classifiers (RFC, BLR and SVM) are used with

local network features exclusively. The classification results for each interaction type

can be found in Table 5.8.

Mention Quote retweet Reply
Classifier BLR SVM RFC BLR SVM RFC BLR SVM RFC
Accuracy 0.72 0.732 0.786 0.663 0.663 0.704 0.663 0.692 0.615
Sensitivity 0.785 0.785 0.759 0.679 0.593 0.556 0.662 0.662 0.45
Specificity 0.663 0.685 0.809 0.648 0.727 0.841 0.663 0.719 0.764
+PV 0.776 0.782 0.791 0.687 0.66 0.673 0.686 0.703 0.607
-PV 0.674 0.689 0.779 0.64 0.667 0.763 0.639 0.679 0.632

Table 5.8: Complete classification results for all three interaction types using local
features reporting the performance for each classifier. The best performing classi-
fier is highlighted in bold.

Much like Section 5.4.5, RFC is the highest performing classifier for each interaction

type except reply interactions where SVM performs the best. Similarly, mention

interactions outperform quote retweets and replies with respect to predictive utility and

performance. Each of the feature vectors used as part of the classification task in Table

5.8 are combined and used in a separate classification task with the results shown in

Table 5.4.5.
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Overall, both the positive predictive value (+PV) and negative predictive value (-PV)

are fairly consistent across all interaction types and classifiers. Similarly, the sensitivity

is also fairly consistent across each of the three classifiers and interaction types and is

not as low compared to the global results in Table 5.6. Contrary to the results in Table

5.6, RFC is best at detecting true negatives compared with other classifiers.

Classifier BLR SVM RFC
Accuracy 0.852 0.852 0.858
Sensitivity 0.0 0.0 0.115
Specificity 1.0 1.0 0.987
+ Predict Value 0.852 0.852 0.865
- Predict Value - - 0.6

Table 5.9: Classification results combining all three interaction types using local
features. The best performing classifier is highlighted in bold.

The results in Table show that RFC is the best performing classifier when all interactions

are combined using local features. The accuracy of the RFC model increased to

p = 0.858 which, in turn, produces a performance gain of 9.16% compared with the

best performing result in Table 5.8.

In view of these result, it is also important to acknowledge the low sensitivity values.

Much like the results in Table 5.7, when all interaction types are combined for local

features, the sensitivity is incredibly low and, in some cases (BLR and SVM), non-

existent. Furthermore, the negative predictive value for both BLR and SVM are absent

due to the classifiers incorrectly reporting zero true and false negatives.

As discussed in Section 5.4.5 it is reasonable to speculate that this is due to the imbalance

between each class which is further compounded by the possibility of over-fitting due

to high-dimensional data.

Comparing Feature Performance

Overall, the classification results between both local and global network metrics area

fairly consistent however, it is evident that global features marginally outperform local
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network features when predicting between controversial and non-controversial terms.

When interaction networks are combined, global features (p = 0.886, best performing

classifier) have a higher overall accuracy than local features (p = 0.858, best performing

classifier). This produces a performance gain of 3.26%.

In addition to this, the relative classification gain ∆ij between interaction type is

determined by taking the best performing classifier and obtaining the difference between

classification values pi, pj scaled by the original value of the classifier of interest pi such

that ∆ij =
(pj−pi)

pi
∗ 100. These results are shown in Figure 5.15 for both local (left) and

global (right) features.

Figure 5.15: Pairwise comparison of the classification gain (or loss) for the best
performing classifier for each interaction type for both local (left) and global
(right) network features. Interaction types on the y-axis are compared with in-
teractions on the x-axis.

It is evident from Figure 5.15 that mention interactions consistently outperform both

quote retweets and reply interactions for both local and global network features. Reply

interactions provide the least predictive utility - especially when compared with quote

retweets and mentions.

The calculations used as part of Figure 5.15 are repeated to determine the relative

classification gain between local and global network features for each classifier based

upon the overall performance of each interaction type by pairwise comparison (Figure

5.16) and independently (see Figure 5.17).
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Figure 5.16: Pairwise comparison of the classification gain (or loss) for each clas-
sifier comparing local features (y-axis) against global network features (x-axis).
Each heatmap represents a pairwise comparison between two types of interaction
network.

Figure 5.16 demonstrates that local features using all three classifiers outperform SVM

using global features for each of the cross-compared interaction types. Furthermore, it

is also evident that local features lack performance when quote retweets and mentions

are cross-compared. However, this trend is reversed when local network features are

compared with global features when mentions are replies are cross-compared.

Figure 5.17: Pairwise comparison of the classification gain (or loss) for each clas-
sifier comparing local features (y-axis) against global network features (x-axis).
Each heatmap represents a single interaction network.

Much like Figure 5.16, Figure 5.17 reaffirms the observation that local features using

all three classifiers outperform SVM when global features are used. It is clear that

generally, global features provide the most predictive utility when compared with local

features and that mention interactions highlight the magnitude of classification gain

between local and global features.
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5.4.6 Discussion

Both the data overview and classification results (see Section 5.4.4) provide meaningful

insights on the utility of using network representations for predicting controversial and

non-controversial terms. As a result, a number of key observations are explored and

discussed further in this section which relate to the utility of both global and local

network representations and their prediction performance. These are discussed as

follows.

Global Metrics Overview

As addressed in Section 5.4.3 and Research Question 4, global metrics are considered

for studying properties which characterise the entire “global” structure of a network

using simple metrics such as transitivity, density and reciprocity.

The results demonstrate that the distribution of density in Figure 5.7 is consistent across

all three interaction types. These results suggest that there are a few controversial

networks which are denser than others. Non-controversial networks share similar

properties. The general trend is that mentions produce the least dense networks of the

three network interactions. Furthermore, the distribution of transitive ties in Figure 5.8

indicate that non-controversial networks are more likely to feature tightly connected

communities and triads which suggests that users are engaging with one another using

directed messaging through mutual connections

Finally, the distribution in Figure 5.9 reveals how reciprocity is used to capture conver-

sational signals where a user is likely to respond back using reply-based interactions. In

this context, reply-based interactions are most likely to appear in a non-controversial

network as opposed to controversial networks suggesting that users are more likely

to participate in a conversation by responding to a reply made by someone else in a

discussion thread. These results are reaffirmed by the PCA eigenvectors in Figure 5.11
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whereby both mentions and replies appear as the most dominant features according to

the maximum in degree.

Overall, the role of global metrics in this investigation demonstrate how the user-to-user

network can be used to capture a diverse range of affordances across different types of

interaction (see Research Question 3).

Local Metrics Overview

Much like global metrics, the use of local metrics serve the purpose of understanding

structural properties by examining a network’s substructures, as addressed in Research

Question 4.

As described in Section 5.4.4, the PCA eigenvectors shown in Figure 5.13 reveals five

subgraphs (see Figure 5.14 for subgraphs S2, S15, S18, S25 and S143) which exceed

an arbitrary threshold of t = 0.1. These subgraphs reflect those that resemble a tree-like

structure where all interactions are centred around one node (similar to the previous

investigation).

This potentially correlates with features such as the maximum in degree of a network

where many nodes are directed towards a single “central” node. This is evident based

upon the features which emerged in the PCA eigenvectors for global features in Figure

5.11 where the maximum in degree is dominant.

As a result, these findings reaffirm the utility of user-to-user networks for capturing a

diverse range of affordances based upon the three types of interaction (see Research

Question 3) which are used in this investigation.

Global Prediction

As described in Research Question 4, prediction is an important process for investigating

the hypothesis which allows of the detection of disruptive activity. Within this invest-
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igation, the use of global features for predicting controversial and non-controversial

networks reveals rather promising results. The result indicate that an RFC (Random

Forest Classifier) consistently outperforms alternative classifiers across each of the

three interaction types. The results in Table 5.6 show that mention interactions can best

differentiate between the two types with a classification accuracy of p = 0.81.

Based open the eigenvector values in Figure 5.11, it is possible to speculate that the

maximum in degree for mention interactions (one of the most dominant features) provide

the best spatial distribution of networks in order to separate the two groups. As a result

of combining all three interactions, it is also reasonable to imply that improved accuracy

of p = 0.886 is due to the maximum in degree for replies also being a dominant feature

in the PCA eigenvectors in Figure 5.11.

Local Prediction

By using local features for differentiating between controversial and non-controversial

networks a similar trend can be observed compared with global features. The results are

fairly consistent across each of the interactions which is unsurprising considering that the

PCA eigenvectors in Figure 5.13 for each interaction are almost all identical. Similarly,

mention interactions provide the best result with respect to accuracy (p = 0.786) which

is improved to p = 0.858 when all interactions are combined.

Prediction Comparison

Based upon the results in Figure 5.15, it is clear that between each of the three type of

interaction mentions outperform both quote retweets and mentions but quite a significant

margin. These results are reflected in both sets of features where global features overall

provide the most predictive utility when it comes to differentiate between controversial

and non-controversial networks. In addition to this, the distinction between global and

local features are further exacerbated in Figure 5.17 as most results indicate that local
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feature significantly lack perforce when each of the classifiers are cross-compared with

each other between the three interaction types. With respect to the hypothesis, these

findings address Research Question 4 by demonstrating that global features outperform

local features for providing signals in which the prediction of disruptive behaviour can

be made.

5.4.7 Key Findings

The results gained provide meaningful insights towards understanding the utility of

using social network representations for differentiating between controversial and non-

controversial networks using platforms which align with the message data structure

(see Chapter 3, Section 3.2.3). This investigation uses COVID-19 vaccinations as

the central point of discussion - a known target of disruptive behaviour (see Section

2.1.4 in Chapter 2). This helps address the hypothesis of this thesis in numerous ways.

In particular, this investigation supports Research Question 4 by using a prediction

task to show how three message-based user interactions (quote retweets, mentions and

replies) provide network-based representations (see Research Question 2) to understand

how users behave collectively based upon their underlying network substructures and

metrics.

The results help address Research Question 4 by providing evidence that simple graph-

based metrics such as in/out degree, density, reciprocity and transitivity are sufficient

for differentiating between controversial and non-controversial networks. Each type of

global metric yields different results depending on the type of interaction. For example,

non-controversial networks more likely to feature reciprocated ties and transitive using

reply and mention-based interactions respectively. By combining all three interactions

into one, it is clear that global features adequately capture the nuances between each of

the networks using relatively few features - contrary to subgraph “local” approach. As

well as providing a performance gain, the set of global features used in this investigation

are relatively easy to calculate and can almost be done in near real time.
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The implications of this investigation impact how we are to consider using quote

retweets, mentions, and replies (or a combination of the three) in future work as

part of a framework of diverse affordances (see Research Questions 2 and 3). The

research featured in this investigation clearly demonstrate that it is possible to determine

controversial networks for non-controversial networks using interactions derived from

human behaviour exclusively (see Research Question 1).

The clear advantage of this is that very little textual analysis (e.g. NLP) is needed making

it possible to replicate results using a non-English speaking corpus. The methods used

as part of the investigation can be applied to social media platforms beyond Twitter

due to widespread adoption of features such as replying and sharing - fundamental

user-to-user interactions which apply to almost all social media platforms. Additionally,

these results can be applied to content moderation on social media whereby moderators

can use similar techniques to identify the presence of controversial terms based upon

the signature of the global network structure.

5.5 Egocentric Reply Networks and Temporal Features

Much like previous work, the focus of this investigation is centred around Reddit

as the platform has been the subject of recent foreign interference from social bots

manipulating users through political propaganda2. As mentioned previously, this is of

significant concern given that it has the potential to disrupt the functioning of democracy

and has been observed through events such as Brexit (see Section 2.1.2) and the 2016

US Presidential Election (see Section 2.1.3).

As mentioned in Chapter 3, Section 3.3.2, Reddit allows users to conveniently comment

and share content within communities of interest. Participants can establish a reputation

within a community of peers and engage with others having similar interests. This is

2Reddit Transparency Report 2017: https://www.redditinc.com/policies/
transparency-report

https://www.redditinc.com/policies/transparency-report
https://www.redditinc.com/policies/transparency-report
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achieved through so-called subreddits where users publicly post content of relevance to

a particular topic. Furthermore, Reddit encourages users to express different opinions

(both positive and negative) through the use of voting whereby uses can up-down and

down-vote as post or comment which further in answers his popularity. Consequently,

this means that users are subject to complex echo chambers which could be further

compounded by other issues such as trolling.

Perhaps one of the most important features to Reddit is the ability to form and participate

in conversations through the use of the discussion or comments section. As described in

Chapter 3, Section 3.4.2, this activity aligns with the message data structure (see Section

3.2.3) which, in turn, motivates the use of the user-to-user network representation.

The purpose of this investigation is to explore the hypothesis by contributing to the

previous investigation on Twitter by demonstrating the versatility of the user-to-user

network representation which can be used as part of a framework (see Research Question

2) for modelling activity through behavioural networks (see Research Question 1) and to

discover signals which could lead to the detection of disruption (see Research Question

4).

5.5.1 Related Work

The methods presented in this investigation are similar to techniques used for processing

bulletins board by modelling a directed network of users replying to others within

nested discussion threads [412, 256]. These networks exhibit valuable metrics which

provide the basis for analysing user behaviour such as leadership within discussions [75],

assessing topic discovery with hierarchical quality [392] and predicting user interactions

[151]. These network structures facilitate the discovery of interaction patterns and

can be used to model the behaviour present within basic discussions (see Research

Questions 1 and 4).

Furthermore, temporal features also provide valuable insights towards better understand-
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ing user behaviour on social media. This is achieved by assessing the timings of various

activities using spike train analysis to observe an ordered sequence of events. Evidence

suggests that distinct temporal features contribute to the detection of social media bots

and spammers [103, 137, 267]. These features can be used to aid the detection of

disruptive behaviour in a language-agnostic manner (see Research Questions 4).

In addition to this, research has been performed to understand the value of significant

patterns in behavioural networks with examples such as situational understanding [61],

information fusion [195], conspiracy theories [330], user influence [273, 290] and

quality [399, 108]. However, little research has been performed to study the impact

of user behaviour from the perspective of a single user within the discussion thread.

Contributions show that the use of egocentric networks can be used to classify different

types of behaviour (Research Questions 1 and 3) in an online social setting [140] and,

in so doing, explores the hypothesis of this thesis.

As a result, this investigation contributes to the literature by using Reddit as a platform

to combine network-based and temporal features in detecting disruptive behaviour from

bot-like activity (see Section 2.2.1). This address Research Question 4 and has the

potential to improve the prediction accuracy for classification of social bots and supports

situational awareness for social media users and the platform itself.

5.5.2 Dataset

To investigate the role of user-to-user networks on Reddit, the Reddit API was used to

extract a sample of disruptive and non-disruptive normal users (N = 794 and N = 850

respectively). To begin, 100 random subreddits were selected where 10 random posts

were sampled within each subreddit with the intention to get a uniform sample of users

across the platform. From this, we used the overall ‘comment karma’ score k assigned

by Reddit for each user in our dataset. This derived from a calculation based upon the

ratio of positive ‘upvotes’ and negative ‘downvotes’ given by other users. Random
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sampling was repeated until a near 50:50 split between disruptive and non-disruptive

users was achieved. Overall, a total of N = 469, 606 comments with approximately

454 comments per non-disruptive user and 75.6 comments per disruptive user. The

karma score k was used as it represents the receptivity of the user’s contribution to a

discussion in a community, where something that is negatively received can be seen as

being disruptive to the norms of that community.

5.5.3 Methods

To explore the hypothesis, this analysis investigates whether network and temporal-

based features of a user’s behaviour can be used to predict if they are considered

disruptive or not (see Research Question 4). An egocentric reply network is defined

(see Research Question 1) and is generated for each user X by forming a directed

edge between user X and the other users that X has either replied to or has received a

reply from. For each such network, the frequency of all induced 4-node subgraphs in a

star formation are counted, where X is central to the induced star. 4-node subgraphs

are chosen as they are much easier to process (in terms of computational overhead)

and still preserves a suitable level of detail compared to that of 3-node subgraphs.

There are 10 possible alternative configurations (see Figure 5.21). These capture the

alternative edge configurations surrounding a target user, and the interactions taking

place in terms of direction of communication. For each user X , the frequency counts

are normalised of each type of induced 4-node subgraph. This expresses the proportions

of 4-node subgraphs in which X is the centre of the star, such that each subgraph profile

represents a single user (e.g., Figure 5.21). These results are combined with further

frequency statistics relating to user activity on Reddit, including account age, number of

historical comments, mean comments per week, and mean duration between comments.

Together these features form a basis to characterise user activity and to predict disruptive

behaviour based on karma.
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# Comments Age µ Comment rate µ Duration
Normal 0.459 0.441 0.559 -0.682
Disruptive -0.173 -0.099 -0.08 0.114

Table 5.10: Spearman correlation coefficients of temporal features with overall
comment karma.

5.5.4 Results

The results focus on three important of this investigation: the role of temporal features,

egocentric reply networks and prediction. Firstly, although temporal features are

not network-based, they are language-agnostic and could be used to further enhance

prediction results as part of Research Question 4. Secondly, the egocentric networks

are considered to understand which subgraph formations are unique to disruptive and

normal users. Finally, prediction is performed to determine the feasibility of detecting

the two types of users using these features and address Research Question 4 as a result.

The results are discussed further as follows:

Temporal Features

To begin, attributes associated with user activity and comment timings are considered.

Figure 5.18 shows histograms for comment count (bottom right), account age (top right),

mean comment rate (top left) and mean comment duration (bottom left), split between

the two user groups.

The histograms in Figure 5.18 reveal distinct behaviour between normal and disruptive

users. It is apparent that normal users produce a uniformly distributed number of

comments, whereas disruptive users are less likely to have a large comment history.

This “long-tail" log-normal type distribution is consistent, to varying degrees, across

each histogram, where disruptive users are far more likely to less active between

commenting and much less mature in age (see Figure 5.18).

To understand the relationship each variable has with respect to comment karma, we
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Figure 5.18: Histogram comparison of normal and disruptive users with respect
to user activity. The first (top left) represents the distribution of mean comments
per week per user. The second (top right) represents the distribution of account
age by years per user. The third (bottom left) represents the average duration
between activity per user. The fourth, and final, (bottom right) represents the
average number of comments per user.

assess the correlation between each variable using Spearman tests (see Table 5.10).

Contrary to disruptive users, variables such as age and comment rate reveal a partial

correlation suggesting that more-mature accounts are less likely to be used for disruptive

behaviour on Reddit.

Egocentric Reply Networks

Figure 5.19 provides two examples of user interactions, where the centre node is our

target user and edges going out indicate a reply and edges being received represent

receiving a reply. These are featured around individual users rather than groups. The

examples provided here are used to illustrate that normal users are more active than
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Figure 5.19: Examples of typical normal (left) and disruptive (right) egocentric
user reply networks. Normal users are typically characterised with many interac-
tions (high degree), whereas disruptive users have very few interactions by com-
parison (low degree).

disruptive users and are more likely to participate in a two-way conversation.

Figure 5.20: The complete set of all 4-node ‘star’ subgraphs featuring the target
node highlighted in blue for every possible edge combination.

We observe the user interactions by counting and enumerating over all 4-node subgraphs

resembling a tree-like structure where the root node serves as our target user of interest

(see Figure 5.21). This allows us to examine the occurrence of edge configurations

surrounding an individual user’s interactions, when we consider the induced 4-node star

configurations. The proportion of all induced 4-node star configurations for each user is

presented in Figure 5.21.

Figure 5.21: Frequency plot of all featured subgraphs represented as a ratio of
disruptive (red) and normal (blue) users as an overlapping line plot. The profiles
suggest that normal users are more consistent in comparison to disruptive users.

Each of the subgraph profiles presented in Figure 5.21 provide the basis for inferring

the structure of social interactions. The frequency plot reveals how the third (one-in,
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two-out), fifth (one-in-out, one-in, one-out) and seventh (all-out) subgraphs from Figure

5.20 stand out compared with normal user subgraphs. Normal users produce more

consistent activity on the second (two-in, one-out), third (one-in, two-out) and fifth

(one-in-out, one-in, one-out) subgraphs in Figure 5.21.

Prediction

Combining subgraph frequencies and temporal features together three binary classifiers

are used to classify user behaviour as either non-disruptive “normal” (ND) or disruptive

(D). In line with Research Question 4, binary logistic regression (BLR), a support vector

machine and a random forest classifier (RFC) with N = 100 trees at a max depth of

D = 2 are used. Different features are combined with the intention to understand if

the accuracy of these models can be improved. These result can be found in Table 5.11

where we compute the precision (P), recall (R), F1-score (F1) and accuracy (A) using a

train-test split ratio of 75:25.

Temporal Subgraphs Both

P R F1 A P R F1 A P R F1 A

B
L

R ND 0.51 0.87 0.64
0.55

0.66 0.98 0.79
0.7

0.64 0.95 0.76
0.7

D 0.72 0.28 0.41 0.94 0.35 0.51 0.88 0.41 0.56

SV
M ND 0.71 0.38 0.5

0.67
0.74 0.96 0.83

0.78
0.72 0.92 0.81

0.77
D 0.63 0.87 0.73 0.91 0.56 0.7 0.88 0.61 0.72

R
FC

ND 0.82 0.75 0.78
0.81

0.79 0.87 0.83
0.8

0.85 0.89 0.87
0.86

D 0.8 0.86 0.83 0.81 0.71 0.76 0.88 0.83 0.85

Table 5.11: Prediction results of three leading classifiers for temporal features,
subgraph features and the two combined improving the overall accuracy.

From the prediction results, it is clear that subgraph features perform better in compar-
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ison to temporal features. The temporal features appear to lack support for prediction in

the case of BLR and SVM however, RFC consistently outperforms BLR and SVM on

every data set. Overall, the accuracy of the model is significantly improved when both

subgraph counts and temporal features are combined.

5.5.5 Discussion

The results from this investigation address Research Questions 1 and 4, by demonstrating

the utility of behavioural networks (in the form of egocentric subgraphs) and temporal

features for classifying user behaviour. The temporal features collected provide early

insights into the subtle differences between normal and disruptive activity. Simple

attributes such as comment count and age provide initial indications whether behaviour

is suspicious.

Counting the 4-node star subgraphs that are induced by users’ communication provide a

means to discover the relationship a user has with other users irrespective of the temporal

domain. These results show distinct differences between the group of disruptive users

and the “normal” users, noting that some subgraphs are much more likely to be present

for disruptive users and vice versa.

Figure 5.22: Collection of motifs discovered comparing disruptive against nor-
mal user activity displayed as frequency histograms shown with mean marked by
dashed lines. These findings reaffirm the obseravtions of 5.21 that normal users
are more consistent in activity compared with disruptive users.

In the first example, the subgraphs featured in Figure 5.22 indicate that normal users

are more likely to receive a reply and form a two-way conversation. In addition to this,

disruptive users vary much in the subgraphs and provide evidence that disruptive users
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are likely to initiate a reply to a user and are less likely to receive a reply or two-way

response.

Furthermore, disruptive users are less likely to preserve at least one symmetric edge,

hence the subgraph (second from the left) in Figure 5.22 is significantly lacking in

appearance. In contrast, normal users are more active and consistent across the nearly

all subgraphs featured in Figure 5.22 where normal users are likely to receive at least

one reply during the discussion potentially leading to a two-way conversion at some

point.

The prediction analysis for user classification provides strong evidence for basic tem-

poral statistics complementing subgraph frequencies. While classification performs

reasonably well using each feature set in isolation, the combination of the two produces

a significant improvement overall and help answer Research Question 4 as a result. The

three classifiers used in this investigation serve as a basis to demonstrate the potential

for behaviour classification and proof-of-concept, however alternative classifiers can be

used, and may further improve performance.

5.5.6 Key Findings

As discussed earlier in Chapter 2, Reddit has experienced disruption as a result of

events including Brexit (see Section 2.1.2) and the 2016 US Presidential Election (see

Section 2.1.3). The methods and results featured as part of this investigation of the

hypothesis indicate that the behaviour of users on Reddit, is sufficient for relatively

accurate categorisation of disruptive users, independent of the content and semantics

which, in turn, reaffirms that user-to-user networks (as well as temporal features) can be

used as part of a framework for predicting disruptive behaviour (see Research Questions

2 and 4). This is based on extracting subgraph features from user reply networks to

describe the fundamental features surrounding user-to-user interaction. As a result,

reply networks are a valuable tool for analysing discussion threads between users which
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can be used in multiple scenarios.

However, this investigation doesn’t consider repeated discussions and the depth of

two-way debates between users and could therefore be improved in response to Re-

search Question 1. Future work which explores behavioural networks should involve

considering weighted edges (or timestamped edges) for modelling repeated replies. In

addition to this, with respect to Research Question 4, more-advanced classifiers (such

as artificial neural networks) could be used to further improve overall performance and

classification accuracy. Overall, while significant improvements could be made, the

results obtained from this investigation sufficiently explores the hypothesis of this thesis

and provides key insights towards understanding communication patterns of disruptive

users.

5.6 Conclusions

In conclusion, this chapter demonstrates the utility of user-to-user networks for detecting

disruptive behaviour in the form of two investigations to explore the hypothesis. The

results reveal that Twitter and Reddit, while two fundamentally different platforms

both align with the message data structure (see Chapter 3, Section 3.2.3) and provide

strong evidence that user-to-user networks can be used to adequately capture disruptive

behaviour. These answers Research Questions 2 and 3 by demonstrating that user-to-

user networks have utility for representing and capturing alternative affordances across

both Reddit and Twitter. Furthermore, networks built from reply-based interactions

are common to both the studies and have potential for extracting behavioural signals

especially when supplemented with temporal features, as seen in the second investigation

using Reddit.

The analysis on Twitter used a combination of basic network-based metrics and local

metrics (e.g. subgraphs) with the intent on using these as feature vectors for differenti-

ating between controversial and non-controversial terms. The findings concluded that
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generic global features such as degree, density, transitivity and reciprocity are suffi-

cient for classifications tasks. As a result, this partially addresses Research Question

4 by demonstrating that it is possible to provide signalling on which the prediction of

destructive behaviour can be made although through this is achieved though global

features, not local features. Within this investigation the use of local subgraph-based

metrics had a secondary role for describing how smaller interactions took place around

individual users. These results revealed that subgraphs with the strongest eigenvector

coefficients were centred around an individual user and are considered egocentric due

to the way interaction are positioned around a central user.

Consequently, the findings of the investigation on Twitter justify the methodological

structure of the investigation on Reddit whereby only egocentric subgraphs are used

as feature vectors to determine normal behaving users from disruptive users according

to their karma score. Reply-based interactions using just egocentric subgraphs are

sufficient for classification which answers Research Question 4, although this could

be further improved, with respect to accuracy, when combined with temporal features.

Because of this, the results of the Reddit investigation informs Research Questions

1 and 4 by reaffirm the finding of the analysis on Twitter that simple metrics around

individual users (e.g. in/out degree and egocentric networks) are adequate proxies for

defining behavioural networks (Research Question 1) and for differentiating between

disruptive and non-disruptive behaviour (Research Question 4).

Overall, this chapter investigates the hypothesis of this thesis by demonstrating the

versatility of user-to-user networks for modelling and capturing behavioural signals for

detecting disruption (Research Question 4). The implications of this chapter demonstrate

that the user-to-user network respiration can be used in a wide variety of situations for

defining behavioural networks (Research Question 1) among users (both collectively and

individually) and can easily be applied to other type of affordances and the interactions

they facilitate (Research Question 3). For this reason, it is important to acknowledge that

this approach has implications to platforms beyond Twitter and Reddit. Furthermore, it
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is reasonable to conclude that this network representation applies to social media more

generally due to the way these platforms are designed to facilitate interactions among

other users, thus reaffirming the idea that this can be used as part of a wider framework

for detecting disruptive (Research Question 2).
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Chapter 6

User Association Networks

6.1 Introduction

In the previous chapter (see Chapter 5) both Twitter and Reddit were used to investigate

the hypothesis by demonstrating the versatility of user-to-user networks to identify the

presence of disruptive behaviour such as trolling (see Chapter 2, Sections 2.2.2) and

misinformation.

Overall, Chapter 5 addressed each of the research questions used to investigate the

hypothesis. Firstly, Research Question 1 was addressed by defining behavioural net-

works from social media activity in the form of a user-to-user network. Secondly,

Research Question 2 was addressed by demonstrating that user-to-user networks can

be used as part of a framework for capturing disruptive behaviour. Thirdly, Research

Question 3 was addressed by modelling multiple interaction and affordances based upon

activity derived from Twitter and Reddit. Finally, Research Question 4 was addressed

by demonstrating the potential for classification algorithms to detect disruptive activity

using a combination of local and global network-based features.

This chapter considers the role of bipartite networks to model these relationships for

observing similar disruptive behaviour such as misinformation and the formation of

echo chambers [76, 329, 376, 43, 78, 211, 365] - behaviour which takes place at scale

across multiple communities (see Chapter 2, Sections 2.2.4).

As mentioned previously in Chapter 3, this chapter describes these bipartite networks as
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User Association networks which are designed to focus on the association between a

user and community by means of a direct interaction (e.g. a user posts a submission to

a community). In doing so, this network representation is used to model the many-to-

many relationship between multiple users and multiple communities - the association.

This chapter examines this behaviour, and therefore, the utility of user association

networks by using Reddit to investigate the hypothesis (as shown in Section 6.4).

This chapter seeks to address Research Questions 1 and 2 by utilising bipartite behavi-

oural networks derived from social media activity to model associations between users

and communities which can be used as part of a framework for detecting disruptive

activity. Additionally, this chapter also explores the hypothesis by considering the role

of both local and global features for examining the extent to which prediction can be

performed (see Research Question 4).

As mentioned in Chapter 3, Reddit (the focus of this chapter) aligns with the community

data structure. This is demonstrated in Table 6.1 which is relative to the work of this

thesis by considering the role of the community data structure and user association

network.

Data Structure
Community Message Collaborative Feed

Platform
Wikipedia N/A N/A See 3.4.1 N/A
Reddit See 3.4.2 See 3.4.2 N/A See 3.4.2
Twitter N/A See 3.4.3 N/A See 3.4.3

Table 6.1: Relationship between platforms of interest and all data structures with
the appropriate cells concerning the work of Chapter 6 highlighted in bold.

As described in Chapter 3, Section 3.6, this chapter utilises the community data structure

to model interactions as bipartite relations through the user association network. By

considering the community data structure and the user association network, these

can be used to define behavioural networks (see Research Question 1) and provide

representation for diverse affordances (see Research Question 3).

User association networks, and indeed all bipartite networks, are designed to model
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connections between two sets of nodes which are mutually exclusive and have different

roles. Within the literature, these networks have also been known as affiliation network

and have been used to model different types of relationships [387]. For example,

an affiliation network could be used to represent football players and clubs, with

an edge between the two if a player played for a club [387]. Within social network

analysis more broadly, bipartite networks have been used for community detection [257],

understanding and gaining trust [292], measuring influential users [416], predicting

links [41] and making recommendations [411].

In the context of this thesis, the notion of an affiliation network is almost identical

to that of a user association network, however a user association network focuses on

user activity on social media for capturing disruptive behaviour. Within the supporting

literature, the use of bipartite network structures have been used on Wikipedia to

determine high-quality based upon local substructures embedded within a network

modelling the relationship between a user and article [398]. With respect to disruption,

there is a clear gap in the literature for using bipartite network structures to detect

disruption. The research produced in this chapter (see Section 6.4) demonstrates

that user association networks can be used for identifying communities where for

misinformation is likely to develop.

The rationale of user association networks is to distil the relationship between a user

and a corresponding topic, community or other item in a discreet form. In doing so,

this representation considers two features which are fundamental for understanding

user behaviour: 1) a user’s variation of interests and 2) the similarity with other users.

As a result, association networks consider the local neighbourhood of a user (the

ego) and constructs edges recursively between it’s linked associations and their users.

Furthermore, the use of induced sub-structures are used to manage and navigate through

the complexity of many-to-many relationships using a smaller sample size.

As recalled in Chapter 3, Section 3.3.2, Reddit, the focus of this chapter (see Section

6.4), is an interesting platform to consider, since it allows self-defined communities
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to establish themselves, giving a unique basis for the analysis of online interactions.

By design, Reddit is considered a “community-driven” platform [342] due to the way

the platform encourages users to orientate themselves around communities known as

subreddits. Users can submit posts in the form of links and text submission to a subreddit

with the intention that like-minded people will engage. As a result, the relationship

between users and subreddit can be modelled using a user association network, where

an edge represents the submission of a post. An example can be found in Figure 6.1.

Figure 6.1: Example taken from the homepage of Reddit demonstrating how are
users (ovals) are associated with subreddits (boxes) based upon posting behaviour.
This demonstrates the basis for constructing a user association network based on
Reddit activity.

6.1.1 Contributions

This chapter contributes to this thesis by investigating the hypothesis concerning the

role of user association networks in detecting disruptive activity on social media.

To begin, this chapter demonstrates how disruptive behaviour such as the spread of

misinformation (see Chapter 2 for more) can be detected through simple bipartite rela-
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tionships using their underlying substructures by counting bipartite subgraphs known as

“graphlets” which, in turn, addresses Research Question 4. The methodology introduced

in this chapter helps address Research Questions 1 and 2 by providing a novel approach

for building a detailed representation of community behaviour considering the activity

of not just one user but of multiple users by considering their subreddits of interest

too in a recursive manner as part of a framework of alternative network presentations.

This makes it possible to model the spread of interactions at scale across multiple

communities and to extract detailed signals such as the number of mutual connections

(for example, users who post in the same set of subreddits) and distribution of interests

which, in doing so, has the potential to capture diverse affordances and different types

of interaction (see Research Question 3).

6.1.2 Network Construction

As demonstrated in Chapter 3 Section 3.5.3, the basis for user association networks are

inherited from a bipartite network using mutually exclusive sets of users and communit-

ies. In response to Research Question 1, a user association network is formally defined

by G = (V1 ∪ V2, E) where V1 represents a set of users, and V2 represents a set of

communities where V1 and V2 represent a bipartite set of nodes (i.e., V1 ∩ V2 = ∅). An

edge ei = (vi, vj) where ei ∈ E exists if and only if user vi ∈ V1 has an association with

vj ∈ V2. For example, a user vi (User A) who posts in a community vj (Community

Z) forms an association with the community such that an edge (vi, vj) ∈ E forms the

connection A→ Z or “A posts in Z”.

6.2 Motivation

The investigation introduced in this chapter is motivated by the desire to detect com-

munities which are likely to promote misinformation based upon user behaviour accord-

ing to the structure of a user association network. As a platform, Reddit has been the
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target of misinformation in recent years in the form of political misinformation [76],

health misinformation [329, 224], and general conspiracy theories and echo chambers

[376] (see Chapter 2, Section 2.2). Of these instances, misinformation emerges though a

combination of targeted key narratives, little scientific consultation and algorithmically

generated talking points. As identified in Chapter 2, Section 2.2.4, the community-

centric design of Reddit can lead to the formation of echo chambers which, in turn,

increase the possibility of misinformation to emerge.

The spreading of misinformation is a significant challenge and is frequently addressed

though the use of NLP text analysis [329, 355, 255, 295]. With respect to bipartite

networks (the basis of this chapter), research has shown how bipartite network config-

uration can aid the discovery of misinformation through a combination of community

detection, unique connectivity patterns and motif analysis [43, 78, 211, 365]. This is

achieved by modelling a user’s connection with posts, pages, organisations, locations

and news sources. Furthermore, this approach can be extended to focus on other net-

works which don’t involve users by focusing on certain narratives, key terms and news

entities [44, 107].

Bipartite network structures can be used to help better understand user behaviour, which

can help aid the formation of language agonist solutions which can be deployed at

scale (see Research Question 1). Very few studies consider using raw bipartite network

features exclusively without considering additional features such as timestamps, text

or other metadata which may not be available or consistent. As indicated through the

supporting literature, bipartite network representations are a well-established component

for community detection which is ideal for platforms such as Reddit, the central focus

of this chapter. Being able to identify the characteristics of potential misinformation

communities is highly valuable, particularly if this can be achieved with low overhead in

terms of computational resources, in a language-agnostic manner and without the need

for complex semantic analysis (see Research Question 4), and this aspect motivates the

investigation of this thesis.
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6.3 Approach

Data Structure
Community Message Collaborative Feed

N
et

w
or

k Transitional - -
See 4.4
(Wikipedia)

See 4.5
(Reddit)

User-to-user -
See 5.4, 5.5
(Twitter, Reddit) - -

User Association See 6.4
(Reddit) - - -

Table 6.2: A replica of Table 3.20 featured in Chapter 3 outlining the investiga-
tions of this thesis (with respect to data structures and network representations)
with the appropriate cells highlighted in bold which refers to the problem space
which Chapter 6 seeks to investigate.

As presented in Table 6.2, this chapter, relative to this thesis, investigates the role of

user association networks for detecting disruptive activity by analysing the spread of

misinformation across communities. Reddit, a platform which aligns with the com-

munity data structure (see Chapter 3, Section 3.4.2), is used as the basis for our analysis

and is also used as part of a wider framework of alternative network representations for

defining behaviour on social media (see Research Questions 1 and 2). As described in

Chapter 3, Section 3.5.3, user association networks and the community data structure

are used to represent a relation (posting) between a user and a community (subreddit, in

the case of this chapter).

To demonstrate the utility of user association networks, Section 6.4 of this chapter

provides a real-world exemplar of how these networks can be used to understand

disruptive behaviour in the form of an investigation of the hypothesis for detecting the

potential for misinformation to emerge on Reddit regarding COVID-19 vaccinations

(see Chapter 2, Section 2.1.4). Given the community-orientated nature of the platform,

Reddit serves as an ideal candidate to study due to the presence of the community data

structure (see Chapter 3, Section 3.2.2).

This investigation uses a combination of both local and global network features as feature

vectors for classification. In doing so, this investigation helps answer Research Question
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4 by using user association networks for modelling cross-community interactions

between users and subreddits with the intention to discover signals which lead to the

detection of misinformation. Furthermore, the use of user association networks can be

used to classify additional types of subreddit as well as those that are likely to promote

misinformation. An example of a user association network can be found in Figure 6.2

and Table 6.3 for edge types.

Figure 6.2: An example of a hypothetical user association network of users
(circles) and communities (squares) based upon a bipartite network. In this ex-
ample, an edge can be used to represent different interactions with the community
(e.g. posting a link).

Application Subreddit Association
Source Node User
Edge (undirected) posted to
Target Node Community

Table 6.3: Edge list definition for a subreddit association network.

6.4 Detection of Misinformation on Reddit Using User

Association Networks

As mentioned in Chapter 2, misinformation is a major cause for concern with potentially

dangerous ramifications for social processes, including the stability of democracy

[37, 322]. As discussed previously (see Section 2.1.4), the COVID-19 pandemic

has been the subject of various “fake news” stories and conspiracies resulting in an

“infodemic” as described by the WHO (World Health Organisation)1 [298, 8, 294].
1https://www.who.int/news-room/events/detail/2020/06/30/default-

calendar/1st-who-infodemiology-conference

https://www.who.int/news-room/events/detail/2020/06/30/default-calendar/1st-who-infodemiology-conference
https://www.who.int/news-room/events/detail/2020/06/30/default-calendar/1st-who-infodemiology-conference
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This issue has become a serious threat to public health and has triggered multiple

public responses including the destruction of 5G cellular towers in the UK2 [8] and

the proposition to reject potential vaccinations3. As part of this, the informality of

online social media is well-suited to propagation of misinformation, which has been an

unforeseen consequence of the technology’s role in liberating global participation [95].

In this Chapter, Research Question 4 is addressed by considering both graphlet frequen-

cies and global metrics are analysed to assess their utility in distinguishing between sets

of subreddits potentially associated with misinformation and sets of sample subreddits

that are not associated. In line with Research Question 4, various machine learning

models are used to determine the predictive power of graphlet and global features. This

gives a basis to assess the role of local features, including substructures, in capturing

online behaviours aligned to potential misinformation.

Furthermore, the network-based methodology introduced uses a language-agnostic

approach which provides important opportunities to support automation in the detection

of misinformation in online communities. This investigation extends methods that

were successful in classifying controversy in Wikipedia articles [22, 398] and further

contributes to characterising potentially disruptive groups [398, 164]. As of this writing,

little research has addressed communities of misinformation on COVID-19, particularly

with reference to Reddit, making the current work both timely and relevant.

6.4.1 Associated Literature

The relative ease with which misinformation can be produced and become disruptive has

motivated recent investigation into this phenomenon. From a psychological viewpoint, it

appears that there are individual differences in how misinformation becomes potentially

endorsed by individuals [331, 259]. This acceptance gives a basis for misinformation

2https://www.bbc.co.uk/news/technology-52281315
3https://www.telegraph.co.uk/global-health/science-and-disease/

one-third-uk-may-not-get-coronavirus-vaccine-one-developed-new/

https://www.bbc.co.uk/news/technology-52281315
https://www.telegraph.co.uk/global-health/science-and-disease/one-third-uk-may-not-get-coronavirus-vaccine-one-developed-new/
https://www.telegraph.co.uk/global-health/science-and-disease/one-third-uk-may-not-get-coronavirus-vaccine-one-developed-new/
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to become potentially promoted by like-minded others, leading to a compound effect

where an informal group endorses particular content with a reinforcement across its

participants.

For example, one subreddit in particular, r/Wuhan_flu, a subreddit which actively

promoted the use of free speech gained a lot of attention with its anti-censorship agenda.

Reddit took action and placed the subreddit in “quarantine” suggesting that it “may

contain misinformation or hoax content”4 therefore requiring users to “opt-in” to the

community to view its content.

The effects of misinformation have taken place in various different contexts, with

politics being particularly susceptible, as seen in the 2016 US presidential election

[14, 16] (see Section 2.1.3). In previous events, disinformation concerning the funding

of the UK’s National Health Service (NHS) was circulated and brought to the attention

of various political leaders during the 2019 UK General Election, which originated from

Russian actors on Reddit5.

However, once misinformation is embedded, echo chambers (see Section 2.2.4) are

known to take hold and to support engagement of misinformation, using weak ties

[371, 389] and lack of effective moderation [285] alongside “soft facts”. These occur

as a result of users sharing potentially misleading content without knowing the entire

facts of an event [193, 119, 194].

The impact of misinformation surrounding COVID-19 has been observed on multiple

platforms including the microblogging site Twitter [343, 221, 335, 358, 403, 89]. Evid-

ence of social media analysis suggests that individuals fail to discern between truth

and falsehood, prompting the argument that health information shared on social media

should be regulated [306, 105, 372, 403].

As mentioned in Chapter 3, Section 3.3.2, users are encouraged to join “subreddits”

4https://www.reddit.com/r/Wuhan_Flu
5https://www.reddit.com/r/redditsecurity/comments/e74nml/

suspected_campaign_from_russia_on_reddit/

https://www.reddit.com/r/Wuhan_Flu
https://www.reddit.com/r/redditsecurity/comments/e74nml/suspected_campaign_from_russia_on_reddit/
https://www.reddit.com/r/redditsecurity/comments/e74nml/suspected_campaign_from_russia_on_reddit/
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which serve as individual communities dedicated to a topic or theme where users can

share and comment on posts submitted to the community. This provides the freedom to

connect and reinforce the views of others. In particular, the Reddit platform has played

a role in the spreading of hoaxes originating from Wikipedia [225] as well as sharing

misinformation across multiple platforms [406]. With respect to misinformation around

COVID-19 on Reddit, research has addressed the difference in narrative and language

within Reddit communities using NLP [409, 348] as well as the location [156] to assess

the geographical influence.

To summarise, social media platforms provides innovative mechanisms allowing users to

promote and share news and stores of current events which produce diverse affordances

as a result (see Research Question 3). As a consequence, they produce conditions in

which misinformation can develop at scale such that large audiences are potentially

subject to misleading information . This is especially important considering the ease

in which information can propagate through user interactions such as sharing and

cross-posting across different communities.

6.4.2 Methods

As mentioned previously, both global and local features of network-based represent-

ations are examined to determine the predictive utility of user association networks

(see Research Question 4). As described in Section 6.1.2, this is achieved through user

association networks that link users with subreddits to which they contribute, which we

term as subreddit association networks.

As defined earlier, Chapter 3, Section 3.5.3 demonstrates how bipartite networks can be

used to capture user variations in interests and similarity with other users. In the context

of this investigation, subreddit association networks capture two areas of interest: 1) a

user’s diversity in posting to different subreddits and 2) the overlap between users in

posting to the same subreddit(s). An example of a hypothetical subreddit association
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network is presented in Figure 6.3.

Figure 6.3: Example of a randomly-generated bipartite subreddit association net-
work (full network, left, and bipartite arrangement, right) where the subreddit
of interest is marked in grey, and it’s surrounding users as blue circles. Other
subreddits are represented as orange squares.

For a corpus of subreddits, a subreddit association network (also known as SAN) can be

defined as a bipartite graph G = (V1 ∪ V2, E) where V1 represents a set of Reddit users,

and V2 represents the set of subreddits to which the users in V1 have collectively posted.

V1 and V2 represent a bipartite set of nodes (i.e., V1 ∩ V2 = ∅), and there exists an edge

(i, j) ∈ E if and only if a user vi ∈ V1 has posted in subreddit vj ∈ V2. The approach

featured in this investigation is similar to work performed by Cheng et al. and Caldarelli

et al. [89, 78] however, the network analysis is not limited exclusively to centrality and

degree-based metrics as this investigation is extended to include graphlet analysis.

Local Network Features

As discussed earlier (see Section 6.1.1), classifying SANs is based on counting the

frequency of graphlets that are induced within its structure. Defining graphlets to include
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non-trivial induced substructures with up to six nodes provides a reasonable trade-off

between the combinatorial complexity of counting (see [102] concerning the graphlet

isomorphism problem and Section 3.7) and the presence of useful features for analysis.

In the network science literature, the possible induced subgraphs of a fixed size are

typically referred to as graphlets [65, 189, 198]. The same terminology is extended here

to denote all connected bipartite graphs with 3 to 6 nodes, as presented in Figure 6.4,

resulting in 43 possible alternatives.

The frequency of graphlets present in a given subreddit association network G is denoted

by vector VG where:

VG = (v1, v2, . . . , v43) (6.1)

and where vi represents the frequency of the ith possible graphlet from Figure 6.4. To

enable comparison of networks of different size, we normalise VG according to:

VG =
1

Σ43
j=1vj

(v1, v2, . . . , v43). (6.2)

Vector VG gives a basis to consider the relative under or over-representation of induced

graphlets, in comparison to other subreddit association networks. This is similar to

network-motif analysis (see Section 3.7) approach for complex networks [263, 264],

and gives a basis to compare networks based on their latent structural characteristics

and helps address Research Question 4 by considering the role of local substructures for

performing classification. The relatively high dimensional space associated with V (G)

means that dimensionality reduction is a useful tool to provide further insights into

the relationships between different association networks. Therefore, VG is analysed as

derived from different subreddits, to establish the extent of similarity between different

classes of association network.
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Figure 6.4: Collection of all 43 induced bipartite graphlets featuring graphlet
sizes from 3 to 6 for every possible combination of nodes and edges. User nodes
are labelled as blue and subreddits as yellow.

Global Network Features

Alongside the induced subgraphs represented through association networks, to address

Research Question 4, network-based metrics are also considered which provide an

understanding of how users and subreddits behave collectively in comparison to local

graphlet features. These metrics include: subreddit and user degree, closeness centrality,

clustering coefficient (i.e., local density between neighbouring connections), Latapy
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clustering (to determine heavily clustered interactions between user and subreddits)

and Robins-Alexander clustering [321] to determine the clustered interactions through

an aggregation of cycles and paths. These metrics provide further ways in which user

association networks can be classified and assessed.

Data Collection

To build a subreddit association network, the Reddit API was used to collect the data.

Overall, a total of 257 subreddits were sampled. This resulting in a corpus of data

consistent with the scale of other misinformation studies on COVID-19 e.g. [409].

For each subreddit, posts were sorted by date (most recent first) and a list of users

who created the posts was extracted. Including all subreddits, the data spans between

September 2017 and May 2020.

Subreddits were manually classified, aligned to their potential for misinformation (PFM)

concerning COVID-19. There is no definitive way to achieve this meaning that the

following criteria were applied to identify such subreddits. Either:

1. The subreddit generally had very few moderators (users who are responsible for

maintaining a subreddit community) and applied little or no moderation given the

size and age of the subreddit. This is relevant because it allows more freedom for

misinformation to go unchecked.

2. The subreddit description used terms such as “anti-censorship” or “freedom of

speech” (FOS) in the subreddit description with little moderator involvement.

This leaves greater opportunity for misinformation to be established.

3. The subreddit had been placed in “quarantine” by the Reddit administrators for

containing potentially misleading or harmful content for the community. This is

relevant due to the potential detection of misinformation.
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Additionally, the popular COVID-19 subreddits (e.g. r/Coronavirus, r/CoronavirusUK,

etc) were included as they are considered subreddits with the potential to contain misin-

formation. These are highly topic-relevant subreddits that might be attractive to agents

who are keen to express misinformation. In total, application of these criteria resulted in

27 subreddits being selected as having potential for misinformation. These are referred

to the PFM subreddits. Appendix F.1 provides a list of the PFM subreddits used in this

investigation. Note that alternative criteria for selection of the PFM subreddits could

equally be applied.

To provide a basis for comparison of PFM subreddits, three other sets of subreddits

were introduced such that benchmarking can be performed against alternative forms

of user interaction with this social media platform. This is done with the objective of

comparing against alternative subreddits to assess predictive utility. Furthermore, the

aim of this investigation is to discover how our approach can represent subreddits of

different taxonomies (e.g. Q&A compared with discussion). The benchmark subreddits

are defined as follows.

• PFM: a total of 27 subreddits relating to COVID-19 which may contain misin-

formation.

• Ask: a sample of 30 Ask Q&A-based subreddits that involve interactions within

in a highly moderated environment. This allows us to compare with PFM as

posts made to Ask subreddits undergo strict moderation due to restricted posting

rules meaning that they are unlikely to contain misinformation, contrary to PFM

subreddits.

• New: a sample of 100 random subreddits created in the year 2020, covering

the time period relevant to the creation of most PFM subreddits. This enables

subreddit age to be controlled for in subsequent analysis.

• Random: a sample of 100 random subreddits without any constraints for subred-

dit age. This serves as a random baseline to include the diversity of Reddit content
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in general.

For each of the users active in any of the subreddits in any of the four datasets, a list

of all other subreddits that they also submitted to over the time period was produced.

These were then aggregated to generate the bipartite user association network across the

subreddits in the above samples, as described in Section 6.4.2. Across all the subreddits

selected, a total of 7, 876, 064 posts were processed across 96, 634 users.

Using non-network metrics, metadata (such as age and subscribers) were used to

demonstrate that these features aren’t necessarily the strongest indicators for clustering

as observed in Figure 6.5. By comparison, network features provide better spatial

relevance. Additionally, the availability of such data is limited and may not always be

consistent meaning that the exclusive use of metadata does not serve as a reliable proxy

for classification. Furthermore, this justifies the need for considering network-based

metrics.

Figure 6.5: Using age (x-axis) and subscriber counts (y-axis) shows little clustering
potential compared with network-based features. New subreddits are marked in
yellow, Ask in blue, PFM in red and Random in black.

The results in Figure 6.6 reveal how PFM subreddits show lower maximum and average

in subreddit degree meaning fewer users engage with these subreddits as compared

with that of the Ask subreddit communities. Furthermore, it can be observed that PFM
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subreddits also have a higher but varied average user degree and produce less clustering,

contrary to Ask subreddits.

Figure 6.6: Subreddit degree distributions, user degree distributions and average
Latapy clustering distributions for the Ask, PFM, new and random association
networks. Each of these global metrics reveal distinct distributions for each of the
four classes.

In Figure 6.7, the subreddit and user degrees as a normalised ratio of the maximum

degree featured in each network are presented. For Ask subreddits, the maximum degree

for user and subreddits nodes are fairly balanced with a partial swing towards having a

slightly larger subreddit degree maximum. Furthermore, the PFM subreddits are heavily

skewed towards a higher user degree and lower max subreddit degree.

Figure 6.7: The maximum degree ratios for the Ask and PFM association net-
works reveal how PFM subreddits have a higher proportion of high degree user
nodes compared to that of Ask subreddits.

6.4.3 Experimentation and Results

Using the data collected in Section 6.4.2, the profile of graphlets induced by the

PFM, Ask, new and random sets of subreddits (Section 6.4.3) are examined. Principal

component analysis (PCA) is then applied to examine the extent to which these different

classes of subreddit can be distinguished under dimensionality reduction. This reveals
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the contribution made by particular graphlets in support of the resulting new dimensions,

indicating the dominance of particular graphlets, which, in turn, help address Research

Question 4.

For comparison purposes, in Section 6.4.3 similar analysis is carried out but with global

network metrics to compare prediction performance with local features (Research

Question 4). Finally, Section 6.4.3, explores the extent to which it is possible to predict

the classification of subreddits based on the dominant features of the PCA dimensions

identified in Sections 6.4.3 and 6.4.3.

Association Network Profiling Through Graphlet Analysis

All induced bipartite graphlets (see Figure 6.4) are enumerated to produce normalised

vectors of graphlet frequency (see Equation (6.2)) for all networks. The results in Figure

6.8 show some general similarities between different classes of subreddit. In particular,

the S17 and S43 graphlets are dominant across all four sets of subreddit. A high

variation across all graphlets for new subreddits can also be observed. Smaller graphlets

such as S1 and S2 make more of an appearance in new subreddits. The graphlet profiles

also reflect the sparse nature of the subreddit association networks, with high degree

graphlets (both user and subreddit) being absent. However, despite similarities, at a

more granular level significant differences are evident between the graphlet profiles for

the different classes. This is apparent when principal component analysis is applied,

which reduces the 43-dimensional feature vector to two principal components as shown

in Figure 6.9.

The results in Figure 6.9 show clear differentiation between the Ask and PFM subreddits.

Although both PFM and new subreddits were created around a similar time, it can be

observed that their positioning in the scatter plot remains distinct by comparison which

reaffirms that factors in addition to age distinguish these subreddits. The Ask subreddits

exhibit clustering while the PFM subreddits generally exhibit higher values (greater

than zero) against the second principal component.
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Figure 6.8: Normalised frequency as a violin plot of all 43 induced bipartite graph-
lets with PFM subreddits (first), Ask subreddits (second), New subreddits (third)
and Random subreddits (fourth).

Figure 6.9: Scatter plot of two-dimensional PCA of graphlets counts producing
distinct clusters with a few significant subreddits labelled. Ask subreddits are
marked in blue, new subreddits in yellow, PFM subreddits in red and random
subreddits in black. Nodes are sized according to (left) subscriber count (largest
as most subscribed) and (right) age (largest as oldest).

More generally, these results indicate that graphlets can distinguish alternative classes of

subreddits that appear similar in face value. Furthermore, it can be noted that principal

component analysis positions the official coronavirus subreddits (r/CoronavirusUK and
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Figure 6.10: Scatter plot of two-dimensional PCA using only graph-based metrics
as used in Section 6.4.2. Ask-subreddits are marked in blue, new subreddits in
yellow, PFM subreddits in red and random subreddits in black. Nodes are sized
according to (left) subscriber count (largest as most subscribed) and (right) age
(largest as oldest).

Figure 6.11: Extracting the PCA eigenvectors reveals specific graphlets which
contribute to the spatial positing of subreddits within the two-dimensional space
as shown in Figure 6.9.

Figure 6.12: Extracting the PCA eigenvectors reveals specific global features
which contribute to the spatial positing of subreddits within the two-dimensional
space as shown in Figure 6.10.

r/Coronavirus) away from clusters of PFM subreddits. Subreddits with poor moderation

such as r/CoronavirusUncensored, r/VirusOutbreak and r/CoronavirusFOS, are clearly
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distinguished from Ask subreddits.

Taking into account data point sizes, Figure 6.9 indicates that subreddit subscriber count

and age don’t necessarily provide a strong indication of reliability or maturity compared

with some subreddits which are much older and well established. The scatter plots reveal

how younger subreddits share similar structures to that of well-established subreddits

(such as the Ask communities). Furthermore, it is possible for older subreddits to align

with the suspicious PFM subreddits cluster.

Figure 6.11 presents the eigenvalues for each graphlet with respect to their influence

within each principal component. The first principal component is primarily character-

ised by the strong presence of graphlets S17 and S43 which describe a one-to-many

(and vice versa) relationship. In other words, high degree from users to subreddits and

high degree from subreddits to users are influential. Graphlets S18, S20, S29 and S42

are also highlighted, which suggests a partial overlap and mutual ties could contribute

to distinguishing these alternative sets of subreddits.

Global Features of Association Networks

Using the bipartite metrics presented in Section 6.4.2 this section follows a similar

approach to Section 6.4.3. In this section, user association networks are characterised

using global metrics and apply PCA to create a reduced dimension space. The results

provided in Figure 6.10 demonstrate similar clustering behaviour to that of the local fea-

tures however differentiation between the spacing and clustering of particular subreddit

groups is less pronounced. For example, the selected principal components provide little

improvement in distinguishing between Ask and PFM subreddits. Additionally, greater

spread is seen in the resulting dimensions, which is driven mainly by new subreddits.

Extracting the PCA coefficients (see Figure 6.12) demonstrates that the first principal

component is heavily influenced by maximum degree ratios for both subreddit and user

nodes. The second component is mainly positively influenced by Latapy clustering and



6.4 Detection of Misinformation on Reddit Using User Association Networks 191

negatively influenced by maximum user degree ratio.

Predicting Class of Subreddit

To address Research Question 4, this section uses various prediction tasks to classify

PFM, Ask and New subreddits respectively. Consistent with other approaches (e.g.,

[401]) and Research Question 4, this investigation uses binary logistic regression (BLR),

support vector machine (SVM) and a random forest classifier (RFC) applied with 10-

fold cross-validation. A complete list of prediction results can be found in Appendix

F.1.

Local Features Prediction models are trained using normalised feature vectors of

graphlet counts (as seen in Figure 6.8). Due to the imbalance between each of the

subreddit groups, random under sampling is performed over N = 100 trials where the

distribution, mean and standard deviation of various prediction metrics are reported

[178]. The prediction metrics are reported in the form of violin plots (See Figures 6.13,

6.14 and 6.15) to capture the distribution of accuracy, sensitivity, specificity, positive

predictive value (PPV) and negative predictive value (NPV).

Each subreddit group (PFM, Ask and New) are compared to a random baseline for

benchmarking purposes. Pairwise comparison between each set of subreddits in isolation

is also performed. This includes PFM vs Ask, PFM vs New and Ask vs New. As a

result, this determines how robust prediction is between separate groups, in comparison

to others without the need of a random baseline. This is used to understand how well

classification of a particular set performs in isolation.

The classification results provided in Figures 6.13, 6.14 and 6.15 demonstrate that a

RFC consistently outperforms BLR and SVM by comparison. This is reflected in the

accuracy metrics as the distribution of values for RFC are much higher than those of

BLR and SVM with an average accuracy of P = 0.74 for PFM, P = 0.77 for Ask and
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Figure 6.13: Classification performance for PFM subreddits comparing local and
global features reveals a consistent performance for RFC.

Figure 6.14: Classification performance for Ask subreddits comparing local and
global features are a little more varied by comparison to PFM subreddits in Figure
6.13.

Figure 6.15: Classification performance for New subreddits comparing local and
global features.

P = 0.96 for new using local features. Using global features, a RFC yields average

accuracy values of P = 0.97 for PFM, 0.89 for Ask and 0.95 for new subreddits.

Figure 6.16: Classification performance comparing PFM with Ask subreddits
comparing local and global features.
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Figure 6.17: Classification performance comparing PFM with New subreddits
comparing local and global features.

Figure 6.18: Classification performance comparing Ask with New subreddits com-
paring local and global features.

The results demonstrate a clear performance gain between classifying Ask vs New

and PFM vs Ask subreddits as both the Positive Predictive Rate, PPR and Negative

Predictive Rate, NPR are relatively stable with a mean PPV of P = 0.96 for Ask vs

New and P = 0.89 for PFM vs Ask and a mean NPV of P = 0.9 for Ask vs New and

P = 0.87 for PFM vs Ask using local features trained on a RFC. This demonstrates the

effectiveness of local prediction with the ability to both separate and classify subreddits

into groups with relative ease.

Global Features Using the same classifiers as in Section 6.4.3, the prediction models

were trained using the global network features (see Section 6.4.2) with a view to

understanding their predictive performance (see Research Question 4). As in Section

6.4.2, classification is performed in the scenario where each set is compared to a random

baseline followed by classification when pairs of subreddit sets are involved.

By comparison to the pairwise prediction in Section 6.4.3, the violin plots indicate much

greater dispersion of results in some cases: see Figures 6.16, 6.17 and 6.18. Here there
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is much less consistency in results - for example, some results only yield one set of

NPV’s using a RFC. This reaffirms the idea that RFC performs consistently well across

all sets. The results indicate that global features have much less stability as a basis for

prediction in comparison to local features for categorisation involving two alternative

sets of subreddits. This is especially true for predicting PFM with New subreddits as

shown in Figure 6.17.

Comparing Local and Global Performance The classification results from Section

6.4.3 provide useful insights towards the effectiveness of using machine learning to

predict characteristics of subreddits - such as potential behaviours correlating with

potential misinformation activity. In this section, classification results are analysed

by taking the average accuracy of each classifier and task cross-comparing prediction

using local features over global features to help interpret comparing values. Accuracy

was chosen specifically as it provides a reasonable metric for analysing prediction

performance at a high-level.

The results presented provide evidence that local bipartite network features and induced

graphlets play a significant role in understanding users’ posting activity and similarity

to others through subreddit association networks. It can also be observed that some

classification tasks involving PFM subreddits perform better using local features whereas

Ask subreddits perform better with global features. This suggests that PFM subreddits

are dependent on more-detailed graphlet formations whereas Ask subreddits rely on

simpler metrics, such as degree, using global features.

6.4.4 Discussion

The classification results from Section 6.4.3 address Research Question 4 and provide

useful insights on the effectiveness of alternative approaches to accurately predicting the

categorisation of different classes of subreddit. A number of key issues are evident and

important to highlight. These relate to graphlet frequencies, predictability, the influence
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Figure 6.19: Pairwise comparison assessing the prediction gain (as a percentage)
of local features over global features broken down into six prediction tasks. Per-
centage differences ∆ij are derived by obtaining the difference between prediction
values pi, pj scaled by the original value of the prediction task of interest pi such
that ∆ij =

(pj−pi)

pi
∗ 100.

of local features, the potential for other classes of subreddits to be recognised and the

potential for applicability beyond Reddit.

Firstly, it is important to note that the profile of graphlet frequencies differs between

the PFM subreddits and other subreddits having a similar age. This supports the role of

graphlets as a useful tool to detect distinguishing structural differences in the underlying

subreddit association networks and answers Research Question 4 by providing evidence

that local substructures are sufficient for providing signals for detecting disruptive

behaviour. This also reaffirms the overarching utility in the representation that a

network-based language-agnostic approach has potential for classification purposes as

part of a framework of other network representation, as addressed in Research Question

2.

As shown in Figures 6.9 and 6.10, PFM and Ask subreddits remain distinct among
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new subreddits despite being of a similar age. When considering age and subscriber

counts (see Figure 6.5), the New and PFM classes of subreddit have substantial overlap.

However, extracting features from the user association networks enables these classes to

be distinguished. Note that this separation is arguably more pronounced when graphlet

features are the basis for dimensionality reduction, as compared to standard graph-based

metrics (i.e., Fig. 6.9 as compared to Fig. 6.10).

Secondly, the overall predictability of classification of PFM (and other) classes of

subreddit are generally high while using alternative features and methods, based on both

graphlets and global characteristics. This again supports the utility from the underlying

representation of user association networks (see Research Question 2). It also further

supports the creation of future monitoring agents for social media, with or without

a human-in-the-loop. The results of this investigation reveal that a Random Forest

Classifier overall provides the best and most consistent classification performance out of

three alternative methods used. For example, classification of PFM and Ask subreddits

can be achieved with relative ease as mentioned in Section 6.4.3 using this method.

Thirdly, both influential graphlet features and the influential global features for predic-

tion of PFM subreddits appear to be related. The most influential global features involve

node degree, while tree-like graphlets are the salient local features for prediction (see

Figures 6.11 and 6.12). This indicates that local approaches (such as graphlet analysis)

are well-suited to PFM classification and using alternative features (local and global)

has helped to reaffirm this observation. The importance of local features opens up

prospects for efficient real-time detection based on decentralisation and observation of

graphlets in observable subnetworks. From extracting the eigenvector coefficients using

PCA, it can be observed that aligned with global measures of degree, tree-like graphlets

structures such as S17 and S43 are particularly important. Furthermore, the prediction

results in Section 6.4.3 indicate that local features provide generally strong predictive

utility (Research Question 4) for PFM and new subreddits.

Fourthly, from focussing on PFM subreddits and comparing these to other classes,
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we can hypothesise that different classes of subreddit may leave particular underlying

signatures in their corresponding user association networks, which reflect the different

forms of user behaviour in which communities participate. For example, PMF and Ask

fundamentally differ in the way in which users interact as one is used to distribute new

articles whereas the other is primarily representative of stricter Q&A-like discussions.

Consequently, it is possible to speculate that there may be a wider underlying taxonomy

of significant graphlets for different classes of interaction in subreddits, but demon-

strate nonetheless, that the user association network can be used to represent diverse

affordances (Research Questions 2 and 3).

Finally, it can be noted that user association networks are a generalised approach to

representing user behaviour in respect of social media content. This requires only an

associative link between a user and another entity representing some form of content.

This investigation has restricted the attention to Reddit (i.e., interactions with subreddits),

but it is possible to believe that the general approach should yield insights into other

forms of social media through modelling similarly (Research Questions 2 and 3). For

example, these could include creating association networks based on user subscriptions,

users tweeting certain hashtags on Twitter or users commenting across different articles.

There are wide-ranging ways in which associations can be made and examined.

6.4.5 Key Findings

Overall, a general network representation of user association with social media content

is used as a basis for prediction of important subclasses of content that align with the

potential for misinformation (PFM). This has been applied to the Reddit social media

platform, using the community data structure (see Section 3.2.2), utilising a number

of alternative groups of subreddits for bench-marking purposes. The utility in this

representation stems from being able to potentially categorise subreddits as having

the potential for misinformation without undertaking any semantic analysis of content

which helps answer Research Question 4.
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This increases opportunities to detect classes of subreddits with agility, for example

removing the need for translation in assessing foreign language social media. The

analysis carried out in this analysis has identified that PFM subreddits are distinguished

by the characteristics of their underlying user association networks - in other words the

user-interaction with particular types of content has patterns associated with it that leave

distinct signatures. These relate to the presence of high degree nodes which induce local

tree-like structures that are seen in the form of particular graphlets that are strongly

represented as compared to other induced substructures. The predictive capabilities of

the graphlet census, alongside the global metrics, has been assessed, while employing

PCA decomposition to identify the key features.

The methods included place an emphasis on the utility of network analysis where

induced graphlets provide a fundamental topological representation. Furthermore, the

use of the graphlet-based census serves as an ideal potential embedding technique

for networks similar to that of tested techniques such as gl2vec [367]. By using

PCA decomposition of graphlet-count feature vectors, this investigation highlights the

latent differences across networks which open up insights that are not apparent when

considering just the graphlet census in isolation. Through the use of dimensionality

reduction, it can be observed how PFM communities and “anti-censorship” self-align

and produce a distinct cluster in high-dimensional space aligned to the representation

of induced subgraphs. In addition, moderation within the Ask subreddits appears

to contribute to their distant positioning away from the PFM subreddits in the high

dimensional space defined by induced graphlets as opposed to global features.

Numerous global features, such as degree-based metrics and clustering, are inherited as

a consequence of simple local substructures, which has motivated the use of graphlets

for analysis of complex networks across the wider literature. From this investigation

there is evidence that graphlets have been effective because they are easily able to

characterise the salient underlying features of the network related to node degree. More

generally, graphlets also lend themselves to application in partially obfuscated network
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scenarios, giving potential for their flexible deployment in wide-ranging scenarios.

This investigation establishes that classifying PFM subreddits can be achieved without

the need for metadata, such as age and subscriber counts. It is evident that subreddits

with a low subscriber count or young age (i.e., immaturity) aren’t necessarily strong

indicators of the potential for misinformation - subreddits with similar age or subscriber

counts may have different network properties. The underlying behaviour of the users

aligned to different classes of subreddit is the significant differentiating factor as this

impacts the on the structure of interactions. This reaffirms the idea that the user

association network can be used to model behaviour derived from social media activity

according to Research Questions 1 and 3.

Finally, this helps assess Research Questions 2 as it is possible to believe that the

exemplar presented in this investigation provides a useful proof of concept that could be

extended to address other misinformation scenarios where the intent is to undermine

public perceptions and rational behaviour on an alternative social media platform as part

of a larger framework. The approaches considered in this investigation are relevant to

future applications where subreddit classification can be performed at scale for situations

such as automated moderation for growing communities, without recourse to semantic

analysis.

6.5 Conclusions

To conclude, this chapter presents user association networks as a scalable and effective

solution for modelling the dynamics between users and communities according to

the community data structure as introduced in Chapter 3. This was demonstrated

by investigating COVID-19 misinformation (see Chapter 2, Section 2.1.4) on Reddit

where the concept of user association networks were used to form subreddit association

networks (otherwise known as SAN’s). These networks were used to model the posting

interactions surrounding a subreddit of interest with the ability to accurately detect
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subreddits with the potential for misinformation to emerge and others.

The investigation throughout this chapter has employed a combination of local (graphlet

counting) and global (degree, centrality, density e.t.c) network-based metrics with the

intention to form feature vectors that would later be used as part of a classification task.

The results sufficiently answered Research Question 4 by concluding that graphlets

provide the best results when trained on three different types of classifier. It was

discovered the success of the classification results is partially due to simple global

measures such as degree and local tree-like graphlets structures.

Overall, the implications of user association networks are significant for this thesis

for a number of reasons. Firstly, this investigation addressed Research Question 1 by

demonstrating that behavioural networks can be defined in the form of user association

networks to provide a better representation of community behaviour and dynamics than

simple metadata (such as age and subscriber counts, in the case of Reddit).

Secondly, it is important to acknowledge that the use of user association networks

addresses Research Question 2 by demonstrating how this could be applied at scale and

to include other platforms and/or websites which share the community data structure

presented in Chapter 3.

Thirdly, the results drawn from the investigation address Research Question 3 by

revealing that this network representation has the ability to classify a multitude of

different types of community which represent diverse affordances and concludes by

mentioning that there may exist a broader set of taxonomies each with their own distinct

network profile. As a result, user association networks have broader implications for

social media more generally and apply equally to other platforms as well as Reddit.

Finally, as addressed previously, this investigation offers a language-agnostic solution

for detecting potential indicators of misinformation identified through characteristics of

network-based representations (Research Question 4).
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Chapter 7

Conclusions and Future Work

Disruptive behaviour, as seen throughout the context of this thesis, is a major issue

for social media platforms and the individuals that use these platforms on a regular

basis either for consuming news or socialising informally with friends (as addressed

in Chapter 2). Social media has become such an influential part of the day-to-day

proceedings of societal norms. As a result, it is clear that computational solutions are

needed to combat disruptive behaviour in an autonomous or semi-autonomous (e.g.

human-in-the-loop) fashion.

There have been many attempts to better understand and combat this issue yet very view

studies consider using network-based features excursively as the basis for classification

which is the focus of this thesis. This thesis provides a framework which offers

a language-agnostic solution which can be performed at scale and across multiple

platforms.

The hypothesis introduced at the start of this thesis in Chapter 1 is reconsidered in light

of the findings presented. This is restated as follows along with the supporting research

questions to help aid the investigation of the hypothesis:

Hypothesis: Anomalous activity related to conflict or disruption in social media can be

detected through the construction and analysis of networks representing different types

of user behaviour and interaction, based on alternative affordances provided by social

media.

Consequently, this motivated the following research questions:
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Research Question 1. How can behavioural networks be defined from activity on social

media platforms?

Research Question 2. Is it possible to produce a concise framework of alternative

network-based representations capturing alternative affordances provided across social

media platforms?

Research Question 3. How can diverse affordances and the interactions they facilitate

be represented?

Research Question 4. To what extent can local features (i.e., subgraphs) provide

signalling, on which prediction of disruptive behaviour be can be made?

In response to the hypothesis and research questions, Chapter 2 provides context to

the issue of disruptive behaviour on social media by identifying the different types of

disruptive behaviour that can take place and how it has evolved over time. Following

on from this, an overview of the different ways to model user activity and the role

of complex networks is provided. This chapter concludes by acknowledging that a

framework is needed to approach this problem (see Research Question 2).

This is addressed in Chapter 3 in which a novel framework for categorising social media

platforms is induced though the concept of data structures and suggests three possible

network representations suitable for capturing disruptive behaviour - transitional, user-to-

user and user association. As a result, Chapter 3 addresses Research Questions 1, 2 and 3

by demonstrating how behaviour networks can be constructed from diverse affordances

of social media activity using the three network representations as a framework.

Chapters 4, 5 and 6 are dedicated to the exploration of each representation in the context

of detecting the presence of disruptive activity. These three network representation

inform the core research of this thesis and explore the hypothesis by demonstrating firstly,

how behavioural networks can be defined from social media activity (see Research

Question 1). Secondly, how the three network representations can be used as part of a

broader framework of detecting disruptive activity (see Research Question 2). Thirdly,
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how each network representation can represent diverse interactions according to different

affordances (see Research Question 3). And finally, how the detection of disruptive

behaviour can be made through prediction using local network features including a

combination of motif analysis and subgraph counting (see Research Question 4).

In Chapter 4, transitional networks were used to model user activity in the form of

switches from the perspective of a user and content. Both Wikipedia (content-oriented)

and Reddit (user-oriented) were used to investigate the hypothesis for modelling switch-

ing patterns to differentiate between disruptive and normal behaviour.

This was followed by Chapter 5 where user-to-user networks were used to model

interactions taking place between other users. In doing so, these networks were primarily

focused on conversational dynamics which took place in the form of replies, mentioning

and quote retweets using Twitter and Reddit as platforms to investigate the hypothesis.

Finally, Chapter 6 uses bipartite networks to model the relationship between a user

and a community on Reddit through the concept of user association networks. These

were used to model the users’ posting interactions surrounding a subreddit of interest to

detect the potential for misinformation to emerge.

Consequently, Research Questions 2 and 4 were used to help conceptualise a framework

of network-based representations for detecting disruptive behaviour and are addressed

through the findings of Chapters 4, 5 and 6. These chapters demonstrate how each of the

three network representations (as defined in Chapter 3) can be used to detect disruptive

activity based upon a combination of local and global metrics.

To expand on findings against the research questions, the preceding sections are struc-

tured as follows:

• Section 7.1: Summary of Results: A detailed summary of the results gathered

from the research with respect to the research questions to explore the hypothesis

of this thesis.
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• Section 7.2: Discussion and Future Research: A detailed discussion regarding

the various changes of constructing and analysing social networks throughout this

thesis and consideration of the future work of this research though the framework

presented in Chapter 3.

• Section 7.3: Research Impact: A discussion focused on the implication of this

thesis and how it contributes to new knowledge within the surrounding literature.

• Section 7.4: Final Conclusions: The overall conclusions which summarises the

impact of this research and considers the implications beyond the scope of this

thesis.

7.1 Summary of Results

As mentioned previously, the central findings of this thesis primarily relate to Research

Questions 2 and 4 which are addressed in Chapters 4, 5 and 6. These chapters demon-

strate how each of the three network representations can be used to capture disruptive

and non-distributive behaviour using a combination of simple network-based met-

rics such as global features (including in-degree, transitivity and reciprocity) and local

features (presence of certain subgraphs).

The results of this thesis are summarised in detail with respect to each of the research

questions. These are discussed and evaluated as follows:

7.1.1 Research Question 1

How can behavioural networks be defined from activity on social media platforms?

As described earlier, Research Question 1 addresses the methodological structure

regarding how behavioural networks are defined from activity collected on different

social media platforms. These behavioural networks are initially defined in Chapter
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3 and are instantiated and tested in Chapters 4, 5 and 6 as part of a framework of

alternative network-based representations (see Research Question 2). These behavioural

networks are defined according to the presence of certain data structures using three

network representations - transitional, user-to-user and user association.

Firstly, a transitional network was used in Chapter 4 to model temporal switching beha-

viour using the collaborative and feed data structures. The results of Chapter 4 conclude

that using a content-oriented approach (see Section 4.4), transitional networks on Wiki-

pedia can be used to model exchanges between editors according to the collaborative

data structure (as introduced in Chapter 3, Section 3.2.4).

In addition to this, it is important to recognise that this approach can not be transferred

in the same way (see Section 4.5). This was discovered by using a user-oriented

approach though the concept of switching motifs - a proposed technique for discovering

statistically significant switches (see Section 4.5.5). This investigation used Reddit to

observe switches between subreddits according to the feed data structure (as introduced

in Chapter 3, Section 3.2.5). The results concluded that in order to build a detailed model

of user activity over time, more data was required to include a broader and more diverse

range of subreddits making it easier to compare with other accounts. Consequently,

this produces a trade-off with computational complexity making the task of computing

statistically significant switches resource intensive for such a large corpus of subreddits.

Secondly, a user-to-user network was used in Chapter 5 to model behaviour which takes

place between users using the message data structure. Chapter 5 focused on the role

of user-led interactions though user-to-user networks as a simple yet versatile network

representation for modelling conversational dynamics - a widely used feature and

common to many social media platforms. To begin, Twitter (see Section 5.4) was used

to extract three user interactions (quote retweets, mentions and replies) according to the

message data structure (see Chapter 3, Section 3.2.3) for understanding conversations

with respect to controversial and non-controversial narratives regarding vaccine usage.

Furthermore, the investigation on Reddit (see Section 5.4), which also aligns with the
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message data structure, reaffirmed this observation that user-to-user networks are a

versatile network representation for modelling communication between users.

Finally, a user association network was used in Chapter 6 to model posting behaviour

initiated by a user and directed towards a community based upon the community data

structure (see Chapter 3, Section 3.2.2). The results of Chapter 6 demonstrate how user

association networks provide an innovative approach for analysing cross-community

dynamics at large by using Reddit to investigate the hypothesis (see Section 6.4) to

model the relationship between a user and a subreddit based upon the explicit action of

a user submitting a post to a subreddit.

7.1.2 Research Question 2

Is it possible to produce a concise framework of alternative network-based representa-

tions capturing alternative affordances provided across social media platforms?

Using the behavioural networks defined as part of Research Question 1, Research

Question 2 seeks to address how these network representations can be used collectively

as part of a framework of diverse affordances across social media. Chapter 3 aids the

structure of the framework by demonstrating how the three behavioural networks align

with the data structures through different social media platforms.

To assess the suitability of the framework, each network representation is tested in

Chapters 4, 5 and 6 by addressing different affordances using the data structures

provided. This demonstrates that it is possible to produce a concise framework and is

discussed in the preceding sections as follows:
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Chapter 4: Transitional Networks

Data Structure

Community Message Collaborative Feed

N
et

w
or

k Transitional - -
See 4.4

(Wikipedia)

See 4.5

(Reddit)

User-to-user -
See 5.4, 5.5

(Twitter, Reddit)
- -

User Association
See 6.4

(Reddit)
- - -

Table 7.1: Reminder of how Chapter 4 aligns with the investigations used to ex-
plore the hypothesis of this thesis.

In Chapter 4, transitional networks were used to model activity derived from Wikipedia

and Reddit. As shown in Table 7.1, relative to the rest of the thesis, the role of the

transitional network is to examine how activity aligned with the collaborative and feed

data structures can be considered as part of a wider framework.

This representation is designed to model interactions in the form of switching behaviour

in a content-oriented and user-oriented manner. A content-oriented approach was used

to observe switching between users in a revision network based around an article of

interest - the content (see Section 4.4). Additionally, a user-oriented approach was used

to observe how a user switches between different subreddits (see Section 4.5).

As shown in Chapter 4, only a content-oriented approach yields results suitable for dif-

ferentiating between disruptive and non-disruptive behaviour. While this does not apply

in a user-oriented manner, these findings address Research Question 2 by reaffirming

the significance of content-oriented transitional networks as part of a wider framework

for detecting disruption according to temporal switching behaviour.
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Chapter 5: User-To-User Networks

Data Structure

Community Message Collaborative Feed

N
et

w
or

k Transitional - -
See 4.4

(Wikipedia)

See 4.5

(Reddit)

User-to-user -
See 5.4, 5.5

(Twitter, Reddit)
- -

User Association
See 6.4

(Reddit)
- - -

Table 7.2: Reminder of how Chapter 5 aligns with the investigations used to ex-
plore the hypothesis of this thesis.

As discussed earlier, user-to-user networks were used to represent interactions which

take place among a set of users based upon activity derived from Twitter and Reddit.

As highlighted in Table 7.2, user-to-user networks contribute to the framework by

modelling activity which align with the message data structure.

In Chapter 5, user-to-user networks used the message data structure to observe how a

pair of users communicate with each other. As mentioned previously, this was observed

using Twitter to examine a range of different message-based interactions in the form of

quote retweets, mentions and replies (see Section 5.4) and on Reddit using egocentric

networks based upon replies surrounding a single user (see Section 5.5).

Consequently, the results from Chapter 5 reaffirm the significance of the user-to-user

network as a result of assessing their utility with interchangeable interaction types across

two different platforms. These results address Research Question 2 which establish

user-to-user networks as an important representation for message-based interactions

which contributes to a framework for detecting disruptive behaviour.
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Chapter 6: User Association Networks

Data Structure

Community Message Collaborative Feed

N
et

w
or

k Transitional - -
See 4.4

(Wikipedia)

See 4.5

(Reddit)

User-to-user -
See 5.4, 5.5

(Twitter, Reddit)
- -

User Association
See 6.4

(Reddit)
- - -

Table 7.3: Reminder of how Chapter 6 aligns with the investigations used to ex-
plore the hypothesis of this thesis.

As demonstrated through Chapter 6, a user association network can be used to model

the relationship between a user and community based upon activity recorded on Reddit.

As demonstrated in Table 7.3, this also contributes to the framework by representing

activity which aligns with the community data structure.

Chapter 6 utilises the user association network to model behaviour in the form of posting

interactions on Reddit between a user and a subreddit (see Section 6.4). In doing so,

this approach was used to observe how users post to a subreddit of interest and others

based upon mutual connections.

The results of Chapter 6 demonstrate how the user association network is an important

network representation for detecting communities which have the potential to spread

misinformation and can be used as part of a framework (among other network repres-

entations) for detecting disruptive behaviour based upon cross-community dynamics.

7.1.3 Research Question 3

How can diverse affordances and the interactions they facilitate be represented?
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As mentioned in Chapter 1, different social media platforms can be used in different

ways meaning that not all interaction are alike. To address Research Question 3, Chapter

3 introduced the concept of data structures to capture different type of affordances

and their resulting interactions which, in turn, helps inform the network representation.

This also provides the basis for helping characterise different social media platforms

according to the affordances they facilitate.

Table 7.4 reveals how each of the platforms used in this thesis align with each of the

four data structures.

Data Structure
Community Message Collaborative Feed

Platform
Wikipedia N/A N/A See 3.4.1 N/A
Reddit See 3.4.2 See 3.4.2 N/A See 3.4.2
Twitter N/A See 3.4.3 N/A See 3.4.3

Table 7.4: Overview of how the platforms of interest align with different data
structures as used within this thesis for capturing diverse affordances.

As shown in Table 7.4, all four data structures (community, message, collaborative and

feed) can be used collectively to represent diverse affordances across Wikipedia, Reddit

and Twitter. This was demonstrated in Chapters 4, 5 and 6.

As shown in Chapter 3, Section 3.2.2, social media activity which include communities

(such as Reddit) are important for understanding how like-minded individuals develop

connections. The community data structure was used in Chapter 6 to focus on activity

with respect to users and how they interact with subreddits (the communities) on Reddit

in the form of posting. In doing so, this made it possible to understand the community-

centric interactions which take place on Reddit using the user association network (see

Section 6.4).

Secondly, the message data structure was used in Chapter 5 to analyse user activity in

the form of conversations or “messages” which are exchanged between a pair of users.

As discussed earlier (see Chapter 3, Section 3.2.3), communication between users is an

important component for any social media platform and is examined on Twitter (see
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Section 5.4) and Reddit (see Section 5.5) in detail by focusing on messages which take

place through the use of commenting and replying using a user-to-user network.

Thirdly, collaboration on social media is important for understanding how users seek to

engage with others in an attempt to improve the state of a piece of content (see Chapter

3, Section 3.4.1). As a result, the collaborative data structure was used within Chapter 4

to study exchanges between Wikipedia editors. These exchanges were oriented around a

single article in a content-oriented fashion (see Section 4.4) with a transitional network.

Finally, as mentioned in Chapter 3, Section 3.2.5, most social media platforms utilise

some form of news feed algorithm to present relevant information to users. The feed

data structure was proposed in Chapter 4 to understand how information presented over

time can be interpreted using a transitional network to observe how users switch between

different communities (subreddits) on Reddit (see Section 4.5). Similar comments can

be made on Twitter regarding how tweets presented in the form of a “timeline” which

also applies to the feed data structure.

7.1.4 Research Question 4

To what extent can local features (i.e., subgraphs) provide signalling, on which predic-

tion of disruptive behaviour be can be made?

In response to Research Question 4, various classification algorithms were used to

assess the ability to predict disruptive from non-disruptive activity with the aid of the

appropriate data structures and network representations (see Research Questions 3

and 1). As initially outlined in Chapter 1, this was achieved using a combination of

local (motif and subgraph analysis) and global analysis and trained using classification

algorithms including a support vector machine (SVM), binary logistic regression (BLR)

and a random forest classifier (RFC). The results are featured in detail within Chapters

4, 5 and 6 and are summarised as follows.

In Chapter 4, through the use of network motif analysis, the SRP (subgraph radio
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profile) identified that simple linear connections (such as chain-like triads and dyads)

are statistically significant and facilitates the classification of controversial and non-

controversial articles on Wikipedia (see Section 4.4). As a result, content-oriented

transitional networks have the potential to capture behavioural signals of users collect-

ively when centred around a piece of content. However, it is important to note that

this approach does not apply to user-oriented transitional networks as a result of being

unable to perform local analysis due to limitations such as volume and scalability (see

Section 4.5.5 for more).

In Chapter 5, the results of the investigation on Twitter (see Section 5.4) concluded

that user-to-user networks derived from Twitter’s mention interaction provide the most

predictive utility (along other interaction types including quote retweets and replies)

when using global metrics (including in/out-degree, density, reciprocity and transitive)

as a feature vector. The results reveal how global features out perform local features with

respect to classification performance. In addition to this, the second investigation used

Reddit (see Section 5.5) to study reply networks in an egocentric manner by centring

activity around a single user. By counting and enumerating over all 4-node subgraphs

resembling a tree-like structure, the results reveal that it is possible to differentiate

between normal and disruptive users when using normalised subgraph counts as a

feature vector. The results produce a classification accuracy as high as p = 0.86 when

supplemented with temporal features. As a result, both Twitter and Reddit demonstrate

that user-to-user networks can be used to detect disruptive behaviour according to both

global and local metrics which, as mentioned earlier, can be improved further when

combined with temporal features.

Finally, in Chapter 6 the results of the investigation on Reddit (see Section 6.4) con-

cluded that local network metrics (normalised bipartite graphlet counts) can be used

to identify subreddits with the potential for misinformation to emerge based upon the

presence of certain bipartite graphlets. Furthermore, the findings demonstrated how this

approach has success in differentiating between other types of subreddit including Q&A
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(“Ask”) and new subreddits, thus exposing the possibility of classifying other types of

subreddit and communities in future work. These results reveal that it is possible to

extract behavioural signals, making the task predicting disruption, when centred around

a community, possible with reasonable accuracy.

Overall, the results of Chapters 4, 5 and 6, demonstrate that network-based representa-

tions (including other language-agnostic metrics such as temporal features) can be used

to detect disruptive activity using a combination of both local and global metrics.

7.2 Discussion and Future Research

This section discusses various aspects of the research conducted in this thesis and

exposes a number of different challenges and limitations associated with studying

complex social networks in an attempt to address the hypothesis. Additionally, this

section considers the framework introduced in Chapter 3 and discusses alternative

solutions using this thesis as the foundation for future research. These are aligned to

three points of discussion, which are as follows:

7.2.1 Challenges of Generating Networks

Through the concept of data structures, the framework introduced in Chapter 3 provided

a convenient approach for understanding which platforms aligned to specific data

structures which, in turn, informed the appropriate network representation(s). While this

approach simplifies the process of selecting appropriate network representations, this

fails to consider the challenges associated with generating the networks from raw data in

an attempt to define behavioural networks (see Research Question 1) and representing

diverse affordances and their resulting interactions (see Research Question 3).
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Scale

By nature, many complex social networks are large and as they are used to represent

many different types of interaction derived from real-world human activity [12, 280].

This presents a challenge with respect to the time required to generate the networks

and the space needed to store the network in memory. Many networks can take several

hours to construct and produce networks which are large with respect to computational

storage. Consequently, this has a negative impact on subsequent analysis.

This was partially evident in Chapter 6 whereby subreddit association networks we are

generated in a recursive manner and increasing in size per iteration. The design of the

approach meant that the size of the network scaled exponentially making it increasingly

difficult to analyse in real-time. Similar comments can be made for the investigations

featured in Chapter 5 as simple interactions like replies can populate in quick succession

depending on the topic.

Sample Size

In addition to the scale, another issue which impacts generating networks is sample size.

In order to build an accurate representation, a reasonable sample of data is required

in order to form a detailed model of a user’s behaviour or signature. As a result, this

produces a trade-off between level of detail and size and to find a compromise between

the two is a challenge.

These issues were observed throughout the thesis as platforms such as Reddit produce

very little in the way of user activity. This is particularly evident in Chapter 4 where the

use of user-orientated transitional networks were used in an attempt to model common

switching patterns. The investigation ultimately concluded that in order to build an

accurate model more diverse detail was needed in order to find distinctive behavioural

signals. This was due to including user accounts that were created recently meaning

that very little activity was recorded. Similar observations were made on Wikipedia as
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articles were included that were either created recently or not as well known meaning

that not enough information was provided to determine whether it was controversial or

not thus contributing to Type I and Type II errors.

Data Loss

One of the challenges of generating network representations is to ensure that the network

preserves as much detail as possible without loss of information. For example, many

social networks (including the networks used in this thesis) are static and do not feature

some form of temporal component. As a result, this fails to consider how the network

evolves over time and could disregard key features which further improve the detection

of disruptive activity.

In Chapter 5, user-to-user networks were generated to model common message-based

interactions on Twitter and Reddit which did not include timestamps as part of the

representation. This meant that there was no temporal context to the order in which

interactions, such as replies, took place. Consequently, this means that features such

as conversation depth (the number of exchanges between a pair of users over time)

were not included which may have had a significantly improved prediction results if the

information was preserved.

Temporal Networks

Within this thesis, the behavioural networks are generated and analysed as static repres-

entations without considering any form of temporal component (e.g. temporal networks).

The reason for considering static networks is that they simplify the process of defining

behavioural networks and that many of the algorithms used for performing local and

global analysis can only be performed using static networks.

As discussed previously, the main limitation of static networks is that they fail to

represent the dynamic nature of human behaviour and their social media interactions
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which evolve over time. Studying temporal networks are feasible, and one possible

solution would involve applying timestamps to nodes and edges within a network and

to consider interaction which take place within specific windows of time. Alternatively,

temporal networks can be utilised using techniques derived from the Barabási–Albert

model for studying the growth of scale-free complex networks over time [12] or through

temporal network motifs, a novel approach for studying ordered sequences among

triadic subgraphs [301].

7.2.2 Challenges of Analysing Networks

In response to Research Questions 2 and 4, the methodological structure of this thesis

involves analysing complex social networks using standard methods derived from

network science. In an attempt to strengthen the quality of the research and to maintain

scientific rigour, the methods featured in this thesis are applied consistently to all

network representations. In doing so, this thesis exposed a number of challenges, many

of which are synonymous with generic complex networks in an attempt to build a

concise framework of network representations (see Research Question 2) for detecting

disruptive behaviour (see Research Question 4).

Local Metrics

Within this thesis, the role of local metrics were used to discover statistically significant

underlying substructures present within each of the networks with the intention of

finding unique structural properties to detect the presence of disruptive behaviour and

answer Research Question 4. In line with Research Question 4, this was explored using

either network motif analysis or induced subgraph counting. Both solutions expose

the issue of the subgraph isomorphism problem [102] whereby subgraph counting is

performed in polynomial time [128]. To combat this issue, the work featured in this

thesis considers a smaller subgraph size typically containing three or four nodes in
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the interest of speed and preserving resources. Furthermore, the use of motif analysis

requires generating many random networks in the form of a null model which increases

computation and resource usage. For this reason, subgraph counting was sufficient as

networks were compared with each other meaning that there was no need for a random

null model.

Global Metrics

Local metrics were used to describe the entire network structure using a single metric.

By convention, complex social networks primarily focus on generic properties such as

in/out-degree (max, min, average), transitivity, density and reciprocity as proxies for

gauging the presence of popular/influential users, community structures and conver-

sational dynamics [366, 242, 167]. This is also addressed in Research Question 4 to

determine the predictive utility of local metrics over global where appropriate. Unlike

local metrics, global metrics can be calculated at a much faster rate by comparison,

making it easier to perform this analysis in real-time. This comes at a trade-off as

many of the structural properties embedded within the network can be found using local

metrics. Furthermore, it is possible to conclude that global metrics provide less detail as

metrics which are calculated on a node-by-node basis (such as in/out degree) need to

be aggregated by calculating the minimum, maximum, or average value. This makes it

difficult to compare between other networks as the true distribution of the values is not

considered. In Chapter 6, the results of the investigation on Reddit reveal how bipartite

graphlets (local) outperform global metrics for differentiating between different classes

of subreddit. The results from the same investigation also suggest that the graphlets

which provided the most predicted futility correlate directly with simple global features

such as in/out degree.
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Real-Time Processing

As discussed earlier, techniques such as motif and subgraph analysis are resource

intensive and are therefore not suitable for obtaining results in real-time. This has a

drawback for applications and which will time processing is essential (e.g. content

moderation for large-scale platforms) and to identify disruptive behaviour as and when

it appears. A solution for this would be to develop algorithms in which motif or so

graph analysis can be performed on incremental steps such that local features can be

extracted or a smaller portion of the network.

For example, platforms such as Twitter allow users to stream tweets using the API using

a set of keywords or accounts of interest. As tweets appear they can be added to the

network and analysed concurrently in real-time using the techniques featured in this

thesis.

These techniques and could potentially be used to save time and resources, and it is

possible for the network representations introduced in this thesis to be transferred to use

a similar process. Computational methods could be adapted to achieve this however

this goes beyond the scope of this thesis but has implications for future research.

7.2.3 Data Structures and Network Representations

As previously mentioned, Research Questions 1, 2 and 3 are addressed in Chapter 3

by demonstrating how behavioural networks can be defined to capture diverse user

affordances which, in turn, can be used for detecting disruption. In doing so, this led

to the formation of three network-based representations which are informed by the

presence of certain data structures.

Overall, the data structures introduced in this thesis helped formulate the framework

(see Research Question 2) and were sufficient for characterising different social media

platforms according to their affordances which helped inform the appropriate network
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representation.

Towards the end of Chapter 3, the investigations featured within the thesis were discussed

in relation to their respective data structure and network representation. This laid out the

foundations for the thesis and exposed the feasibility of possible future work. Table 7.5

recalls the format of this thesis and provides scope for future work based upon popular

trends within society and the supporting literature. This section discusses how this

framework could be used as a general approach for classifying different social media

platforms and capturing behaviour more generally and does not necessarily have to

involve disruption.

Data Structure
Community Message Collaborative Feed

N
et

w
or

k Transitional - -
See 4.4
(Wikipedia)

See 4.5
(Reddit)

User-to-user -
See 5.4, 5.5
(Twitter, Reddit) - -

User Association
See 6.4
(Reddit) - - -

Table 7.5: The original table featured in Chapter 3, used to outline the work
completed in this thesis and suggest potential research for future work.

This thesis focused on three platforms (Wikipedia, Reddit and Twitter) that were intro-

duced in Chapter 3 as “platforms of interest”. While these three platforms adequately

utilised all four data structures, it is important to acknowledge that these can be applied

to other social media platforms. This section offers suggestions for future research

using the framework and methods developed in this thesis.

Community Data Structure

As mentioned in Chapter 3, many social media platforms provide a mechanism for

allowing users to integrate with other like-minded users through community structures

[84]. In this thesis, this structure was observed in Chapter 6 using Reddit where posting

activity was analysed by modelling the many-to-many mapping between users and
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subreddits. The benefit of this data structure is that the Interaction field can be used to

model alternative types of interaction which go beyond simple actions like posting to a

subreddit, for example.

Alternatively, this approach could also be used to model other different types of in-

teraction of Reddit including commenting and replying to posts within a community.

Furthermore, this applies directly to other platforms such as Facebook through the

concept of Facebook Groups. Similarly, the community data structure can be used to

capture interactions such as posting and commenting, could also include joining and

subscribing to certain topics.

Message Data Structure

Following on from the community data structure, the message data structure is another

fundamental component for categorising platforms as communication is an essential

feature to all social media. Within the thesis, this was primarily demonstrated in Chapter

5 through Twitter and Reddit by modelling the message data structure against discussion

threads on Reddit and through quote retweets, mentions and replies on Twitter. Much

like the community data structure, the message structure can also be used to model

multiple types of interaction using the Interaction field, as demonstrated with the

investigation on Twitter. However, this model is focused exclusively on exchanges

which take place between users in a pairwise fashion.

In addition to the investigations provided in this thesis, the use of the message data

structure has broader implications for social media but also includes other services and

websites where users can participate in a conversation through the use of a comment

section. An appropriate example of this is Disqus1, an online service allowing users

to embed a comment section on their website to drive user engagement and facilitate

conversations. Furthermore, the message structure applies equality to other online

1Disqus: https://disqus.com/

https://disqus.com/
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services such instant messaging platforms including WhatsApp, Facebook Messenger,

Telegram and WeChat to list a few.

Collaborative Data Structure

The collaborative data structure is provided to include platforms whereby users collect-

ively contribute to the delivery end quality of content. The most obvious example of

this can be found in Chapter 4 using Wikipedia which was focus of this thesis. Using

Wikipedia, the collaborative structure described the relationship between a user and

an article based upon an action (amend, remove, revert e.t.c.) at a point in time. The

benefit of this approach is that it provided a record of all actions which took place over

time for a given article.

Beyond Wikipedia, all Wiki-based applications more broadly serve as ideal examples of

the collaborative data structure in use. While the work of this thesis focused exclusively

on Wikipedia, there is potential for this structure to be used in other more informal

settings. For example, a similar approach could be used to model a user’s contributions to

code-based repositories such as GitHub or online pinboard generators such as Pinterest

to allow users to create and remove pins on a virtual board.

Feed Data Structure

Most social media platforms provide a way of displaying information tailored to a user’s

interests in the form of a news feed. This was observed on platforms such as Reddit

but equally apply to Twitter as well. As seen in Chapter 4, a user’s profile displayed

the most recent activity in the form of a news feed and was used to observe changes

in activity over time to observe common switching patterns. The benefit of this data

structure is that it can be used to model different types of information such as a single

user’s activity or an aggregation of activities from multiple accounts (e.g. the default

news feed on Twitter).
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As mentioned previously in Chapter 3, the use of news feeds and the algorithms used to

present tailored information and has been the subject of discussion within the literature

and has the potential to develop echo chambers and filter bubbles [116, 361, 350, 46].

More specifically, platform such as YouTube have received criticism for the lack of

transparency regarding how recommendations are formed on a user’s news feed [48, 73].

The framework provided in this thesis could offer a potential solution for future work

and also aligns to the theme of disruptive activity.

Transitional Networks

Transitional networks provide a convent approach for modelling switching behaviour

which occurs over time. The novelty of this representation is that temporal sequential

information is embedded in the form of a static network making it possible to understand

user activity through latent substructures. In Chapter 4, transitional networks were used

to understand the switching behaviour of users from two perspectives (content-oriented

and user-oriented) using both Wikipedia and Reddit to investigate the hypothesis.

As concluded in Chapter 4, it is clear that transitional networks perform well in a

content-orientated context but does not transfer to a user-oriented approach. This was

due to several factors concerning the high volume of subreddits and duplicated switches.

Ultimately, the solution provided does not scale well with time and alternative solutions

are needed in order to assess the true potential of user-oriented transitional networks

using platforms beyond Reddit. Given that this approach is somewhat of a novel concept,

further research and experimentation is needed.

User-To-User Networks

User-to-user networks offer a versatile representation for capturing different types

of interaction which take place between pairs of users. As demonstrated in Chapter

5, Twitter was used to investigate the hypothesis by demonstrating how user-to-user
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network representations can be used to encompass multiple types of interaction (quote

retweets, mentions and replies) in a single representation. The advantage of this

approach is that a single network representation can be used to model many different

types of interactions without having to depend on other alternative network structures /

representations.

While user-to-user networks lend themselves to capturing behaviour in message-based

interactions, this approach can be extended to model other, less explicit types of in-

teraction such as “sharing” and “liking” user content. Furthermore, methodological

improvements can be made to further enhance the reliability and accuracy of this repres-

entation. For example, the user-to-user networks as introduced in this thesis are static

meaning that there is no consideration for dynamic interactions as they evolve over time.

As discussed earlier, this is especially important considering that all data structures and

social media platforms introduced in this thesis provide temporal features in the form of

a timestamp.

User Association Networks

Finally, user association networks use bipartite networks to model relationships between

a user and community based upon explicit interaction such as posting and commenting.

This was demonstrated in Chapter 6 using Reddit to map users against subreddits they

have posted in previously. As a result, the benefit of this approach is that it facilitates

the construct and analysis of cross-community interactions at scale, centred around a

particular user or community of interest.

In view of the results of Chapter 6, role of user association networks serve as the basis

for recommendation algorithms [408, 413] and community detection based upon bipart-

ite network structures [244]. Very little research considers how these two applications

either contribute to or are affected by disruptive behaviour. For example, could coordin-

ate malicious posting behaviour within a collection of subreddit distort the results of

community detection algorithms among “normal” activity? From a methodological per-
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spective, much like user-to-user networks, user association networks could be adapted

to feature temporal edges with the potential to understand how users migrate between

communities over time.

7.3 Research Impact

The research performed within this thesis contributes to new knowledge, has an influence

on the surrounding literature and provides confidence in supporting the hypothesis in

multiple ways. As a consequence of investigating the hypothesis and supporting research

questions, the findings have implications in three main areas: novelty, application and

overall impact on society. These are discussed further as follows:

7.3.1 Novelty

To begin, the techniques set out in this thesis provide a means of understanding how

social media platforms operate and provide a universal approach for capturing user

behaviour according to high-level HCI principles for understanding how users use

computers though affordances. As introduced in Chapter 3, the concept of data structures

provides a convent framework for both modelling and comparing different social media

platforms based upon the presence of certain features, a topic which is seldom used

within the literature with respect to social media. In doing so, this approach helps

navigate across the space of different social media platforms for future research and

supports the selection of an appropriate network representation for behavioural analysis

(see Research Question 1) and for capturing diverse affordances (see Research Question

3).

Secondly, the three network representations introduced in this thesis were explored

using a combination of simple network-based features that are widely used among

social network analysis and utilised techniques such network motif analysis and sub-
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graph counting [263, 264, 320] for generating feature vectors to be used as part of a

classification task (see Research Question 4). Very few studies consider using network

representations for classification exclusively without the need for considering additional

information such as text and other metadata. As a result, these network representations

can be used as part of an ensemble of networks for detecting disruption (see Research

Question 2).

Finally, perhaps the biggest implication is that the methods developed in this thesis

are language-agnostic, meaning that analysis can be performed independent of spoken

language (see Research Question 4). This is particularly important considering the

widespread usage of social media globally whereby many spoken languages are used as

a result. Many studies within the supporting literature which seek to detect disruptive

behaviour though the use of NLP and only consider the English language (e.g. [115, 88,

260]) for analysis, which not representative of all social media activity.

The advantage of this approach is that there is no need to consider text as this is not

included as part of the model as the focus of this thesis is on network analysis. As

a result, the concept of using networks for representing users and or communities is

not a novel concept within the literature, but analysis performed independent of other

information (e.g. text) demonstrates the future potential of network representations

within the domain of detecting disruptive behaviour.

While the results of this thesis demonstrate that it is possible to circumvent NLP for

detecting disruptive activity, it is important to note that it can also be used alongside

these methods to further improve reliability and accuracy. For example, a network-based

approach can be used to detect disruption at scale which can then be verified using

a combination of NLP and human-in-the-loop involvement to ensure results are as

accurate as possible.
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7.3.2 Application

Overall, the insights obtained from this thesis demonstrate how different network

representations can be used to detect different forms of disruptive behaviour using

simple metrics derived from social network analysis. As a result, the ability to detect

and identify disruption occurring on social media platforms is advantageous and has

implications for advancing techniques for content moderation and understanding more

about how disruptive users mobilise on different social media platforms. Additionally,

as mentioned previously, the solutions developed in this thesis are language-agnostic

which is highly desirable considering the scale and widespread adoption of social media

internationally [1, 2, 179].

Of the social media platforms featured in this investigation, all depend on some sort of

community-driven moderation in the form of volunteers (Reddit) and administrators

(Wikipedia) or as staff hired by the platform’s parent company (Twitter). The tech-

niques featured in this thesis could be used as part of a semi-automated solution using

the human-in-the-loop model for detecting disruptive activity in a real time as part

of a hybrid approach similar to Botometer [111], Hoaxy [336] and CoVaxxy [115].

It is possible to speculate that the methods developed in this thesis could, upon fur-

ther improvement, be used to flag instances of disruption at a much faster pace by

comparison.

7.3.3 Impact on Society

Given the ubiquitous support and continued growth of social media [308], platforms,

such as Twitter and Facebook, started off as a novelty and are now considered essential

in order to communicate with others. As a consequence, a by-product of its popularity

has resulted in disruptive behaviour such trolling and misinformation becoming more

mainstream and increasing discourse within society [171, 243]. This thesis alludes

to specific instances of disruptive behaviour through the investigations presented in
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Chapters 4, 5 and 6.

More specifically, this thesis addresses a range of relevant and timely issues which are

likely to have an impact offline. The work of Chapters 5 and 6 addressed COVID-19

misinformation (see Chapter 2, Section 2.1.4) which can become a threat to public

health. Chapters 4 and 5 focused on political trolls (see Section 2.2.2) resulting in

polarisation. Finally, Chapter 4 studied controversial articles which are likely to attract

users seeking to cause disruption.

Due to the adoption of the internet [1, 2, 179], this is not a problem that is localised to a

particular location or region but is instead a global problem. As a result, urgent action is

needed to help combat the propagation of disruptive activity on social media. Through

the use of social network analysis, this thesis offers a language-agnostic solution which

can be scaled accordingly to adjust to the growing demands of social media and the

internet more broadly. While the efforts of this thesis focus on online environments,

offline movements are also important but go beyond the scope of this thesis.

7.4 Final Conclusions

Hypothesis: Anomalous activity related to conflict or disruption in social media can be

detected through the construction and analysis of networks representing different types

of user behaviour and interaction, based on alternative affordances provided by social

media.

To conclude, this thesis answers the hypothesis by providing substantial evidence that

a network-based approach can be used to capture disruptive activity on online social

media platforms without the need to consider additional information such as spoken

language (Research Question 4). This is demonstrated as part of a framework (Research

Question 2) through the use of three network representations which define behavioural

networks from social media (Research Question 1) as a way of capturing different

behavioural signals and diverse affordances (Research Question 3) from users on a



7.4 Final Conclusions 228

collective and individual basis. As a result, this thesis rigorously assessed the utility of

these network representations by assessing multiple social media platforms by using

Wikipedia, Reddit and Twitter to explore the hypothesis.

Through the use of high-level global metrics and local subgraph analysis, these network

representations were examined using various classification techniques to detect the

presence of disruptive activity and to assess their predictive utility. As a result, the

work set out in this thesis demonstrates that this can be achieved with relative success.

Consequently, this has broader implications for society to help combat issues such as

trolling and misinformation using methods which are language-agnostic and scalable to

adjust to the growing demand for the internet.



229

Appendices

E Chapter 5

E.1 Case Study 1

Term Total Mean Std

#covidvaccineispoison 19 3.8 0.4

#vaccineskill 18 3.6 0.8

#vaccinesarepoison 18 3.6 0.8

#billgatesbioterrorist 17 3.4 0.49

#syringeslaughter 16 3.2 1.6

#vaccinemicrochips 16 3.2 0.4

#fuckvaccines 16 3.2 0.75

#depopulation 16 3.2 0.75

#vaccineharm 16 3.2 0.75

#vaccinedamage 15 3.0 1.1

#covid19hoax 15 3.0 1.1

#arrestfauci 15 3.0 0.89

#arrestbillgates 15 3.0 0.89

#coronavirusfraud 15 3.0 0.89

#vaccinefraud 14 2.8 0.98
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chinese virus 14 2.8 1.17

#chinesevirus 14 2.8 1.17

#scamdemic 14 2.8 0.98

#scaredemic 14 2.8 0.98

#donttakethemicrochip 14 2.8 1.47

#kungflu 13 2.6 0.8

#antivaccine 13 2.6 0.8

#novaccine 13 2.6 0.8

#populationcontrol 13 2.6 1.02

#saynotovaccines 13 2.6 1.36

#vaccinefailure 13 2.6 0.8

#notovaccines 13 2.6 0.8

#justsaynotovaccines 13 2.6 0.8

#microchip 13 2.6 1.02

#billgatesisevil 13 2.6 0.8

#vaccineinjuries 13 2.6 1.02

#sonotoneedles 13 2.6 1.02

#noforcedvaccines 12 2.4 0.49

#nocovidvaccine 12 2.4 1.2

#boycottcorona 12 2.4 0.8

#vaccineinjury 12 2.4 0.8

kung flu 12 2.4 1.02

#vaccinesarenottheanswer 12 2.4 1.62

#cdcfraud 12 2.4 0.49

#novax 12 2.4 1.02

#bigpharmakills 12 2.4 0.8

#thegreatreset 12 2.4 1.02

#novaccineforme 12 2.4 0.8
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#vaccineagenda 12 2.4 1.02

#stopmandatoryvaccination 12 2.4 1.02

#exposebillgates 12 2.4 1.5

#abolishbigpharma 12 2.4 0.8

#billgatesevil 12 2.4 1.36

#covidhoax 12 2.4 0.8

#microchipping 12 2.4 1.36

#plandemic 12 2.4 1.36

#unvaccinatedlivesmatter 12 2.4 1.02

#parentsoverpharma 11 2.2 0.4

#forcedvaccines 11 2.2 1.17

#wuhanvirus 11 2.2 1.17

#educateb4uvax 11 2.2 1.17

#nocoronavaccine 11 2.2 1.17

#vaccinescause 11 2.2 1.33

#wedonotconsent 11 2.2 0.98

#covid1984 11 2.2 0.75

#nomandatoryvaccinations 11 2.2 0.98

#nomasktoday 11 2.2 0.4

#notomandatoryvaccinations 11 2.2 0.98

#bigpharmafia 11 2.2 1.47

#notomandatoryvaccines 11 2.2 0.4

#cdcwhistleblower 10 2.0 0.63

#noforcedflushots 10 2.0 0.63

#cdctruth 10 2.0 1.1

covidiots 10 2.0 0.63

#covidiots 10 2.0 0.63

#thegreatawakening 10 2.0 1.1
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#infertility 10 2.0 1.41

#fuckthesystem 10 2.0 1.67

wuhan virus 10 2.0 0.89

#fightforyourrights 9 1.8 0.75

#wakeupworld 9 1.8 0.4

#novaccinemandates 9 1.8 0.75

#fuckcorona 9 1.8 1.33

#billgatesisnotadoctor 9 1.8 0.75

#momsofunvaccinatedchildren 9 1.8 1.17

#nonewnormal 8 1.6 1.02

#vaccinationchoice 8 1.6 0.49

#doctorsspeakup 8 1.6 0.8

#vaccinemandate 8 1.6 1.02

#medicalfreedom 8 1.6 0.8

#standupforyourrights 8 1.6 0.8

#idonotconsent 8 1.6 0.8

#medicalfreedomofchoice 7 1.4 0.49

#mybodymychoice 7 1.4 1.02

#unvaccinated 7 1.4 1.02

#propaganda 7 1.4 0.8

#billgatesvaccine 7 1.4 1.5

#pharmalobby 7 1.4 0.8

#v4vglobaldemo 7 1.4 1.36

#bigpharma 7 1.4 1.02

#idonotcomply 7 1.4 0.8

#wakeupcall 6 1.2 0.98

#ncov2019 6 1.2 1.47

#nocivilwar 6 1.2 0.75
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#freepeople 6 1.2 0.4

#coronawarriors 6 1.2 0.4

ncov2019 6 1.2 1.47

#informedconsent 6 1.2 0.75

#parentalrights 6 1.2 0.98

ncov 5 1.0 1.1

#betweenmeandmydoctor 5 1.0 0.89

herd immunity 5 1.0 1.26

flattening the curve 5 1.0 0.63

#mainstreammedia 5 1.0 0.63

#learntherisk 5 1.0 0.89

#wakeup 5 1.0 0.89

#flatteningthecurve 5 1.0 0.63

#herdimmunity 5 1.0 0.89

flatten the curve 5 1.0 0.63

#flattenthecurve 5 1.0 0.63

2019-ncov 4 0.8 1.17

#faceshields 4 0.8 0.75

#freedomofspeech 4 0.8 0.75

#masks4all 4 0.8 0.75

#faceshield 4 0.8 0.75

wear a mask 3 0.6 0.49

#vaxxed 3 0.6 0.49

#billgates 3 0.6 1.2

#stayhome 3 0.6 0.49

wearamask 3 0.6 0.49

#lockdown 3 0.6 0.49

#makethisgoviral 3 0.6 0.49
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#socialdistancing 3 0.6 0.49

#humanrights 3 0.6 0.49

#stayathome 3 0.6 0.49

social distancing 3 0.6 0.49

#quarantine 3 0.6 0.49

#ncov 3 0.6 0.8

#2019-ncov 2 0.4 0.49

face shields 2 0.4 0.49

#yeht 2 0.4 0.8

#selfisolating 2 0.4 0.49

#wearamask 2 0.4 0.49

#homeschooling 2 0.4 0.49

#2019ncov 2 0.4 0.49

sars cov 2 2 0.4 0.8

#hometasking 2 0.4 0.49

lockdown 2 0.4 0.49

#homeschool 2 0.4 0.49

self isolating 2 0.4 0.49

quarantine 2 0.4 0.49

#stayhomestaysafe 2 0.4 0.49

#vaccines 1 0.2 0.4

#workingfromhome 1 0.2 0.4

#frontlineheroes 1 0.2 0.4

#workfromhome 1 0.2 0.4

work from home 1 0.2 0.4

#echo 1 0.2 0.4

#wfh 1 0.2 0.4

n95 1 0.2 0.4
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#healthworkers 1 0.2 0.4

2019ncov 1 0.2 0.4

sars cov2 1 0.2 0.4

#coronavaccine 1 0.2 0.4

#covid-19 1 0.2 0.4

#vaccine 1 0.2 0.4

#coronavaccines 1 0.2 0.4

ppe 1 0.2 0.4

vaccines 1 0.2 0.4

#ppe 1 0.2 0.4

corona vaccines 1 0.2 0.4

vaccine 1 0.2 0.4

corona vaccine 1 0.2 0.4

#n95 1 0.2 0.4

sarscov2 1 0.2 0.4

#sarscov2 1 0.2 0.4

face shield 1 0.2 0.4

working from home 1 0.2 0.4

#handsanitizer 0 0.0 0.0

health worker 0 0.0 0.0

wash ur hands 0 0.0 0.0

pneumonia 0 0.0 0.0

#coronaupdate 0 0.0 0.0

covid 0 0.0 0.0

hand sanitizer 0 0.0 0.0

#community 0 0.0 0.0

#pandemic 0 0.0 0.0

#washurhands 0 0.0 0.0
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covid-19 0 0.0 0.0

wash your hands 0 0.0 0.0

#corona 0 0.0 0.0

coronavirus 0 0.0 0.0

health workers 0 0.0 0.0

#washyourhands 0 0.0 0.0

#covid 0 0.0 0.0

#healthworker 0 0.0 0.0

#coronavirus 0 0.0 0.0

pandemic 0 0.0 0.0

#covid_19 0 0.0 0.0

#covid19 0 0.0 0.0

corona 0 0.0 0.0

covid19 0 0.0 0.0

covid_19 0 0.0 0.0

#pneumonia 0 0.0 0.0

Table 7.7: The aggregated results of the Likert scale of N = 5 participants reporting the
score total, mean and standard deviation of each term.

F Chapter 6

F.1 Case Study 1

Subreddits Used

• PFM: COVID19, ncovshills, cvnews, epidemic, Real_Coronavirus, CoronaVir-

usFFA, Wuhan_Flu, ID_News, VirusOutbreak, CoronavirusUncensored, corovir-

usdata, novel_coronavirus, CoronavirusUK, CoronavirusGLOBAL, Covid2019,
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COVID19_support, 2020WuhanVirus, China_Flu, nCoronaVirus, 2019COVID,

Coronavirus, CoronavirusFOS

• Ask: AskWomen, AskCulinary, AskDrugs, AskFeminists, AskLiteraryStudies,

TrueAskReddit, AskMusic, AskModerators, AskStatistics, AskEngineers, Ask-

Dad, AskComputerScience, AskHistorians, AskLosAngeles, AskSeddit, AskAca-

demia, AskPhotography, AskScience, AskReddit, AskSciTech, AskUk, AskMen,

AskTransgender, AskGSM, AskElectronics, AskArt, Ask_OfReddit, AskPhilo-

sophy, AskSocialScience

• New: OnlyFun4U, BBC4BBWS, breadboysyt, bfatIRL, SpecialHumor, sims2help,

Adultcontentcreators, NativePlantGardening, YourWellnessNerd, TradeAnalyz-

erFF, JuliaBayonetta, SheismichaelaNSFW, Jord627_, AllSaintsStreet, more-

platesmoredates, HUEstation, KiryuCoco, WallStreetbetsELITE, Cartooncat,

USAHotGirls, VALORANT, delta8, ImaginaryAnthro, TopPops, skamtebord, In-

fluencergossipDK, IndianStreetBets, onlyfansbros, CatfishMePlease, TheWildAt-

Heart, onlyfanschicks, RedditMasterClasses, Dodocodes, oldhagfashion, SR-

Group, MeatoSubincision, SatoshiBets, Promote_Your_YouTube, IPTVresell,

onlyfansgirls101, WKHS, naughtychicks, Wallstreetbetsnew, Mya_For_The_Queen_,

HeroWarsFB, Spudmode, quarantineactivities, ACVillager, assettopirate, Tifax-

Aerith, LegendofthePhoenix, TheYouShow, PokeMeow, MLFBprospringfoot-

ball, BigBoobsAndAssess, EquityResearchIndia, OnlyfansXXX, DankExchange,

AMDLaptops, USTravelBan, xxxycelebs, VictoriasecretGW, AmateurGoneWild-

Plus, CruelSummer, TgirlHUB, yeagerbomb, onlyfans_get_noticed, Naveljunkies,

OnlyFans_Amateurs, ExtremelyHairyWomen, Desihub, mummytummies, Cross_Trad-

ing_Roblox, OnlyFansAsstastic, RedditPregunta, Epicentr, Teenpussyx, TLAUNCHER,

CaliforniaJobsForAll, Helltaker, buksebule, confidentlyincorrect, AlabamaJobs,

Life360, MedicineCommunity, CPTSDFightMode, PPPLoans, BlackOnlyFun,

AdoptmyACNLvillagers, Bugsnax, CODWarzone, exfds, DirtySocialMedia

• Random: bodybuilding, drunk, summonerswar, googlehome, rails, oscp, brave-
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frontier, Doom, Buddhism, germany, WeWantPlates, lepin, harrystyles, 3am-

jokes, hearthstone, Bedbugs, BravoRealHousewives, PUBGMobile, massachu-

setts, csgomarketforum, Sat, NoPoo, Vinesauce, talesfromcallcenters, shameless,

datascience, NelkFilmz, Citrix, btc, Swimming, Buffalo, VitaPiracy, statistics,

uofm, Shitty_Car_Mods, Cloud9, NFL_Draft, 8bitdo, Warhammer, outwardgame,

minnesota, BoneAppleTea, greentext, zoombackgrounds, MordekaiserMains,

girlsfrontline, TNOmod, JRPG, SuperMegaBaseball, M1Finance, botw, deadby-

daylight, APUSH, funimation, canadacordcutters, queensuniversity, PHP, drums,

mtgfinance, Miata, silenthill, TurkeyJerky, bangtan, TheMidnightGospel, man-

hwa, RATS, Choices, uruguay, Switzerland, rpghorrorstories, italy, findapath,

23andme, virginvschad, XboxSeriesX, zelda, InternetStars, JohnMayer, Pir-

atedGTA, Nikon, Lexus, Soundbars, TheMonkeysPaw, stimuluscheck, lastimages,

TrueCrime, SuperModelIndia, Machinists, Galaxy_S20, fixit, whichbike, Illeg-

allySmolCats, SkyGame, Suomi, ElectricSkateboarding, starwarsrebels, nuzlocke,

thedavidpakmanshow, TryingForABaby

Prediction Results
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Origin Terms
[29] #novax, #infertility, #sonotoneedles, #notomandatoryvaccinations, #arrest-

fauci, #scamdemic, #plandemic, #vaccinemandate, #justsaynotovaccines,
#nocivilwar, #vaccinefraud, #microchip, #community, #vaccinemicrochips,
#nocoronavaccine, #exposebillgates, #covidhoax, #covid19hoax, #nocovidvac-
cine, #idonotcomply, #idonotconsent, #thegreatawakening, #novaccineman-
dates, #wakeupcall, #wedonotconsent, #wakeupworld, #nomandatoryvaccina-
tions, #novaccine, #donttakethemicrochip, #makethisgoviral, #nonewnormal,
#echo, #coronavirusfraud, #microchipping, #wakeup, #notovaccines, #scare-
demic, #covid1984, #populationcontrol, #arrestbillgates

[274] #bigpharmafia, #learntherisk, #momsofunvaccinatedchildren, #billgatesvac-
cine, #vaccineharm, #billgatesisnotadoctor, #cdctruth, #vaxxed, #vaccine-
fraud, #forcedvaccines, #cdcwhistleblower, #notomandatoryvaccines, #syr-
ingeslaughter, #informedconsent, #fuckvaccines, #novaccineforme, #abolish-
bigpharma, #exposebillgates, #billgatesbioterrorist, #vaccineagenda, #vac-
cineskill, #unvaccinated, #betweenmeandmydoctor, #idonotconsent, #cd-
cfraud, #billgatesisevil, #antivaccine, #novaccinemandates, #vaccinesare-
poison, #mybodymychoice, #billgatesevil, #bigpharmakills, #saynotovaccines,
#vaccinescause, #novaccine, #covidvaccineispoison, #noforcedvaccines, #vac-
cinesarenottheanswer, #depopulation, #stopmandatoryvaccination, #vaccine-
failure, #noforcedflushots, #v4vglobaldemo, #yeht, #medicalfreedomofchoice,
#vaccineinjuries, #parentsoverpharma, #parentalrights, #vaccinationchoice,
#medicalfreedom, #educateb4uvax, #vaccinedamage, #vaccineinjury, #doc-
torsspeakup, #arrestbillgates

[232] #ncov, lockdown, #workingfromhome, #homeschooling, #corona, sars cov
2, ncov2019, 2019ncov, #frontlineheroes, sarscov2, #wfh, social distancing,
wearamask, face shield, working from home, #washyourhands, wuhan virus,
#chinesevirus, covid19, #coronavaccine, #socialdistancing, #washurhands,
corona vaccines, #herdimmunity, covid, #healthworkers, #covid, #kungflu,
#pneumonia, n95, herd immunity, #n95, #sarscov2, self isolating, #wuhan-
virus, vaccine, covid-19, ppe, face shields, kung flu, #coronavirus, #lockdown,
work from home, corona, #coronaupdate, #2019-ncov, corona vaccine, sars
cov2, 2019-ncov, wear a mask, #coronawarriors, #hometasking, #stayathome,
#flattenthecurve, health worker, #2019ncov, #masks4all, #stayhomestaysafe,
wash ur hands, #covidiots, coronavirus, #homeschool, flattening the curve,
#faceshield, #stayhome, health workers, covidiots, hand sanitizer, #ncov2019,
#workfromhome, quarantine, ncov, vaccines, pandemic, #vaccine, #flatten-
ingthecurve, covid_19, #faceshields, #healthworker, #selfisolating, #corona-
vaccines, chinese virus, #covid-19, #quarantine, flatten the curve, #covid19,
#covid_19, #pandemic, wash your hands, #handsanitizer, #vaccines, pneumo-
nia, #ppe, #wearamask

Custom #boycottcorona, #bigpharma, #thegreatreset, #billgates, #fuckthesystem,
#vaxxed, #freepeople, #standupforyourrights, #fightforyourrights, #no-
masktoday, #unvaccinatedlivesmatter, #fuckcorona, #freedomofspeech,
#nonewnormal, #pharmalobby, #mainstreammedia, #wakeup, #humanrights,
#covid1984, #propaganda

Table 7.6: Complete list of all hashtags / keywords used as part of the investiga-
tion..
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Label Terms
Controversial #learntherisk, #thegreatawakening, #saynotovaccines, #plandemic,

#justsaynotovaccines, #wakeup, #ncov2019, #vaccinesar-
enottheanswer, #nomasktoday, #billgatesbioterrorist, #vaccinescause,
#unvaccinatedlivesmatter, #nomandatoryvaccinations, #billgatesisevil,
#vaccinationchoice, #vaccinemicrochips, #covidiots, #vaccinesare-
poison, #covidvaccineispoison, #bigpharmafia, #nonewnormal, ncov,
#fuckcorona, #microchip, #wedonotconsent, #informedconsent, herd
immunity, #notomandatoryvaccinations, #freepeople, #vaccinefraud,
#nocoronavaccine, #covidhoax, flatten the curve, #coronavirusfraud,
#covid1984, #cdctruth, #fuckthesystem, #antivaccine, #infertility,
#medicalfreedom, #fightforyourrights, #bigpharma, #thegreatreset,
#momsofunvaccinatedchildren, #wakeupcall, #bigpharmakills,
#notomandatoryvaccines, #populationcontrol, #idonotcomply,
#scamdemic, #donttakethemicrochip, #arrestfauci, #wuhanvirus,
#flatteningthecurve, #coronawarriors, #vaccinefailure, #cdcfraud,
#propaganda, flattening the curve, #billgatesevil, #vaccineskill,
kung flu, #idonotconsent, #doctorsspeakup, #billgatesisnotadoctor,
#vaccineinjury, #chinesevirus, #boycottcorona, #vaccinedamage,
#arrestbillgates, #microchipping, #parentalrights, #syringeslaughter,
#standupforyourrights, #exposebillgates, #flattenthecurve, #parent-
soverpharma, #v4vglobaldemo, #vaccineharm, #novaccineforme,
#nocivilwar, #novax, ncov2019, #vaccineagenda, #noforcedflushots,
#wakeupworld, #betweenmeandmydoctor, #pharmalobby, chinese
virus, #herdimmunity, #mybodymychoice, #vaccinemandate,
#kungflu, #novaccine, #nocovidvaccine, #depopulation, #medic-
alfreedomofchoice, wuhan virus, #vaccineinjuries, #fuckvaccines,
#notovaccines, #covid19hoax, #abolishbigpharma, #noforcedvaccines,
#mainstreammedia, #stopmandatoryvaccination, #forcedvaccines,
#educateb4uvax, #novaccinemandates, #billgatesvaccine, #cd-
cwhistleblower, #unvaccinated, #sonotoneedles, #scaredemic,
covidiots

Non-
controversial

coronavirus, n95, covid_19, #humanrights, #faceshields, #ncov, #ppe,
working from home, #covid19, health workers, sars cov 2, #yeht,
#washyourhands, #echo, #workingfromhome, #billgates, #covid_19,
face shield, #stayathome, sarscov2, covid19, sars cov2, lockdown,
corona, work from home, #healthworkers, #n95, #coronavaccine,
vaccine, #stayhomestaysafe, wash ur hands, #2019ncov, covid-19,
#socialdistancing, #lockdown, #homeschooling, #stayhome, wash
your hands, #masks4all, #coronaupdate, covid, #sarscov2, #vac-
cines, #quarantine, #covid-19, #coronavaccines, #2019-ncov, #maketh-
isgoviral, vaccines, #frontlineheroes, #selfisolating, #community,
#vaccine, hand sanitizer, wear a mask, pandemic, #healthworker,
pneumonia, #pneumonia, #faceshield, wearamask, #handsanitizer,
ppe, #hometasking, self isolating, corona vaccines, face shields,
#homeschool, #covid, #vaxxed, #freedomofspeech, quarantine, #work-
fromhome, #washurhands, 2019ncov, corona vaccine, #wfh, #wear-
amask, #coronavirus, 2019-ncov, #corona, #pandemic, social distan-
cing, health worker

Table 7.8: Complete list of terms grouped by classification label.
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BLR SVM RFC
Metric
Mean Accuracy 0.677347 0.792449 0.864286
SD Accuracy 0.066987 0.030552 0.041260
Mean F1 Score 0.460567 0.745211 0.853024
SD F1 Score 0.176783 0.031276 0.043656
Mean Precision 0.831587 0.836975 0.833129
SD Precision 0.185315 0.065113 0.052828
Mean Recall 0.330909 0.673636 0.875455
SD Recall 0.147160 0.024377 0.047508
Mean Sensitivity 0.959630 0.889259 0.855185
SD Sensitivity 0.029674 0.051452 0.050538
Mean Specificity 0.330909 0.673636 0.875455
SD Specificity 0.147160 0.024377 0.047508
Mean Positive Predictive Value (PPV) NaN 0.836975 0.833129
SD Positive Predictive Value (PPV) NaN 0.065113 0.052828
Mean Negative Predictive Value (NPV) 0.641535 0.769555 0.894412
SD Negative Predictive Value (NPV) 0.050188 0.016824 0.038926

Table 7.9: Graphlet prediction results for PFM subreddits.

BLR SVM RFC
Metric
Mean Accuracy 0.573103 0.594483 0.677069
SD Accuracy 0.060866 0.053835 0.055326
Mean F1 Score 0.577603 0.662721 0.687415
SD F1 Score 0.059650 0.049826 0.057733
Mean Precision 0.572328 0.568504 0.665524
SD Precision 0.058992 0.041630 0.052569
Mean Recall 0.584483 0.802759 0.713103
SD Recall 0.067109 0.102534 0.074578
Mean Sensitivity 0.561724 0.386207 0.641034
SD Sensitivity 0.075279 0.112162 0.063788
Mean Specificity 0.584483 0.802759 0.713103
SD Specificity 0.067109 0.102534 0.074578
Mean Positive Predictive Value (PPV) 0.572328 0.568504 0.665524
SD Positive Predictive Value (PPV) 0.058992 0.041630 0.052569
Mean Negative Predictive Value (NPV) 0.574485 0.678635 0.693155
SD Negative Predictive Value (NPV) 0.064786 0.118185 0.063627

Table 7.10: Graphlet prediction results for Ask subreddits.
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BLR SVM RFC
Metric
Mean Accuracy 0.893050 0.923150 0.961100
SD Accuracy 0.010557 0.012097 0.007334
Mean F1 Score 0.885511 0.926093 0.962094
SD F1 Score 0.011644 0.012178 0.006946
Mean Precision 0.952498 0.891871 0.939142
SD Precision 0.013654 0.019278 0.012450
Mean Recall 0.827500 0.964000 0.986300
SD Recall 0.015516 0.027532 0.005226
Mean Sensitivity 0.958600 0.882300 0.935900
SD Sensitivity 0.012330 0.024934 0.013935
Mean Specificity 0.827500 0.964000 0.986300
SD Specificity 0.015516 0.027532 0.005226
Mean Positive Predictive Value (PPV) 0.952498 0.891871 0.939142
SD Positive Predictive Value (PPV) 0.013654 0.019278 0.012450
Mean Negative Predictive Value (NPV) 0.847619 0.962011 0.985603
SD Negative Predictive Value (NPV) 0.011891 0.026861 0.005404

Table 7.11: Graphlet prediction results for New subreddits.

BLR SVM RFC
Metric
Mean Accuracy 7.755102e-01 8.302041e-01 0.882245
SD Accuracy 3.330669e-16 1.629589e-02 0.020379
Mean F1 Score 6.841905e-01 7.832142e-01 0.868471
SD F1 Score 5.167490e-03 1.599712e-02 0.023026
Mean Precision 9.292308e-01 9.212255e-01 0.870916
SD Precision 2.086871e-02 4.315329e-02 0.023729
Mean Recall 5.418182e-01 6.818182e-01 0.866364
SD Recall 1.233151e-02 2.220446e-16 0.027887
Mean Sensitivity 9.659259e-01 9.511111e-01 0.895185
SD Sensitivity 1.004790e-02 2.957402e-02 0.020323
Mean Specificity 5.418182e-01 6.818182e-01 0.866364
SD Specificity 1.233151e-02 2.220446e-16 0.027887
Mean Positive Predictive Value (PPV) 9.292308e-01 9.212255e-01 0.870916
SD Positive Predictive Value (PPV) 2.086871e-02 4.315329e-02 0.023729
Mean Negative Predictive Value (NPV) 7.212865e-01 7.856704e-01 0.891793
SD Negative Predictive Value (NPV) 3.173020e-03 5.375983e-03 0.021321

Table 7.12: Graphlet prediction results for PFM vs Ask subreddits.
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BLR SVM RFC
Metric
Mean Accuracy 0.666939 0.793469 0.847551
SD Accuracy 0.049813 0.049427 0.026524
Mean F1 Score 0.540839 0.790091 0.822059
SD F1 Score 0.086942 0.051439 0.029424
Mean Precision 0.703240 0.731279 0.865912
SD Precision 0.080590 0.063025 0.043399
Mean Recall 0.444091 0.870455 0.783636
SD Recall 0.093122 0.098202 0.032853
Mean Sensitivity 0.848519 0.730741 0.899630
SD Sensitivity 0.044474 0.091453 0.036400
Mean Specificity 0.444091 0.870455 0.783636
SD Specificity 0.093122 0.098202 0.032853
Mean Positive Predictive Value (PPV) 0.703240 0.731279 0.865912
SD Positive Predictive Value (PPV) 0.080590 0.063025 0.043399
Mean Negative Predictive Value (NPV) 0.653767 0.883523 0.836411
SD Negative Predictive Value (NPV) 0.041225 0.076711 0.023180

Table 7.13: Graphlet prediction results for PFM vs New subreddits.

BLR SVM RFC
Metric
Mean Accuracy 0.910345 0.947414 0.938621
SD Accuracy 0.033343 0.008577 0.024422
Mean F1 Score 0.916716 0.944772 0.937064
SD F1 Score 0.028057 0.009047 0.024812
Mean Precision 0.867796 0.994276 0.961653
SD Precision 0.054369 0.014777 0.029025
Mean Recall 0.974138 0.900345 0.914138
SD Recall 0.015708 0.018178 0.028641
Mean Sensitivity 0.846552 0.994483 0.963103
SD Sensitivity 0.073372 0.014400 0.028542
Mean Specificity 0.974138 0.900345 0.914138
SD Specificity 0.015708 0.018178 0.028641
Mean Positive Predictive Value (PPV) 0.867796 0.994276 0.961653
SD Positive Predictive Value (PPV) 0.054369 0.014777 0.029025
Mean Negative Predictive Value (NPV) 0.971285 0.909261 0.918486
SD Negative Predictive Value (NPV) 0.017669 0.015529 0.026614

Table 7.14: Graphlet prediction results for Ask vs New subreddits.
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BLR SVM RFC
Metric
Mean Accuracy 0.654227 0.643126 0.851116
SD Accuracy 0.047716 0.054630 0.041896
Mean F1 Score 0.660762 0.647285 0.854024
SD F1 Score 0.036657 0.042211 0.041231
Mean Precision 0.651952 0.646075 0.838903
SD Precision 0.054786 0.066341 0.050351
Mean Recall 0.671818 0.653636 0.871818
SD Recall 0.029162 0.050526 0.049950
Mean Sensitivity 0.636700 0.632787 0.830395
SD Sensitivity 0.083369 0.107988 0.060411
Mean Specificity 0.671818 0.653636 0.871818
SD Specificity 0.029162 0.050526 0.049950
Mean Positive Predictive Value (PPV) 0.651952 0.646075 0.838903
SD Positive Predictive Value (PPV) 0.054786 0.066341 0.050351
Mean Negative Predictive Value (NPV) 0.658219 0.644607 0.868011
SD Negative Predictive Value (NPV) 0.042705 0.049602 0.044486

Table 7.15: Global feature prediction results for PFM subreddits.

BLR SVM RFC
Metric
Mean Accuracy 0.752320 0.729994 0.750444
SD Accuracy 0.039178 0.044819 0.050748
Mean F1 Score 0.781529 0.770427 0.764137
SD F1 Score 0.030536 0.030722 0.041858
Mean Precision 0.700392 0.673178 0.727952
SD Precision 0.040198 0.046165 0.057747
Mean Recall 0.885172 0.903103 0.806207
SD Recall 0.024892 0.019320 0.035428
Mean Sensitivity 0.620023 0.557724 0.694931
SD Sensitivity 0.066762 0.089088 0.083976
Mean Specificity 0.885172 0.903103 0.806207
SD Specificity 0.024892 0.019320 0.035428
Mean Positive Predictive Value (PPV) 0.700392 0.673178 0.727952
SD Positive Predictive Value (PPV) 0.040198 0.046165 0.057747
Mean Negative Predictive Value (NPV) 0.843439 0.850940 0.781313
SD Negative Predictive Value (NPV) 0.034998 0.031749 0.044294

Table 7.16: Global feature prediction results for Ask subreddits.
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BLR SVM RFC
Metric
Mean Accuracy 0.856791 0.904920 0.919840
SD Accuracy 0.019584 0.012780 0.010216
Mean F1 Score 0.855728 0.908995 0.924333
SD F1 Score 0.019649 0.011571 0.009393
Mean Precision 0.866938 0.876939 0.879953
SD Precision 0.020933 0.018413 0.013673
Mean Recall 0.844894 0.943723 0.973617
SD Recall 0.020307 0.010125 0.011700
Mean Sensitivity 0.868817 0.865699 0.865484
SD Sensitivity 0.021398 0.022733 0.017438
Mean Specificity 0.844894 0.943723 0.973617
SD Specificity 0.020307 0.010125 0.011700
Mean Positive Predictive Value (PPV) 0.866938 0.876939 0.879953
SD Positive Predictive Value (PPV) 0.020933 0.018413 0.013673
Mean Negative Predictive Value (NPV) 0.847188 0.938402 0.970279
SD Negative Predictive Value (NPV) 0.019566 0.010567 0.012685

Table 7.17: Global feature prediction results for New subreddits.

BLR SVM RFC
Metric
Mean Accuracy 0.844624 0.850121 0.886028
SD Accuracy 0.039900 0.039865 0.038112
Mean F1 Score 0.884763 0.878343 0.912165
SD F1 Score 0.028106 0.032561 0.029950
Mean Precision 0.846590 0.915432 0.898462
SD Precision 0.045386 0.048242 0.040680
Mean Recall 0.929545 0.846364 0.927273
SD Recall 0.042336 0.043016 0.030829
Mean Sensitivity 0.679384 0.849499 0.810676
SD Sensitivity 0.155103 0.123040 0.082326
Mean Specificity 0.929545 0.846364 0.927273
SD Specificity 0.042336 0.043016 0.030829
Mean Positive Predictive Value (PPV) 0.846590 0.915432 0.898462
SD Positive Predictive Value (PPV) 0.045386 0.048242 0.040680
Mean Negative Predictive Value (NPV) NaN 0.751909 0.863737
SD Negative Predictive Value (NPV) NaN 0.088869 0.049020

Table 7.18: Global feature prediction results for PFM vs Ask subreddits.
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BLR SVM RFC
Metric
Mean Accuracy 0.684572 0.664609 0.908104
SD Accuracy 0.063011 0.067679 0.036129
Mean F1 Score 0.765947 0.761987 0.918894
SD F1 Score 0.034403 0.035630 0.031361
Mean Precision 0.656142 0.633654 0.900343
SD Precision 0.049897 0.052448 0.042637
Mean Recall 0.925909 0.961364 0.939545
SD Recall 0.048810 0.033633 0.035241
Mean Sensitivity 0.376018 0.290885 0.868509
SD Sensitivity 0.187424 0.182232 0.065086
Mean Specificity 0.925909 0.961364 0.939545
SD Specificity 0.048810 0.033633 0.035241
Mean Positive Predictive Value (PPV) 0.656142 0.633654 0.900343
SD Positive Predictive Value (PPV) 0.049897 0.052448 0.042637
Mean Negative Predictive Value (NPV) NaN NaN 0.921435
SD Negative Predictive Value (NPV) NaN NaN 0.043658

Table 7.19: Global feature prediction results for PFM vs New subreddits.

BLR SVM RFC
Metric
Mean Accuracy 9.195431e-01 0.948298 0.937001
SD Accuracy 2.425640e-02 0.020217 0.022099
Mean F1 Score 9.318403e-01 0.954787 0.943523
SD F1 Score 1.850276e-02 0.017036 0.019267
Mean Precision 9.010704e-01 0.949901 0.958464
SD Precision 3.441313e-02 0.030859 0.027908
Mean Recall 9.655172e-01 0.960345 0.929655
SD Recall 1.110223e-16 0.014113 0.023851
Mean Sensitivity 8.588389e-01 0.932327 0.946216
SD Sensitivity 5.798061e-02 0.043500 0.037929
Mean Specificity 9.655172e-01 0.960345 0.929655
SD Specificity 1.110223e-16 0.014113 0.023851
Mean Positive Predictive Value (PPV) 9.010704e-01 0.949901 0.958464
SD Positive Predictive Value (PPV) 3.441313e-02 0.030859 0.027908
Mean Negative Predictive Value (NPV) 9.499837e-01 0.947613 0.912277
SD Negative Predictive Value (NPV) 5.837108e-03 0.018189 0.028947

Table 7.20: Global feature prediction results for Ask vs New subreddits.
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