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Abstract

There is substantial evidence from both macro and micro data that the durations of price/wage contracts vary with the state of the economy, particularly with inflation. This thesis investigates whether there is macro-level evidence of state-dependent price/wage contracts in the UK and examines the policy implications of a UK macroeconomic model in the presence of state-dependent variation. Two versions of the price/wage-setting framework are considered in this thesis: a fixed price/wage contract duration framework and a state-dependent duration framework. Each framework is incorporated into an open economy Dynamic Stochastic General Equilibrium (DSGE) model. It combines the New Keynesian and New Classical models into a hybrid model, incorporates financial friction, and includes several new developments in the wake of the recent Great Financial Crisis, including allowing for zero lower bound and quantitative easing. The fixed duration and state-dependent models are tested and estimated over the whole sample period 1955-2021 for the UK macroeconomic data using a simulation-based Indirect Inference method. The main findings of this thesis are: 1) the fixed duration model fits the behaviour of the UK data for the inflation targeting era 1992-2021, but not for the whole sample period 1955-2021; 2) The state-dependent model fits the behaviour of the UK historical data well over the whole sample period 1955-2021, implying that the state-dependent price/wage contract framework improves the fit of the DSGE model to the macroeconomic data. Furthermore, the durations of price/wage contracts fluctuate with the state of the economy (especially inflation) throughout the whole sample period; 3) A nominal GDP targeting rule together with a fiscal backstop to prevent zero lower bound can reduce the chances of economic crisis and stabilise the UK macroeconomy. Therefore, it outperforms the Taylor Rule regime.
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Chapter 1  Introduction

Background and Motivation

Micro-founded models of price and wage-setting behaviour are essential for understanding the dynamics of macroeconomic variables and for assessing the performance of alternative monetary policy regimes. It is widely debated whether price/wage adjustments are a response to changes in economic conditions or whether this time is exogenous. New Keynesian models now dominate the modern applied macroeconomic models and assume that the durations of price/wage contracts are fixed. However, the classical theory emphasises that prices/wages are flexible and that its contract equivalents are state-contingent contracts; thus, agents could achieve optimal outcomes. There is substantial evidence in both macro and micro data that the durations of price/wage contracts fluctuate with the state of the economy, and in particularly with inflation. However, because of menu costs, it may be optimal for agents to ignore small shocks and keep prices/wages unchanged for some duration, since in this case the cost of changing prices/wages could be greater than the cost of the shocks. But the cost of shocks they would ignore in this way and the duration they would be willing to maintain prices/wages constant would be state-dependent. However, when the cost of not responding to the shocks is higher than the cost of the shocks, then it would be optimal for the agents to adjust the prices/wages in response to the shocks. Therefore, this is different from the classical assumption of fully state-dependent contracts and fully flexible prices/wages. In other words, prices and wages in general are not fully flexible in the presence of the menu costs. In this thesis, this hypothesis of state-dependent price/wage rigidity will be examined.

This thesis is inspired by a series of US research by Le et al. (2011, 2016, 2021). Le et al. (2011) estimate a hybrid DSGE model with fixed price/wage durations by using the method of Indirect Inference. They find that the fixed price/wage duration model fits the behaviour of the US data for the period 1984-2004 but is rejected by the behaviour of the data for the whole post-war period 1947-1984. They suggest that the failure of their model to pass the test for the full post-war sample may be attributed to changes in wage/price-setting behaviour over time in response to a fluctuating macro
environment, as the model assumes fixed price/wage durations. Le et al. (2016) extend the hybrid DSGE model of Le et al. (2011) to allow for financial friction, Zero Lower Bound (ZLB) constraint and quantitative easing (QE). The extended model fits the behaviour of the US data well from the Great Moderation to 2011 by using Indirect Inference. However, this fixed duration model still does not fit the data behaviour for the period 1947-1984. Therefore, Le et al. (2021) extend their Le et al. (2016) model to include state-dependence in price/wage durations and then re-estimate the model for the full post-war period. They find that the model with this extension can match the data behaviour well for the full sample period. Moreover, there are strong NK periods during the Great Moderation and flexible price (hereafter flexprice) periods during the Great Inflation and the Great Recession.

**Research Questions and Contributions**

Inspired by Le et al. (2011, 2016, 2021), in this thesis the state-dependent variation is incorporated by building a hybrid Dynamic Stochastic General Equilibrium (DSGE) model in which a fraction of goods markets is assumed to have flexprice while the rest have sticky prices; similarly, a fraction of labour markets sets wages flexibly whilst the remainder face nominal rigidities. The hybrid state-dependent model assumes that the fraction of flexible firms and unions is state-dependent and is related to the past inflation. For a fixed prices/wages duration model, the fraction of flexible sectors is assumed to be fixed. This thesis tests and estimates both the fixed duration and the state-dependent duration models on unfiltered UK macroeconomic data over the period 1955Q1-2021Q1 using a simulation-based Indirect Inference method. The state-dependent model is then used to assess the performance of an alternative monetary policy regime. The following are the main questions to be addressed in this thesis: 1) Whether the hybrid DSGE model of Le et al. (2016) with fixed shares of sticky and flexprice sectors can explain the behaviour of the UK data over the inflation targeting era 1992-2021 and the whole sample period 1955-2021; 2) Whether there is macro-level evidence of state dependence in the UK and whether a state-dependent price/wage framework can improve the fit of the DSGE model to the macroeconomic data over the period 1955-2021; 3) How monetary policy in the UK could be used to stabilise the economy in the presence of state-dependent variation. The main findings and contributions of this thesis are that the model that takes the state-dependence into
account improves the fit of the model to macroeconomic data over the full sample period 1955-2021 in comparison to the fixed duration model. Furthermore, an alternative policy regime, i.e. an interest rate policy targets nominal GDP together with a fiscal backstop to prevent ZLB, improves the macroeconomy stability in the UK. To the best of my knowledge, this thesis is the first macro-level empirical study of the state-dependent price/wage contracts in the UK.

Outline
Chapter 2 provides a review of the literature on state-dependent price/wage adjustments at the micro- and macro-levels. Micro-level empirical studies in different countries and various data episodes have shown state-dependent price/wage adjustments, especially state-dependent pricing. However, only a few macro-level studies have incorporated state-dependent price and wage contracts in DSGE models, all of which have focused on the US. Therefore, there is a gap in empirical research on state-dependence at the macro-level in the UK.

Chapter 3 builds a small open economy DSGE model based on the well-known Smets and Wouters (2007) (hereafter SW07) model. It extends the SW07 model by merging the New Keynesian (NK) and New Classical (NC) models into a hybrid model as in Le et al. (2011) and by incorporating the financial friction of the Bernanke et al. (1999) (hereafter BGG), in addition to several new developments in Le et al. (2016) in the wake of the recent Great Financial Crisis (GFC): allowing for ZLB and QE. Furthermore, the model is extended to the open economy, with trade treated as in Armington (1969) and assuming uncovered interest rate parity (UIP).

A hybrid model merging the NK and NC models could improve the fit of the model to the features of the economy. The reasoning behind the hybrid model is that the economy consists of product sectors with more price rigidity and other sectors with more flexible prices, which reflect the degree of competition in these sectors. The labour market is similar, as in the goods market, certain sectors may be more/less dominated by competition, resulting in greater/less wage flexibility. The hybrid model assumes that parts of the firms/unions enjoy prices/wage flexibility, while others have sticky prices/wages. Regarding the financial fraction, financial sector shocks play an important role in explaining aggregate fluctuations (see examples including but not
limited to: Gilchrist et al., 2009; Christiano et al., 2010; Fahr et al., 2011; Jermann and Quadrini, 2012; Hubrich et al., 2013; Caldara et al., 2016). However, one of the criticisms of the standard NK DSGE models is that they lack an adequate financial sector and hence fail to explain an important source of macroeconomic fluctuations. We therefore incorporate the model with the banking/financial accelerator mechanism of the BGG model. In addition, due to the GFC, the Bank of England (BoE) cut its bank rate to near zero with the aim of boosting spending and employment. However, the ZLB constraint limited the scope for any further rate decreases. As a result, the BoE engaged in multiple rounds of massive QE programmes to inject liquidity into the banking system to ease the credit condition. Our model incorporates these new developments since the onset of the GFC by allowing for the presence of ZLB and QE. We achieve this by using a switchable model consisting of two regimes: in the normal regime, the Taylor Rule operates normally and the supply of M0 is set to accommodate broad money M2; while in the crisis regime, nominal interest rate reaches the threshold level or below and is effectively bounded by the ZLB. As a result, the Taylor Rule is suspended and replaced with an exogenous low bound. Meanwhile, the idea of using cash as the cheapest collateral is included to inject the QE element, and M0 becomes the main tool to target external financing premium. Once the model moves away from the ZLB, the model switches back to the normal regime with the Taylor Rule operating again. Furthermore, to take into account the fact that the UK trade to GDP ratios are ranges from 41-63% over 1970-2021¹, we extend the model to a small open economy with trade treated as in Armington (1969) and assuming UIP.

Chapter 4 discusses the construction of the macroeconomic dataset used in this thesis and proposes a set of starting calibrations. It constructs a quarterly and unfiltered UK macroeconomic dataset from 1955Q1 to 2021Q1 for our empirical analysis. This long sample period includes the stagflation in the 1970s, the exchange rate mechanism crisis, the 2008 financial crisis, the 2016 EU referendum, and the first year of the coronavirus pandemic. In addition, a set of starting calibrations will be proposed. In later chapters, it will be used to initially simulate the model. Then the simulated annealing algorithm will randomly search across this starting calibration

¹ Data Source: The World Bank.
within a selected range to find the optimal parameter set that minimises the distance between simulated and actual data.

Chapter 5 introduces the method of Indirect Inference used to test and estimate the model. In contrast to most macroeconomic studies that use the popular Bayesian technique, this thesis employs a simulation-based Indirect Inference method to test and estimate the model. One problem with the Bayesian method is that it heavily relies on the prior information about the macroeconomy. However, this prior information is usually not fully informed. Regarding the Indirect Inference method, it is based on the notion that testing an economic model is not about whether it is true or false, as the current DSGE models are a simplified form of reality that could not ‘truly’ reflect the real economy. It therefore tests whether a DSGE model is ‘pseudo-true’ for the data of interest rather than ‘literally true’. In other words, the Indirect Inference test measures how well the sample data are represented by an approximately true DSGE model. The basic approach of the Indirect Inference test is to compare the performance of the auxiliary model estimated from simulated data with the performance of the auxiliary model estimated on the actual data. The simulated data is derived from a structure model with given values of its parameters. The auxiliary model usually takes the form of a cointegrated vector autoregressive with exogenous variables (VARX), which can be further approximated to a VAR. The comparison uses a statistical criterion which is based on a Wald test for the differences between the estimates of the auxiliary model obtained from the simulated data with those obtained using the actual data. Therefore, a correct model should yield sensible simulated data and VAR estimates based on these data and they should not considerably differ from the actual data and VAR estimates based on the actual data, respectively. The set of parameters that minimises the distance between the estimates based on the simulated data and the estimates based on the actual data is the optimal choice of set for the structural model. The choices of the auxiliary model, i.e. the choices of the key variables involved, determine the aspects we would like to emphasize. The advantage of using Indirect Inference is that it is less biased than Bayesian method as the latter would be biased for the priors when they are not fully specified.

Chapter 6 investigates whether the hybrid model we developed in Chapter 3 with fixed shares of sticky and flexible price sectors can fit the behaviour of the UK
macroeconomic data over the sample period of 1992Q4-2021Q1. This sample period is chosen because the BoE has officially adopted an inflation targeting since 1992Q4. We would like to explore to what extent the fixed duration could explain how the UK data behaved in the inflation targeting era. The results of the Indirect Inference estimation show that the fixed duration model fits the UK data behaviour in this sample period with a P-value of 0.076, implying that the model failed to be rejected at 95%.

Chapter 6 also examines the dynamics of the estimated fixed duration model through the impulse responses of endogenous variables to structure shocks under the non-crisis and crisis regimes. The findings in this chapter are highly consistent with those of Lyu et al. (2023) for the UK and Le et al. (2016) for the US.

Chapter 7 extends the data sample period to 1955Q1 to check whether there is any fixed duration set-up that can fit the behaviour of the UK data for this much longer sample period of 1955-2021. In the UK, there was a fixed-but-adjustable exchange rate regime under the Bretton Wood system from October 1949 to May 1972. This poses a problem for our test and estimation for this full sample period 1955-2021. We therefore address this problem by adding an exchange rate target to the Taylor Rule equation in the model for the period of 1955Q1-1972Q2 (referred to as the pre-1972 DSGE model) and turning it into a standard Taylor Rule for the period 1972Q3-2021Q1 (referred to as the post-1972 DSGE model). The results of the Indirect Inference test and estimation show that the fixed duration model does not fit the full sample period, which is consistent with the findings of Le et al. (2011, 2016) for the US. This may be due to distinct economic environments across the full sample period, such as the stagflation crisis in the 1970s and the Great Moderation, so that wage/price behaviour changed in response to fluctuations in macro environment. The results of our UK model over the full sample period can be used as a benchmark to judge the improvements due to state-contingency over the whole sample period in Chapter 8.

In Chapter 8, we integrate the state-dependent price/wage contracts into the hybrid DSGE model we built in Chapter 3 to have a state-dependent DSGE model to investigate whether there is macro-level evidence of state-dependent price/wage durations and whether the state-dependence framework can improve the fit of the macro model to macroeconomic data. To embed state-dependent variations, we
assume that the fraction of firms with flexible prices and the fraction of unions with flexible wages are state-dependent rather than fixed, and that they are based on an increasing function of past inflation. The model uses the fixed exchange rate policy regime for the period 1955Q1-1972Q2 and then switches to the inflation targeting regime for the period 1972Q3-2021Q1. The Indirect Inference method is used to test and estimate the state-dependent model on the UK data for the whole sample period 1955Q1-2021Q1. The results show that the state-dependent model fits the behavior of the historical UK data well over the whole sample period, suggesting that the state-dependent price/wage contract framework improves the fit of the DSGE model to macroeconomic data. Furthermore, the durations of price/wage contracts fluctuate with the state of the economy (inflation) throughout the full sample. Our findings are broadly consistent with those of Le et al. (2021) for the US.

Chapter 9 examines the performance of an alternative policy regime in the state-dependent model, i.e. an interest rate policy targeting nominal GDP together with a fiscal backstop to prevent ZLB, relative to the baseline regime of the Taylor Rule in normal times and QE in times of crisis, in terms of macroeconomic stability. The failure of conventional monetary policy at ZLB and the slow recovery from the Great Recession have reinvigorated the interest of policymakers and economists in targeting nominal GDP. In addition, price/output volatility is high during ZLB episodes and cannot be controlled by unconventional monetary policy QE in the case of state-dependent contracts, as volatility in inflation leads to fluctuations in contracts duration (or stickiness levels) which further exacerbates inflation volatility. We therefore let the nominal GDP targeting regime to be supplemented by a fiscal intervention to prevent ZLB, this fiscal backstop helps nominal interest rates to escape ZLB when it occurs. We assess the performance of nominal GDP targeting together with the fiscal backstop in stabilising the economy relative to the baseline regime. The criteria we consider are 1) how many crises are likely to occur under each policy regime, as a measure of the ability of policy regime to avoid crises, and 2) welfare cost, which is calculated as a weighted sum of the cycle variances of output and inflation. Our simulation results suggest that the nominal GDP targeting rule together with the fiscal backstop reduces the chances of economic crisis and stabilises the UK macroeconomy. Our results are much in line with the findings of Le et al. (2021) for the US. Finally, Chapter 10 concludes this thesis.
Chapter 2  Literature Review

The prevailing paradigm of monetary economics, the NK model, includes the Calvo (1983) time-dependent price and wage stickiness. Under a Calvo contract, a homogeneous firm/labour union has a fixed probability of changing its price/wage in each period. Alternative time-dependent contracts, such as the Taylor (1980) contracts, include staggered contracts, in which the firm/labour union determines its price/wage under a contract of a fixed duration. These time-dependent models assume that the timing of price/wage decisions is exogenous, implying that the frequency of price/wage change is constant. However, a growing number of studies question the empirical validity of time-dependent models, and interest in state-dependent models has increased, because the time-dependent contracts are inconsistent with the evidence from microeconomic level data. In state-dependent models, the decision to change prices/wages depends on the state of the economy. Theoretically, if nominal stickiness is derived from rational decisions, such as menu costs which are costs associated with relabelling or changing prices. In that case, firms change prices when the benefits of changing prices outweigh the menu costs; this makes the degree of stickiness ‘state-dependent’, i.e. the frequency of price adjustment is influenced by shocks under menu cost rigidity.

Microeconomic Evidence on State-dependent Pricing

The nature of price setting has a crucial implication for monetary policy. In state-dependent pricing models, firms’ decisions to adjust prices are a response to changes in economic conditions; therefore, the probability of price change varies endogenously over time. From the monetary policy perspective, whether price setting is time-dependent or state-dependent, that is a critical question. The effectiveness of monetary policy to stabilise business cycles is dependent on the flexibility of the price level. If prices are highly flexible (state-dependent), they will absorb shocks and largely dampen the impact of monetary shocks, and if prices are highly sticky (time-dependent), monetary shocks will have a pronounced effect on output and stabilise business cycles.

In recent years, an increasing amount of empirical microeconomic level research in different countries and across different data episodes have shown state-dependent
pricing; see Bhattarai and Schoenle (2014) and Nakamura et al. (2018) for the US, Wulfsberg (2016) and Nilsen et al. (2018) for Norway, Dedola et al. (2021) for Denmark, Rudolf and Seiler (2021) for Switzerland, Alvarez et al. (2018) for Argentina, Konieczny and Skrzypacz (2005) for Poland, Gagnon (2009) for Mexico. Table 2-1, sourced from Le et al. (2021), summarizes findings on the state-dependent pricing in some literature; it shows that contract duration varies very significantly with inflation.

There is also some UK micro-data level evidence of state-dependent pricing. Bunn and Ellis (2012) were the first to use UK consumer prices data from ONS to investigate the behaviour of individual prices. They used two databases: the microdata to construct official UK CPI data and a database of supermarket prices. They found that the probability of a price change did not remain constant over time; it varied between years and months of the year and varied according to the time since the last price change. The authors’ plot of the probability of price change in different periods is shown in Figure 2-1. They stated that there was evidence of a correlation between the probability of monthly price increase and the headline inflation rate over the period 1996-2006, with a correlation coefficient of 0.6 between these two series. However, there was less evidence of a link between the probability of prices decreasing and aggregate inflation.

The research work by Zhou and Dixon (2019) investigated the price-setting behaviour underlying the price rigidity in the UK using CPI and PPI (Producer Price index) micro data during the Great Moderation period of 1996-2007, reporting that prices were indeed fixed for average durations, but they were state-dependent. Dixon et al. (2020) extended the UK CPI microdata period to 2013 (1996-2013) and examined the effect of the GFC on firm’s pricing behaviour. They found strong evidence of a relationship between inflation and the frequency of price change, with inflation tending to increase the frequency of price change, mainly by increasing the frequency of price increase; a 1%-point rise in annual inflation increases the monthly frequency of price change about 0.5% points. During the Great Recession, the changes in pricing behaviour were mostly explained by the changes in inflation and VAT.
Table 2-1: A Summary of Findings on the State-dependent Pricing in the Literature

<table>
<thead>
<tr>
<th>Source</th>
<th>Country</th>
<th>Duration in high inflation</th>
<th>Duration in low inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alvarez et al. (2019)</td>
<td>Argentina</td>
<td>1 week</td>
<td>4.5 months</td>
</tr>
<tr>
<td>Koniczcy and Skrzypacz (2005)</td>
<td>Poland</td>
<td>1.7 months</td>
<td>3.3 months</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.0 months (2003-2004)</td>
</tr>
</tbody>
</table>

Source: Le et al. (2021)

Figure 2-1: Headline Inflation and Percentage of CPI Prices Changing Each Month in the UK

Source: Bunn and Ellis (2012)

Petrella et al. (2018) also examined the ONS micro price data underlying the UK CPI, covering the period of 1996:M2 to 2017:M8. Using the ONS microdata, they reported the frequency of price adjustments and the average size of price changes (see Figure 2-2), which shows a considerable degree of positive co-movement between price changes and inflation. For the frequency of price adjustments, there is some evidence of a link between it and inflation. The authors then estimated a generalized Ss model to condense a broad cross-sectional of information on micro price fluctuations into a measure of price flexibility\(^2\). They found that state-dependence plays a crucial role in price setting. When inflation is high and volatile, the extensive

\(^2\) The generalized Ss model was developed by Caballero and Engel (2007).
margin of price adjustment (adjustments driven by shocks rather than pre-determined price adjustments) becomes prominent.

More recently, Davies (2021) studied a large-scale micro-dataset of 41 million UK consumer prices to provide facts on price-setting behaviour over the period 1988:M1-2020:M12. This sample period includes the ERM (Exchange Rate Mechanism) crisis, the 2008 GFC and the 2016 EU referendum, as well as the coronavirus pandemic. The author found that state-dependent models, rather than time-dependent pricing models, are consistent with the behaviour of UK firms. In terms of pricing, the coronavirus pandemic has a more severe impact than the GFC, with a surge in the frequency of price change and both upward and downward price movements.

Figure 2-2: Frequency of Adjustment and Average Price Changes in the UK

Source: Petrella et al. (2018)

Microeconomic Evidence on State-dependent wage

In the NK framework, nominal wage rigidity plays a key role in explaining changes in employment and output. The timing of wage change in the NK model is exogenous, meaning that it is unaffected by policy or the state of the economy. From the monetary policy perspective, it is crucial to distinguish whether wage-setting is state-dependent or time-dependent as they have different implications for the level of monetary non-neutrality. When wages are set to be time-dependent, the response of output and employment to monetary shocks is pronounced. On the other hand, state-dependent wage contracts indicate a less pronounced impact of monetary policy on employment and output, as part of the shock is absorbed through wages, and thus has a larger impact on wage adjustment.
In principle, state-dependent wage models are based on the idea that the fixed costs of renegotiating employment contracts prevent frequent wage adjustments and that these fixed costs imply that the probability and the magnitude of wage change vary with the state of the economy.

For empirical studies, compared to state-dependent pricing, there is less empirical research on investigating state-dependent wage adjustments. Still, there is some micro-level evidence of the state-dependent wage changes. Sigurdsson and Sigurdardottir (2016) examined administrative micro data from the Icelandic labour market over the period 1998-2010 and found evidence of time-dependent wage change, but also strong evidence of state-contingency, as the probability of wage increase responds to both cumulated inflation and unemployment in current and past wage spells, in addition to an increase in the frequency of nominal wage cuts following a large macroeconomic shock. Grajales et al. (2019) studied administrative data at the employee level for the period of 2006-2021 for the Netherlands and found a mixture of time- and state-dependent wage behaviour. They reported that aggregate macroeconomic variables (inflation and unemployment) were important determinants of the probability of wage adjustment. More recently, Grigsby et al. (2021) investigated the extent of wage rigidity in the US using micro data from 2008 to 2016; they found evidence of time-dependent wage adjustment, but also strong evidence of state-dependence, as there were downward wage adjustments during the Great Recession. In the UK, the BoE conducted a wage-setting survey over the period 2010-2013, finding that roughly 30% of firms directly and explicitly linked wage changes to inflation, implying that there may be some downward real wage rigidity (Millard and Tatomir, 2015).

**Macroeconomic Evidence**

The large body of empirical micro-level evidence on state-dependent price and wage changes has motivated a growing number of recent macro-level studies that attempt to reproduce the micro evidence of state-dependence using macroeconomic models.

Gasteiger and Grimaud (2022) constructed an NK model with state-dependent price-setting frequency. They assumed that the decision to change prices depends on an analysis of expected costs and benefits modelled by a discrete choice process;
hence a firm will decide to reset its price optimally only when its expected benefits outweigh its expected costs. According to the model, pricing flexibility increases during expansions and decreases during recessions. They had four main findings: the augmented NK model 1) is consistent with price setting frequency based on micro data; 2) fits the observed dynamics of inflation and output well; 3) is able to explain the dynamics of inflation to a significant extent through discount factor and monetary shocks, as well as the endogenous price setting frequency; also 4) improves the macroeconomic time series fit of the NK model for the US sample period of 1959-2019.

However, the work of Gasteiger and Grimaud (2022) only included state-dependent pricing and assumed time-dependent wage setting. As previously stated, the micro-level evidence suggests that the frequency of wage adjustment also varies with the macroeconomic environment. A model with a state-dependent price setting but a time-dependent wage setting might not be able to accurately measure the impact of monetary changes on real variables (Costain et al., 2019) and could lead to false conclusions. To the best of our knowledge, only a few studies have included state-dependent price adjustment and state-dependent wage adjustment together in DSGE models, and they all focused on the US (see Takahashi, 2017; Costain et al., 2021; Le et al., 2021).

Takahashi (2017) developed a DSGE model that incorporates both state-dependent prices and wages. In this model, the state-dependent pricing framework is based on the stochastic menu cost model of Dotsey et al. (1999). The state-dependent wage setting is endogenously subject to fixed wage adjustment costs that are stochastic and heterogeneous across households, endogenously generating staggered nominal wage adjustments. The author calibrated the distribution of wage setting cost to match the US data on the proportion of wages that remained unchanged for a year and found that the state-dependent wage setting model produces similar responses to monetary shocks as the time-dependent model.

Costain et al. (2021) studied the impact of monetary shocks in a DSGE model that incorporates a state-dependent price/wage setting based on a control cost model, where price and wage decisions are costly and are random variables, combining monopolistic competition for goods and labour with nominal rigidity as a result of costly decisions. Thus, in their model, price/wage setters are subject to control costs and
make optimal decisions about when and how to rest their prices/wages. The cost increases with the precision of price/wage decisions. By calibrating the microdata evidence of the frequency of price/wage changes to the DSGE model in which durations depend on inflation. They found that sticky wages play a critical role in the creation of monetary non-neutrality as the sticky-wage-only version of their model can produce almost as much non-neutrality as the version with both wage and price stickiness. Furthermore, the model with both sticky prices and wages has a larger real effect of monetary shocks than the model with only price stickiness.

However, the studies by Takahashi (2017) and Costain et al. (2021) both used micro data from a stable inflation sample period— the Great Moderation. This may be the reason why their macro models turn out to be quite similar to the SW07 model (Le et al., 2021).

Our study is inspired by the works of Le et al. (2011, 2016, 2021). Le et al. (2011) estimated a hybrid DSGE model with fixed price/wage duration for the period 1984-2004 by using the method of Indirect Inference. They found that the weight on the NK sector was about 0.99 for both wages and prices, which means that the flexprice sector’s weight was almost zero; the Calvo parameters of not changing prices/wages were about 0.71. Le et al. (2016) extended their sample to 2011 (1984-2011) to include the GFC period and extended the model by allowing for a bank sector, ZLB and QE to capture the feature of the data in the wake of the GFC. They found that the weights on the flexprice sector for wages and prices increased significantly from near zero to 0.56 and 0.91, respectively. Additionally, the Calvo parameter of not changing wages decreased from 0.71 to 0.63 and the Calvo parameter of not changing prices increased from 0.71 to 0.97. The very high Calvo parameter for prices implies that only the most sticky sub-sector remained in the NK sector. Their findings imply that the durations of price and wage adjustments vary with the stochastic environment. Notably, their fixed price/wage duration model was rejected by the behaviour of data for the whole post-war period. They stated that this failure could be attributed to changes in wage/price-setting behaviour over time in response to a fluctuating macro environment.

Therefore, Le et al. (2021) extended their Le et al. (2016) DSGE model by adding state-dependent price and wage settings. They found that their state-dependent DSGE model did well in matching the behaviour of the US economy for the whole
post-war period 1959-2017, whereas their fixed duration model failed to match it for the pre-1984 period. Moreover, during the Great Moderation, they found strong NK periods; during the Great Inflation and the Great Recession, they found flexprice periods. When they had the state-dependence in the model, the unconventional monetary policy QE cannot work well and cannot stabilise the economy on its own in the presence of the ZLB. Therefore, they brought in fiscal policy to prevent the occurrence of ZLB and found that nominal GDP targeting together with the fiscal backstop to prevent ZLB can achieve a high degree of price stability and avoid large cyclical fluctuations in output. In Le et al. (2016), however, their fixed price/wage duration DSGE model showed that monetary policy was still effective even at the ZLB.

Motivated by the above micro- and macro-level evidence, this thesis investigates the state-dependence at the macro-level in the UK by incorporating Le et al.'s (2021) state-dependent price/wage framework into an open economy DSGE model for the UK. To the best of my knowledge, this is the first empirical macro-level study of both state-dependent price and wage contracts in an open economy context. The contribution of our state-dependent DSGE model is twofold:

1) To fill the gap in macro-level research on state-dependent price/wage contracts by investigating whether there is macro-level evidence to corroborate micro-level evidence of state-dependence in the UK.

2) To examine improvements to the fixed duration model due to the state-dependence.
Chapter 3  The Model

This chapter presents a small open economy DSGE model for the UK with fixed shares of sticky price/wage sectors, which is the basis for the state-dependent price/wage duration model. The model consists of two blocks: a UK block built on Le et al. (2016), which extends the SW07 model to reflect developments in the monetary scene in the wake of GFC; and a simple world block in the spirit of Lyu et al. (2023), Gali and Monacelli (2005), containing the exchange rates, foreign bonds, exports and imports.

More specifically, this fixed duration model is based on the well-known SW07 model, which was derived from Christiano et al. (2005). It captures consumer habit-persistence, capital adjustment costs, variable capacity utilisation, price/wage setting using Calvo contracts plus indexation, and interest rate setting via Taylor Rule. The model extends the basic framework of SW07 by combining the NK and NC models into a hybrid model by assuming that part of goods/labour markets is perfectly competitive with flexible price/wage setting, while the rest is imperfectly competitive with sticky prices/wages, as proposed by Le et al. (2011). Moreover, the model incorporates the banking sector of the BGG model and includes several new developments from Le et al. (2016) following the Great Financial Crisis, including allowing for the ZLB constraint and QE. In terms of extensions to an open economy, since the UK’s export sectors account for about 20-31% of GDP over the period 1970-2020\(^3\), and its average share of global GDP is 3.77% over the period 1980-2020\(^4\), the UK macro environment can be influenced by the rest of the world in this small open economy framework and any UK-specific shocks have no effect on the global economy. Therefore, the impact of the domestic economy on foreign variables is negligible, such as foreign interest rates and prices. These variables are treated as exogenous. Furthermore, trade is treated as a single-version of the Armington (1969) model, which is widely used in open economy models (see Adolfson et al., 2005, 2007; Gali and Monacelli, 2005; Meenagh et al., 2010; Feenstra et al., 2014; Dong et al., 2019; Minford and Meenagh, 2019; Lyu et al., 2021, 2023; Zhao et al., 2022). In addition, this open economy model implies Uncovered Interest Rate Parity (UIP),

---

\(^3\) Source: The World Bank.

\(^4\) Source: The Global Economy
which is supported by recent empirical studies using data from different countries, including the UK (see Minford et al., 2020; Minford et al., 2021).

The model is made up of the following sectors: households, labour unions, labour packers, intermediate goods producers (entrepreneurs), commercial banks, capital producers, final goods producers (retailers), the government, the central bank and the rest of the world. The log-linearised form of the model and the stochastic process of the model are provided in Appendix B and Appendix C, respectively.

3.1 Households
In this small open economy DSGE model, a representative household faces two optimisation problems. First, the representative household is expected to maximise its utility subject to budget constraints. Second, the household chooses the consumption of domestic goods \( (C_t^d) \) and the consumption of foreign goods \( (C_t^{im}) \) to maximise its consumption basket \( (C_t) \).

3.1.1 Households’ Lifetime Utility Maximisation Problem
There is a continuum of households, indexed by \( j \), supplying labour to producers of intermediate goods. It is assumed that households’ optimization problem does not include either investment or capital utilisation, but in this small open economy model, households have access to imported goods and foreign bonds. Hence a representative household chooses hours worked \( L_t(j) \), foreign bonds \( B_t^f(j) \), domestic bonds \( B_t(j) \), and consumption \( C_t(j) \) consisting of domestic goods and imported goods, to maximise the following utility function:

\[
\max_{C_t,L_t,B_t,B_t^f} E_t \sum_{s=0}^{\infty} \beta^s \left( \frac{(C_{t+s}(j)-hC_{t+s-1})^{1-\sigma_c}}{1-\sigma_c} \right) \exp \left( \frac{\sigma_c^{-1}}{1+\sigma_l} L_{t+s}(j) \right)^{1+\sigma_l}
\]

subject to the real terms budget constraint:

\[
C_{t+s}(j) + \frac{B_{t+s}(j)}{\epsilon_{t+s}(1+R_{t+s})P_{t+s}} + \frac{S_{t+s}B_{t+s}^f(j)}{\epsilon_{t+s}^f(1+R_{t+s}^f)P_{t+s}} + T_{t+s} \leq \frac{W_{t+s}(j)L_{t+s}(j)}{P_{t+s}}
\]

\[
+ \frac{B_{t+s-1}(j)}{P_{t+s}} + \frac{S_{t+s}B_{t+s}^f(j)}{P_{t+s}} + \frac{Div_{t+s}}{P_{t+s}}
\]

On the right-hand side of the budget constraint, the household earns nominal wages \( W_{t+s}L_{t+s} \) through supplying labour to intermediate goods producers, dividends \( Div_{t+s} \) distributed from the labour unions and returns from the past position in bonds holdings.
On the left-hand side, total income is used to consume $C_t$, re-invest in domestic and foreign bonds, and pay lump sum taxes $T_t$ ($T_t$ can be considered as subsidies if it is negative). $\beta$ is the discount factor. $h$ captures external habit formation. $\sigma_c$ ($\sigma_t$) is the inverse of the intertemporal substitution elasticity between consumption (labour hours). $P_t$ is consumer price index. $R_t$ and $R_t^f$ are nominal riskless rates on domestic and foreign bonds, respectively. $S_t$ is the nominal exchange rate; hence, $Q_t = \frac{P_t^F}{P_t} S_t$, where $Q_t$ is the real exchange rate and $P_t^*$ is the foreign price level. $P_t^* \equiv P_{t,t}^*$ as we assume that exports from the UK have little impact on the rest of the world, where $P_{t,t}^*$ is the price of imported goods in foreign currency. $B_t$ is one-period bonds expressed on a discount basis and can also be considered as deposits in commercial banks or as domestic government debt. $\varepsilon_t^b$ is an exogenous premium in return to bonds, which is subject to both domestic and foreign bonds, and it follows an AR(1) process: $\ln \varepsilon_t^b = \rho_b \ln \varepsilon_{t-1}^b + \eta_t^b$, $\eta_t^b \sim N(0, \sigma_b)$.

In equilibrium, each household will make the same choices for consumption, working hours, and domestic and foreign bonds. The optimization problem is:

$$
\max_{C_t, L_t, B_t, B_t^f} \mathbb{E}_t \sum_{s=0}^{\infty} \beta^s \left\{ \left( \frac{(C_{t+s}(j) - hC_{t+s-1})^{1-\sigma_c}}{1 - \sigma_c} \right) \exp \left( \frac{\sigma_c - 1}{1 + \sigma_L} L_{t+s}(j)^{1+\sigma_L} \right) 
- \lambda_t \left[ C_{t+s}(j) + \frac{B_{t+s}(j)}{\varepsilon_{t+s}^b (1 + R_{t+s}) P_{t+s}} + \frac{S_{t+s}B_{t+s}^f(j)}{\varepsilon_{t+s}^b (1 + R_{t+s}^f) P_{t+s}} + T_{t+s}
- \frac{W_{t+s}(j) L_{t+s}(j)}{P_{t+s}} - \frac{B_{t+s-1}(j)}{P_{t+s}} - \frac{S_{t+s} B_{t+s-1}^f(j)}{P_{t+s}} - \frac{\text{Div}_{t+s}}{P_{t+s}} \right] \right\}
$$

The optimal decisions are determined by the first order conditions (FOCs), they are (dropping the j index):

$$
\frac{\partial C_t}{\partial t} = (C_t - hC_{t-1})^{1-\sigma_c} \exp \left( \frac{\sigma_c - 1}{1 + \sigma_L} L_t^{1+\sigma_L} \right) = \lambda_t \tag{3.3}
$$

$$
\frac{\partial L_t}{\partial t} = \left( \frac{(C_t - hC_{t-1})^{1-\sigma_c}}{1 - \sigma_c} \right) (\sigma_c - 1) L_t \sigma_L \exp \left( \frac{\sigma_c - 1}{1 + \sigma_L} L_t^{1+\sigma_L} \right) = -\lambda_t \frac{W_t}{P_t} \tag{3.4}
$$

$$
\frac{\partial B_t}{\partial t} = \beta \varepsilon_t^b (1 + R_t) E_t \frac{P_t \lambda_{t+1}}{P_{t+1}} \tag{3.5}
$$

$$
\frac{\partial B_t^f}{\partial t} = \beta \frac{S_t}{\varepsilon_t^b (1 + R_t) P_t} - \beta E_t \lambda_{t+1} \frac{S_{t+1}}{P_{t+1}} \tag{3.6}
$$

Where $\lambda_t$ is the Lagrange multiplier. Households’ optimal decisions on consumption and working hours are the same as in SW07.
The optimal conditions with respect to $C_t$ (equation 3.3) and $B_t$ (equation 3.5) lead to the consumption Euler equation:

$$
E_t \left[ \beta^{(C_{t+1}-hC_t)} \frac{\sigma \exp\left(\frac{G_{t+1}}{1+\sigma_c^L}+\epsilon_{t+1}\right)}{(C_t-hC_t)^{\sigma_c}} \left(1+R_t\right)^{\frac{p_t}{p_{t+1}}} \right] = 1
$$

(3.7)

Combining the optimal conditions with respect to $B_t$ (equation 3.5) and $B_t^f$ (equation 3.6) implies that:

$$\frac{1+R_t}{(1+R_t)S_t} = \frac{1}{E_t S_{t+1}}$$

(3.8)

Substituting $Q_t = \frac{b_t^s}{p_t} S_t$ into equation 3.8 yields:

$$\frac{(1+R_t)p_t^*}{(1+R_t)Q_t p_t} = E_t \frac{p_{t+1}^*}{Q_{t+1} p_{t+1}}$$

(3.9)

which can be log-linearised to find the real uncovered interest parity condition (RUIP):

$$E_t q_{t+1} - q_t = [r_t - (E_t p_{t+1} - p_t)] - [r_t^f - (E_t p_{t+1}^* - p_t^*)]$$

(3.10)

Since $E_t \pi_{t+1}^{cp} = E_t p_{t+1} - p_t$ and $E_t \pi_{t+1}^f = E_t p_{t+1}^* - p_t^*$, the linearisation of RUIP can be re-written as:

$$E_t q_{t+1} - q_t = (r_t - E_t \pi_{t+1}^{cp}) - (r_t^f - E_t \pi_{t+1}^f)$$

(3.11)

The RUIP states that the relative expected change in the real exchange rate is equal to the difference in real interest rates between two countries. For example, if the condition does hold, then investors are indifferent to either of the two currency cash deposits (e.g., Pound sterling and US dollar); any excess return on the sterling must be balanced out by some anticipated loss from the devaluation of the sterling against the US dollar. On the contrary, any shortfalls in the return on sterling deposits must be balanced out by expected gains from the pound appreciation against the US dollar. If the RUIP does not hold, then currency arbitrage or Forex arbitrage can be used to generate risk-free profits.

Although there is some negative empirical evidence on the UIP condition, however, it is supported by recent empirical studies with data from different countries (see Minford et al., 2020; Minford et al., 2021). Minford et al. (2020) integrated UIP into a full DSGE model and tested the model as a whole using the Indirect Inference method to include the US, Europe and the rest of the world. They found that UIP was accepted in the test, while certain commonly-used single-equation tests would be strongly
biased towards the hypothesis’s rejection. The findings of Minford et al. (2020) contrast with those of Burnside (2019), which rejected the UIP relation for a dozen pairs of industrialised economies based on single-equation tests. Furthermore, Minford et al. (2021) revisited the evidence on UIP through a comprehensive assessment of the findings of Minford et al. (2020), applying a full-model and the method of Indirect Inference on the ten country currency pairs (including the British Pound) assessed by Burnside. They found that UIP was generally accepted (including the UK case) as part of a full-world DSGE model, avoiding the bias involved in the single-equation tests. Their unbiased method offers strong and rigorous evidence supporting UIP and suggests that previous evidence of UIP rejection may be due to bias in single-equation regression tests.

3.1.2 Choice of Optimal Consumption Basket

This small open economy model assumes that trade is broadly treated as in the Armington model (see Armington, 1969; Adolfson et al., 2005, 2007; Meenagh et al., 2010; Feenstra et al., 2014; Dong et al., 2019; Minford and Meenagh, 2019; Zhao et al., 2022; and Lyu et al., 2021, 2023). Its interpretation here is specialised as follows. In this model, the Armington aggregator simply demonstrates that there is an all-purpose home good and an all-purpose foreign good, and they are differentiated according to their country of origin and combined together to create a consumer bundle, regardless of whether it is a production or retail bundle. It shows that there is a bundle of production and retail and all sorts of goods. It is a bundle of home value-added and foreign value-added components and covers a broad range of goods. The consumer then purchases the consumer bundle- notice that this bundle can take a variety of forms, such as differing combinations of outputs used as inputs to a final good together with home distributive service output\(^5\). The composite consumption good can be expressed as a constant elasticity of substitution (CES) index following Armington:

\[
C_t \equiv \left[ (1 - \omega)^{\frac{1}{\sigma}} (C_t^d)^{\frac{\sigma-1}{\sigma}} + \omega^{\frac{1}{\sigma}} (\gamma C_t^m)^{\frac{\sigma-1}{\sigma}} \right]^{\frac{\sigma}{\sigma-1}} \tag{3.12}
\]

\(^5\) The Armington procedure aggregates home and foreign contributions to final consumption, which are traded, and how these are assumed to break down in detail is not detailed. Different ways of assuming how this detail are achieved are consistent with the procedure.
where $C_t^d$ and $C_t^{im}$ are the indices for consumption of domestically produced goods and imported goods respectively, they are given by:

$$C_t^d \equiv \left( \int_0^1 c_t^d(k) \frac{k^{\varepsilon-1}}{\varepsilon} dk \right)^{\frac{1}{\varepsilon - 1}} \quad (3.13)$$

$$C_t^{im} \equiv \left( \int_0^1 c_t^{im}(k) \frac{k^{\varepsilon-1}}{\varepsilon} dk \right)^{\frac{1}{\varepsilon - 1}} \quad (3.14)$$

where $k \in [0, 1]$ denotes the good variety; $\varepsilon > 1$ is the elasticity of substitution between varieties produced within any given country; $\omega$ is the weight on imported goods in the consumption bundle, ($0 < \omega < 1$); $\eta_t$ is a shock to the demand for imported goods and can be viewed as a preference error; $\sigma$ is the elasticity of substitution between domestic and imported varieties of goods.

The consumer price index and the indices for domestically produced goods and imported goods are defined following Gali and Monacelli (2005):

the CPI price index is:

$$P_t \equiv \left[ (1 - \omega)(P_t^d)^{-1-\sigma} + \omega(P_t^f)^{-1-\sigma} \right]^{\frac{1}{1-\sigma}} \quad (3.15)$$

the price index of domestically produced goods is:

$$P_t^d \equiv \left( \int_0^1 p_t^d(k)^{1-\varepsilon} dk \right)^{\frac{1}{1-\varepsilon}} \quad (3.16)$$

the price index for imported goods (expressed in domestic currency) is:

$$P_t^f \equiv \left( \int_0^1 p_t^f(k)^{1-\varepsilon} dk \right)^{\frac{1}{1-\varepsilon}} \quad (3.17)$$

Assuming the law of one price holds following Gali and Monacelli (2005), then

$$p_t^f = s_t p_{f,t}^* \quad (3.18)$$

where $S_t$ is nominal exchange rate, $P_{f,t}^*$ is foreign price index of imported goods in foreign currency.

Domestic households split their purchases between home and foreign goods, and their expenditure on domestic and foreign goods is constrained by the total value of the Armington bundle, with a consumption constraint of:

$$P_t C_t = P_t^d C_t^d + P_t^f C_t^{im} \quad (3.19)$$

Equation (3.19) can be rewritten as:
\[ C_t = \frac{p_d^t}{p_t^t} C_t^d + \frac{p_f^t}{p_t^t} C_t^{im} \]  
(3.20)

\[ C_t = \frac{p_d^t}{p_t^t} C_t^d + \frac{s_t^f p_f^t}{p_t^t} C_t^{im} \]  
(3.21)

Since it is assumed that exports from the UK have little impact on the rest of the world, \( P_t^* \equiv P_{f,t}^* \) and \( Q_t = \frac{S_t^f p_t^f}{p_t^t} = \frac{p_f^t}{p_t^t} \), where \( P_t^* \) is the general foreign price index and \( Q_t \) is the real exchange rate\(^6\). Hence, following Meenagh et al. (2010), Dong et al. (2019), Minford and Meenagh (2019), Zhao et al. (2022) and Lyu et al. (2021, 2023), the consumption constraint is rewritten as:

\[ C_t \equiv p_t^d C_t^d + Q_t c_t^{im} \]  
(3.22)

where \( p_t^d \equiv \frac{p_t^d}{p_t^t} \) is the domestic price relative to the general price level. \( Q_t \equiv \frac{p_t^f}{p_t^t} S_t = \frac{p_f^t}{p_t^t} \), it can be seen as a unit free measure of the foreign price in domestic currency relative to domestic general price level. Intuitively, a rise in \( Q_t \) can be seen as a real exchange rate depreciation, as it implies a real devaluation of domestic goods and an increase in the competitiveness of domestic exports.

Households’ optimal consumption basket problem is to determine how the consumption bundle should be split between domestic and foreign varieties to maximise the composite consumption utility (equation 3.12) subject to the expenditure constraint (equation 3.22):

\[ C_t \equiv [(1 - \omega)\bar{\sigma}(C_t^d)^{\sigma-1} + \omega \bar{\sigma}(\eta_t)\bar{\sigma}(C_t^{im})^{\sigma-1}]^{\frac{\sigma}{\sigma-1}} \text{ subject to } C_t = p_t^d C_t^d + Q_t C_t^{im} \]

The first order conditions with respect to \( C_t^d \) and \( C_t^{im} \) imply:

\[ C_t^d = (1 - \omega)(p_t^d)^{-\sigma} C_t \]  
(3.23)

\[ C_t^{im} = \omega \eta_t (Q_t)^{-\sigma} C_t \]  
(3.24)

Equation 3.24 reflects the optimal choice of demand for imports. The linearisation of demand for world imports is given by:

\[ \text{im}_t = \ln \omega - \sigma q_t + c_t + e_t^{im} \]  
(3.25)

where \( e_t^{im} \) represents import demand shock. Demand for imports depends positively on consumption and negatively on real exchange rate. This import demand equation is consistent with those of Dong et al. (2019), Minford and Meenagh (2019), Zhao et al. (2022) and Lyu et al. (2023).

\(^6\) \( P_t^* \equiv P_{f,t}^* \) has been widely assumed in small open economy models (see Galí and Monacelli, 2005).
Given equation 3.24, it is intuitively that a symmetric equation exists for the rest of the world, describing foreign demand for domestic goods or export demand (see Dong et al., 2019; Zhao et al., 2022; Lyu et al., 2023):

\[ EX_t = \omega^f (Q_t)^{\sigma^f} c_t^f \eta_t^f \]  (3.26)

where \( f \) is the foreign country index. A depreciation of the real exchange rate (a rise in \( Q \)) induces an increase in the competitiveness of domestic exports.

**The log-linearised form of export demand** is:

\[ \text{ex}_t = \ln \omega^f + \sigma^f q_t + c_t^f + e_t^e \]  (3.27)

Demand for exports depends positively on the real exchange rate and foreign consumption. Foreign consumption is assumed to be as an exogenous variable, given by a first-order autoregressive process:

\[ c_t^f = \rho c_{t-1}^f + \eta_t^e \]  (3.28)

By substituting equations 3.23 and 3.24 into 3.22, we obtain an expression between \( p_t^d \) and \( Q_t \):

\[ 1 = (1 - \omega)(p_t^d)^{1-\sigma} + \omega \eta_t(Q_t)^{1-\sigma} \]  (3.29)

The linearisation form is:

\[ \ln p_t^d = -\frac{\omega}{1-\omega} \eta_t - \frac{\omega}{1-\omega} q_t + \text{constant} \]  (3.30)

The difference between the consumer price index and the price index for domestically produced goods implies a wedge between the real consumer wage and real producer wage. Recalling that \( p_t^d \equiv \frac{P_t}{P_t} \) thus, the wage wedge in log-linearised form can be expressed as \( \ln p_t^d = w_t^c - w_t^h \). By combining it with equation 3.30, we obtain (see Minford and Meenagh, 2019):
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Using the assumption in Minford (2015), \(-\frac{\omega}{(1-\omega)(1-\sigma)} \eta_t + \text{constant} = 0\), we obtain equation 3.31.

Another method to derive the wedge between the real consumer wage and real producer wage is that, since \( W_t^h = \frac{w_t}{r_t} \), in log-linearised form we have

\[ w_t^h = w_t - p_{d,t} = (w_t - p_t) + (p_t - p_{d,t}) = w_t^c + \frac{\omega}{1-\omega} q_t \]

Where \( w_t \) is log nominal aggregate wage, \( p_t - p_{d,t} = \frac{\omega}{1-\omega} q_t \) is derived using equations 3.35 and 3.41.
\[ w_t^h = w_t^c + \frac{\omega}{1 - \omega} q_t \]  

(3.31)

where \( w_t^h \) is the real producer wage, \( w_t^c \) is the real consumer wage and \( q_t \) is real exchange rate.

We assume that there is no capital control, the balance of payments constraint is expressed as:

\[ B_{t+1}^f - B_t^f = R_t B_t^f + \frac{p_t^{EX} q_t}{q_t} - IM_t \]  

(3.32)

**Domestic Inflation and CPI Inflation**

We follow Gali and Monacelli’s (2005) definition of domestic inflation and CPI inflation. The effective terms of trade between the home and foreign country are defined as:

\[ \text{TOT}_t = \frac{p_t^f}{p_t^d} \]  

(3.33)

in log-linearised form:

\[ \text{tot}_t = p_{f,t} - p_{d,t} \]  

(3.33)

Similarly, the log-linearization of the CPI index \( P_t \equiv (1 - \omega) (P_t^d)^{1-\sigma} + \omega (P_t^f)^{1-\sigma} \) is:

\[ p_t \equiv (1 - \omega) p_{d,t} + \omega p_{f,t} \]

\[ p_t = p_{d,t} + \omega \text{tot}_t \]  

(3.35)

Home inflation is defined as the rate of change in home price; then the relationship between home inflation and CPI inflation is:

\[ \pi_t^{cpi} = \pi_t^h + \omega \Delta t o t_t \]  

(3.36)

where \( \pi_t^{cpi} \) is CPI inflation and \( \pi_t^h \) is home inflation. This equation makes the gap between the two measures of inflation proportional to the percent change in the terms of trade, with the coefficient of proportional given by the openness index \( \omega \).

Assuming that the law of one price holds, \( P_t^f = S_t P_{f,t}^* \equiv S_t P_t^* \), the following log-linearised equation can be derived following Gali and Monacelli (2005):

\[ p_{f,t} = s_t + p_t^* \]  

(3.37)

Combining equation 3.37 with equation 3.33:
\[
tot_t = s_t + p_t^* - p_{d,t} \tag{3.38}
\]

Next, we derive a relationship between the real exchange rate and the terms of trade. The real exchange rate in log-linearised form is:

\[
q_t = s_t + p_t^* - p_t \tag{3.39}
\]

Combining equation 3.38 and equation 3.39 yields:

\[
q_t = tot_t + p_{d,t} - p_t \tag{3.40}
\]

Substituting equation 3.35 into equation 3.40 yields:

\[
q_t = tot_t - \omega \ tot_{t-1}
\]

\[
tot_t = \frac{1}{1-\omega} q_t \tag{3.41}
\]

By substituting the equation 3.41 into equation 3.36, we obtain an expression for CPI inflation in terms of home inflation and the percent change in real exchange rate:

\[
\pi_t^{cpi} = \pi_t^h + \frac{\omega}{1-\omega} \Delta q_t \tag{3.42}
\]

where \(\Delta q_t\) is change in real exchange rate. This equation makes the gap between the two measures of inflation proportional to the percent change in real exchange rate.

### 3.2 Intermediate Labour Unions (Hybrid Wage Setting)

Households provide their homogenous labour to intermediate labour unions, which allocate and differentiate labour services and set wages subject to a Calvo (1983) rule.

These differentiated labour services \(L_t(l)\) are aggregated into final labour input \(L_t\), which is used by intermediate goods producers.

\[
L_t = \left( \int_0^1 L_t(l) \frac{q_{w,t}^{-1}}{q_{w,t}} dl \right)^{q_{w,t}^{-1}} \tag{3.43}
\]

Where \(q_{w,t}\) is an exogenous process and is assumed to follow an exogenous AR(1) process.

The household labour supply decision is given by the following FOC:

\[
\left( \frac{(c_{t-1} - \bar{c}_{t-1})^{1-\sigma_c}}{1-\sigma_c} \right) (\sigma_c - 1) L_t^{\sigma_c} \exp \left( \frac{\sigma_c^{1-1} L_t^{1+\sigma_c}}{1+\sigma_c} \right) = -\lambda_t \ \frac{W_t}{p_t} \tag{3.46}
\]

It gives the marginal rate of substitution between working hours and consumption, which is the real wage desired by the households.
Calvo Wage Setting
We assume that labour unions set wages according to the Calvo wage-setting rule: each period, a fraction of labour unions \((1 - \xi_w)\) have the opportunity to re-adjust their wages, which means that the remaining unions \(\xi_w\) cannot adjust their wages. For those unions that can adjust, the problem is to choose an optimal wage \(W_t^\#(l)\) that maximizes wage income. For those unions that cannot adjust, they set wages with partial indexation to the CPI inflation rate in the previous period and the steady state value: \(W_t(l) = \gamma(\pi_{t-1}^{cpi})l^w(\pi_{t-1}^{cpi})^{1-l}W_{t-1}(l)\), where \(l_w\) is the partial wage indexation coefficient. Thus, the wage of a household \(l\) in period \(t\) is:

\[
W_t(l) = \begin{cases} 
W_t^\#(l) & \text{with prob } (1 - \xi_w) \\
\gamma(\pi_{t-1}^{cpi})l^w(\pi_{t-1}^{cpi})^{1-l}W_{t-1}(l) & \text{with prob } \xi_w 
\end{cases}
\]

(3.47)

Thus, the aggregate wage index expression is:

\[
W_t = \xi_w \left[ \gamma(\pi_{t-1}^{cpi})l^w(\pi_{t-1}^{cpi})^{1-l}W_{t-1}(l) \right]^{1-\psi_{wt}} + (1 - \xi_w)W_t^\#(l)^{1-\psi_{wt}} \right]^{1-\psi_{wt}}
\]

(3.48)

Hybrid Wage Setting
Le et al. (2011) used a Wald test based on the Indirect Inference method to test the SW07 model and found that the model was rejected for the whole post-war sample. They also tested an NC version in which prices and wages were completely flexible, and the Indirect Inference test rejected this NC version as well. Therefore, they proposed a hybrid version, a weighted average of the NK and NC equations, which is closer to the behaviour of data for the sample period 1984-2004.

In order to match the model to the behaviour of the data, we follow Le et al. (2011) and use a hybrid model, which is a combination of imperfectly competitive and perfectly competitive markets. We assume that a fixed fraction of labour \(\omega_w\) comes from imperfectly competitive markets and a fraction of labour \((1 - \omega_w)\) comes from competitive markets with wage flexibility. The reasoning behind the hybrid model is that the economy consists of product sectors with more price rigidity and other sectors with more flexible prices, which reflect the degree of competition in these sectors. The labour market is similar, certain sectors may be more/less dominated by competition, resulting in greater/less wage flexibility.
Thus, the wage setting equation in the hybrid model is assumed to be a weighted average of the corresponding NK and NC equations:

\[ W_t^{\text{hybrid}} = \omega^W W_t^{\text{NK}} + (1 - \omega^W) W_t^{\text{NC}} \]  

where \( W_t^{\text{NK}} \) is equation 3.48, which is set according to the Calvo wage setting rule. \( W_t^{\text{NC}} \) is the wage in perfectly competitive markets, which is set equal to the current expected marginal disutility of work.

### 3.3 Final Goods Producers

Final domestic goods producers (retailers) buy intermediate goods \( Y_t(i) \) from intermediate goods producers (entrepreneurs) at the price of \( P_t^d(i) \) and combine them into composite final domestic goods \( Y_t \). No capital or labour is required in the production of the final goods, and the final domestic goods producers take their final domestic goods price, \( P_t^d \), and the price of the intermediate goods, \( P_t^d(i) \), to be as given and beyond their control in a perfectly competitive market. The final good \( Y_t \) is a composite made of a continuum of intermediate goods \( Y_t(i) \) as in Kimball (1955):

\[ Y_t = \left( \int_0^1 (Y_t(i))^{q_{p,t} - 1} \frac{q_{p,t}}{q_{p,t} - 1} \, dl \right)^{q_{p,t} - 1}; q_{p,t} > 1 \]  

The profit maximisation problem of the final good producers is:

\[ \text{Max}_{Y_t} \int_0^1 P_t^d Y_t(i) Y_t(i) \, dl \quad \text{s.t.} \quad Y_t = \left( \int_0^1 (Y_t(i))^{q_{p,t} - 1} \frac{q_{p,t}}{q_{p,t} - 1} \, dl \right)^{q_{p,t} - 1} \]

The FOCs give the optimal demand for intermediate goods input, which depends negatively on their relative price:

\[ Y_t(i) = \left( \frac{P_t^d(i)}{P_t^d} \right)^{-q_{p,t}} Y_t \]  

Equations 3.50 and 3.51 imply the following relationship between the price of the final good and the price of the intermediate good:

\[ P_t^d = \left( \int_0^1 (P_t^d(i))^{1-q_{p,t}} \, dl \right)^{1-q_{p,t}} \]

As in the hybrid wage setting of sub-section 3.2, we assume that the final goods are made up of a fixed fraction \( \omega^p \) of intermediate goods \( Y_t(i) \) sold in imperfectly
competitive markets, and a fraction of \((1 - \omega^P)\) of \(Y_t(i)\) sold in perfectly competitive markets. Thus, the hybrid final domestic goods are:

\[
Y_t^{hybrid} = \omega^P \left( \int_0^1 (Y_t(i)) \frac{\epsilon_{p,t} - 1}{\epsilon_{p,t}} \right) \frac{\epsilon_{p,t} - 1}{\epsilon_{p,t}} + (1 - \omega^P) \int_0^1 (Y_t(i))^{NC} \, di
\]  

(3.53)

The hybrid domestic price-setting is:

\[
(P_t^{d})^{hybrid} = \omega^P (P_t^{d})^{NK} + (1 - \omega^P) (P_t^{d})^{NC}
\]

where \((P_t^{d})^{NK}\) is the aggregate home price in imperfectly competitive markets and set by intermediate goods producers according to the Calvo price setting rule; \((P_t^{d})^{NC}\) is the home price in competitive markets, which is equal to the marginal cost.

Thus, the **hybrid home-inflation** is given by:

\[
(\pi_t^{h})^{hybrid} = \omega^P (\pi_t^{h})^{NK} + (1 - \omega^P) (\pi_t^{h})^{NC}
\]

(3.55)

Where \((\pi_t^{h})^{NK}\) is home inflation in imperfectly competitive markets and \((\pi_t^{h})^{NC}\) is home inflation in competitive markets.

### 3.4 Intermediate Goods Producers and Commercial Banks

Following Le et al. (2016), we integrate the BGG financial friction into the SW07 model. Entrepreneurs act as intermediate goods producers; they still produce intermediate goods but now buy capital from capital producers instead of rent from households. To purchase capital, they have to borrow from commercial banks, which absorb households’ savings at the deposit rate \(R_t\) and lend these savings to intermediate goods producers at the commercial lending rate \(C_{t+1}\). As in the BGG model, the demand side of the credit (entrepreneurs) faces financial friction. Following Le et al. (2011), entrepreneurs are assumed to supply intermediate goods at prices set partly in imperfectly competitive markets and partly in perfectly competitive markets; similarly, they hire labour at wages determined in a mixture of perfectly and imperfectly competitive labour markets.

The activities of intermediate goods producers determine 1) the production of intermediate goods, 2) the Calvo price setting, 3) loan contracts, 4) entrepreneurial net worth, and 5) the level of capital utilisation.
3.4.1 Production of Intermediate Goods

A representative entrepreneur employs labour and purchases installed capital inputs to produce intermediate goods using constant returns to scale production technology. It follows the Cobb-Douglas technology:

\[ Y_t(i) = \varepsilon_t^a K_t^s(i)^a (\gamma^t L_t(i))^{1-a} - \gamma^t \phi \]  

(3.56)

where \( i \) is the intermediate goods sector index, \( K_t^s \) and \( L_t \) are effective capital inputs and aggregate labour inputs, respectively. \( \alpha \) is the share of capital in the production. \( \phi \) is one plus the fixed costs in production. \( \gamma^t \) is the labour-augmenting deterministic growth rate in the economy. \( \varepsilon_t^a \) is total factor productivity, which is assumed to be non-stationary and follows an ARIMA \((1,1,0)\) process, \( \ln \varepsilon_t^a = \ln \varepsilon_{t-1}^a + \rho \ln \varepsilon_t^a - \ln \varepsilon_{t-1}^a + \eta_t^a \).

The entrepreneur’s profit function is given by:

\[ \pi_t(i) = P_t^d(i) Y_t(i) - W_t L_t(i) - R_t^k K_t^s(i) \]  

(3.57)

where \( P_t^d(i) \) is the intermediate output price. \( P_t^d(i) Y_t(i) \) is the revenue of the firm from selling intermediate goods. \( R_t^k K_t^s(i) \) is cost of capital. \( W_t \) is the nominal cost of labour.

The entrepreneur chooses the amount of effective capital input \( K_t^s \) and labour input \( L_t(i) \) to maximise his profits:

\[
\max_{L_t(i),K_t^s(i)} P_t^d(i) Y_t(i) - W_t L_t(i) - R_t^k K_t^s(i) \\
\text{s.t.} \ Y_t(i) = \varepsilon_t^a K_t^s(i)^a [\gamma^t L_t(i)]^{1-a} - \gamma^t \phi R_t^k
\]

First order conditions yield:

\[
\partial K_t^s(i) : \ \Theta_t^i \gamma^{(1-\alpha)t} \alpha \varepsilon_t^a \left( \frac{L_t(i)}{K_t^s} \right)^{1-\alpha} = R_t^k \\
\partial L_t(i) : \ \Theta_t^i \gamma^{(1-\alpha)t} (1-\alpha) \varepsilon_t^a \left( \frac{L_t(i)}{K_t^s} \right)^{-\alpha} = W_t
\]  

(3.58)  

(3.59)

where \( \Theta_t^i \) is the Lagrange multiplier associated with the production function. By rearranging equation 3.59, we obtain the nominal marginal cost (\( MC_t \)) and the real marginal cost deflated by home price (\( MC_t \)) as:

\[
MC_t = \frac{(R_t^k)^{\alpha} (W_t)^{1-\alpha}}{\varepsilon_t^a (1-\alpha) \alpha e_t^a}
\]  

(3.60)
Thus households where optimisation future choose an optimal $H$ their optimisation Calvo (1983) Each of the domestic entrepreneurs 3.4.2

Combining equation 3.58 and equation 3.59 gives the nominal capital-labour ratio ($K^s_t$) and the real capital-labour ratio deflated by home price ($k^s_t$) are:

$$K^s_t = \frac{\alpha}{1-\alpha} \frac{W_t}{R^t_t L_t}$$

(3.62)

$$k^s_t = \frac{\alpha}{1-\alpha} \frac{W_t}{R^t_t P^d_t L_t}$$

(3.63)

where $\frac{W_t}{P^d_t}$ is the real producer wage.

3.4.2 Calvo Price Setting

Calvo Price Setting

Each of the domestic entrepreneur is subject to nominal price rigidities according to Calvo (1983). In each period, only a fraction $(1 - \xi_p) \in [0,1]$ of entrepreneurs can re-optimise their prices, while the remainder cannot re-optimise their prices and thus set their prices following the partial indexation rule $P^d_t(i) = \left(\pi^h_{t-1}\right)^{1-l} p^d_{t-1}(i)$, where $l_p$ is the partial price indexation coefficient. For those who can re-optimise, they choose an optimal price $[P^d_t(i)]^*$ that maximises the present value of their expected future total profits. Thus, the price set by the entrepreneur $i$ in period $t$ is:

$$P^d_t(i) = \begin{cases} [P^d_t(i)]^* & \text{with prob } (1 - \xi_p) \\ \left(\pi^h_{t-1}\right)^{1-l} p^d_{t-1}(i) & \text{with prob } \xi_p \end{cases}$$

(3.64)

For those who are allowed to re-optimise their prices, they have the following optimisation problem:

$$E_t \sum_{s=0}^{\infty} (\beta \xi_p)^s \lambda_{t+s} \frac{\lambda_{t+s}}{P^d_{t+s}(i)} Y_{t+s}(i) Y_{t+s} - MC_{t+s} Y_{t+s}(i)$$

s.t to the demand for intermediate goods equation

$$Y_{t+s}(i) = \left(\frac{p^d_{t+s}(i)}{P^d_{t+s}}\right)^{-q_{p,t}} Y_{t+s}$$

(3.66)

where $\lambda_{t+s}$ is the Lagrange multiplier associated with the budget constraint for households, $\frac{\beta \lambda_{t+s} P^d_t}{\lambda_{t+s} P^d_t}$ is the nominal discount factor for the entrepreneurs.

Thus, the aggregate domestic price evolves according to:
\[ P_t^d = \left[ \xi_p \left( (\pi_t^h)^{1-p} \pi_t^{d-1} P_t^{d-1} (i) \right) \right]^{1-\rho_p} + (1 - \xi_p) \left( [P_t^d (i)]^\rho \right) \frac{1}{1-\rho_p} \] (3.67)

\[ P_t^d = (P_t^d)^{NK} \] (3.68)

This \( P_t^d \) is the aggregate home price in the imperfectly competitive market. When prices are fully flexible, the firms will set the price of the goods they produce equal to the marginal cost, thus

\[ (P_t^d)^{NC} = MC_t \] (3.69)

**Hybrid Price Equation Setting**

As discussed in the hybrid wage equation setting, we use a hybrid model, which is a combination of imperfectly competitive and perfectly competitive markets. The hybrid model assumes that a fraction of goods markets set prices flexibly, while the rest has sticky prices. We assume that the share of imperfect competition can be different between the labour and goods markets. Thus, in the goods market, we assume that final goods are made up of a fixed fraction \( \omega_p \) of intermediate goods \( Y_t (i) \) from the imperfectly competitive market and a fraction of \( 1 - \omega_p \) of \( Y_t (i) \) from the perfectly competitive market.

The aggregate domestic price of the hybrid model is then assumed to be a weighted average of the corresponding NK and NC equations:

\[ (P_t^d)^{hybrid} = \omega_p (P_t^d)^{NK} + (1 - \omega_p) (P_t^d)^{NC} \] (3.70)

where \((P_t^d)^{NK}\) is the aggregate domestic price in the imperfectly competitive market (equation 3.68) which is set according to the Calvo price setting rule. \((P_t^d)^{NC}\) is the domestic price in the competitive market, which is equal to the marginal cost (equation \((P_t^d)^{NC} = MC_t\)).

**3.4.3 Financial Friction and the Role of QE**

In this section, the model incorporates the bank sector of the BGG model. Moreover, two assumptions are introduced to BGG: first, banks require entrepreneurs to provide a certain amount of collateral, \( c \), as part of their net worth; second, the cost of recovering this collateral is a percentage \( \delta \) of its initial value. The idea of using cash as cheap collateral is then included to inject the QE element.
The Financial Friction of the BGG Model

In the BGG model, at time \( t \), entrepreneurs purchase newly installed capital \( K_{t+1} \) from capital producers at price \( p_t^k \) to be used in production in period \( t+1 \). At time \( t+1 \), entrepreneurs obtain revenue from the marginal product of capital \( R_{t+1}^k \), and gain from selling undepreciated capital \( (1 - \delta) \) to capital producers at price \( p_{t+1}^k \). In equilibrium, the capital arbitrage condition implies:

\[
E_t(CY_{t+1}) = E_t \left[ \frac{R_{t+1}^k (1-\delta) p_{t+1}^k}{p_t^k} \right]
\]

(3.71)

Where \( CY_{t+1} \) is the expected marginal rate of real return on capital, which is equal to the expected cost of external funds in equilibrium.

In order to finance capital expenditure, entrepreneurs need external loans to supplement their net worth as a source of funding, and they borrow external funding from banks in the form of bank loans which are repaid at time \( t+1 \). Thus, entrepreneurs finance their capital purchases with internal funds and external loans from commercial banks. The contract between the borrower (entrepreneur) and lender (bank) follows a ‘Costly State Verification’ framework.

We briefly review the three main parts of the BGG model here, and then we will extend the BGG to include collateral and money. A description of the BGG set-up is provided in appendix A.

1) A bankruptcy threshold at which firms will choose to default

\[
\bar{\omega}(1 + CY_{t+1})K_{t+1}p_t^k = Z_{t+1}Borr_{t+1} = Z_{t+1}(K_{t+1}p_t^k - NW_{t+1})
\]

(3.72)

where \( CY_{t+1} \) is the expected marginal rate of return on capital. \( K_{t+1}p_t^k \) is the value of capital. \( Borr_{t+1} \) is the amount of external borrowing. \( NW_{t+1} \) is the entrepreneur’s net worth. \( Z_{t+1} \) is the gross non-default loan rate. \( \bar{\omega} \) is the threshold value of the idiosyncratic shock, at which the entrepreneur is indifferent between default and non-default. As described in equation 3.72, the entrepreneur’s gross return at time \( t+1 \) is equal to the loan payment when \( \omega \) is at its threshold value \( \bar{\omega} \).

2) Bank’s zero profit condition
\[ [1 - F(\bar{\omega})]Z_{t+1}Borr_{t+1} + (1 - \mu) \int_0^{\bar{\omega}} \omega (1 + CY_{t+1})K_{t+1}P_t^k dF(\omega) = (1 + R_{t+1}^{real})Borr_{t+1} \\
= (1 + R_{t+1}^{real})(K_{t+1}P_t^k - NW_{t+1}) \] (3.73)

where \( F(\bar{\omega}) \) is the probability of default, and \( \mu \) is the auditing cost. \( R_{t+1}^{real} \) is the real risk-free rate. The left-hand side of equation 3.73 is the aggregate expected return on the loan to the entrepreneur, which is the sum of return obtained in the case of non-default (the first term on the left-hand side) and the return gained in the event of default (the second term). The right-hand side is the bank’s real opportunity cost.

3) The optimal contracting problem; entrepreneur’s maximisation of expected return subject to 1) and 2)

\[
Lev_t = \frac{K_{t+1}P_t^k}{NW_{t+1}} = v(PM_t) = v \left( \frac{1+CY_{t+1}}{1+R_{t+1}^{real}} \right) \] (3.74)

Where \( PM_t = \frac{1+CY_{t+1}}{1+R_{t+1}^{real}} \) is defined as external finance premium and \( Lev_t = \frac{K_{t+1}P_t^k}{NW_{t+1}} \) is defined as the leverage ratio. In addition, according to Le et al. (2013), the external finance premium is also affected by an exogenous premium shock \( \xi_t^{prem} \), which can be thought of as shocks to the credit supply, such as changes in the efficiency of the financial intermediation process. The log-linearised form of the external finance premium consistent with Le et al. is:

\[
pm_t = E_tCY_{t+1} - r_t^{real} = \chi(qq_t + k_t - n_t) + e_t^{prem} \] (3.75)

\[
pm_t = E_tCY_{t+1} - (r_t - E_t\pi_{t+1}) = \chi(qq_t + k_t - n_t) + e_t^{prem} \] (3.76)

**Modifications to the BGG model to allow for the effects of QE**

In the years following the GFC, there have been a few significant advances in the monetary domain. Firstly, central banks’ near-zero lending rates to banks drove the ZLB issue. Secondly, conventional monetary policy was ineffective in boosting the economy in the wake of the GFC; as a response, the BoE introduced an unconventional method (QE) in 2009. Aggressive QE aimed at injecting liquidity into the banking system and stimulating extra credit creation. Therefore, this model is extended to accommodate the facts of our sample period by allowing for the presence of QE and ZLB. To inject QE element, the idea of using cash as the cheapest collateral...
is included. We discuss the introduction of QE in this section, with the ZLB problem being discussed in sub-section 3.6 (monetary and fiscal policies).

Introduction of QE

In the BGG model, entrepreneurs do not provide collateral. In reality, it is common for banks to require a certain amount of collateral from the firms they lend to. We therefore follow Le et al. (2016) and extend the BGG model by assuming that banks require entrepreneurs to provide a certain amount of collateral, $c$, as part of their net worth. Moreover, the cost of recovering this collateral is a percentage $\delta$ of its initial value, where $\delta$ corresponds to the depreciation rate in the SW07 model. Thus, the bank sector of the BGG model is modified according to these two assumptions.

Recall the original bankruptcy threshold (equation 3.72):

$$\tilde{\omega}(1 + CY_{t+1})K_{t+1}P_t^k = Z_{t+1}Borr_{t+1} = Z_{t+1}(K_{t+1}P_t^k - NW_{t+1})$$

With the introduction of collateral, the entrepreneur’s total capital purchase value becomes $K_{t+1}P_t^k + cNW_{t+1}$, and the external borrowing becomes $K_{t+1}P_t^k + cNW_{t+1} - NW_{t+1}$. Thus, in the presence of collateral, the bankruptcy threshold becomes:

$$\tilde{\omega}(1 + CY_{t+1})K_{t+1}P_t^k + cNW_{t+1} = Z_{t+1}Borr_{t+1} = Z_{t+1}(K_{t+1}P_t^k + cNW_{t+1} - NW_{t+1})$$

Equation 3.77 shows that at threshold $\tilde{\omega}$, the entrepreneur’s gross return at time $t+1$ plus the value of the collateral equals to the total loan payment.

We combine this new bankruptcy threshold equation with the leverage ratio $Lev_t = \frac{K_{t+1}P_t^k}{NW_{t+1}}$ to solve for the non-default loan rate:

$$Z_t = \frac{\tilde{\omega}(1 + CY_{t+1})Lev_t + c}{Lev_t - 1 + c}$$

(3.78)

Recall the original bank’s zero profit condition (equation 3.73):

$$[1 - F(\tilde{\omega})]Z_{t+1}Borr_{t+1} + (1 - \mu)\int_0^{\tilde{\omega}} \omega(1 + CY_{t+1})K_{t+1}P_t^k dF(\omega) = (1 + R_{t+1}^{\text{eq}})Borr_{t+1}$$

we denote $f(\omega)$ as the probability density function of $\omega$, hence $f(\omega)d\omega = dF(\omega)$; the probability of non-default is $[1 - F(\tilde{\omega})] = \int_\tilde{\omega}^{\infty} f(\omega)d\omega$. We also denote $G(\tilde{\omega}) = $
\[ \int_0^{\bar{\omega}} \omega f(\omega) d\omega, \] which is the bank’s share of profits if the entrepreneur defaults. The bank’s expected gross share of profits is \( \Gamma(\bar{\omega}) = \int_0^{\bar{\omega}} \omega f(\omega) d\omega + \bar{\omega} \int_0^{\infty} f(\omega) d\omega, \) which can be rewritten as

\[ \Gamma(\bar{\omega}) = G(\bar{\omega}) + \bar{\omega}[1 - F(\bar{\omega})] \tag{3.79} \]

Substituting \( G(\bar{\omega}) = \int_0^{\bar{\omega}} \omega f(\omega) d\omega \) and \( f(\omega) d\omega = dF(\omega) \) into equation 3.73 gives:

\[ [1 - F(\bar{\omega})]Z_{t+1}Borr_{t+1} + [(1 - \mu)G(\bar{\omega})(1 + CY_{t+1})K_{t+1}P_t^k] = (1 + R_{t+1}^{real})Borr_{t+1} \tag{3.80} \]

With the introduction of collateral, the bank’s zero profit condition becomes:

\[ [1 - F(\bar{\omega})]Z_{t+1}Borr_{t+1} + [(1 - \mu)G(\bar{\omega})(1 + CY_{t+1})K_{t+1}P_t^k + cNW_{t+1}F(\bar{\omega})(1 - \delta)] = (1 + R_{t+1}^{real})Borr_{t+1} \tag{3.81} \]

where \( cNW_{t+1}F(\bar{\omega})(1 - \delta) \) is the recovery of collateral minus its liquidation cost \( \delta \) in the event of default. The left-hand side of the equation is the aggregate expected return on the loan to the entrepreneur, which is the sum of the return received in the case of non-default (the first term) and the return in the case of default (the second term). The right-hand side is the bank’s real opportunity cost.

Substituting equation 3.77 into equation 3.81 gives:

\[ [1 - F(\bar{\omega})]\bar{\omega}(1 + CY_{t+1})K_{t+1}P_t^k + [(1 - \mu)G(\bar{\omega})(1 + CY_{t+1})K_{t+1}P_t^k + cNW_{t+1}(1 - \delta F(\bar{\omega}))] = (1 + R_{t+1}^{real})(K_{t+1}P_t^k - NW_{t+1} + cNW_{t+1}) \tag{3.82} \]

Substituting equation 3.79 into equation 3.82 and divide both sides by \( NW_{t+1} \) gives:

\[ [\Gamma(\bar{\omega}) - \mu G(\bar{\omega})](1 + CY_{t+1})Lev_t = (1 + R_{t+1}^{real})(Lev_t - 1) + c[R_{t+1}^{real} + \delta F(\bar{\omega})] \]

\[ Lev_t = \frac{(1 + R_{t+1}^{real}) - c[R_{t+1}^{real} + \delta F(\bar{\omega})]}{(1 + R_{t+1}^{real} - \theta(\bar{\omega})(1 + CY_{t+1}))} \tag{3.83} \]

where \( \theta(\bar{\omega}) = \Gamma(\bar{\omega}) - \mu G(\bar{\omega}) \) is the bank’s net share of profits. Equation 3.83 is the banks’ leverage offer curve, which defines \( Lev_t \) in terms of \( \bar{\omega} \). It has an upward slope and is convex in \( (1 - \Gamma(\bar{\omega})) \) space, see Figure 3-1.
Figure 3-1: The Optimal Contract for \((\bar{\omega}^*, L^*)\)

With the collateral present, the entrepreneur’s expected return, relative to the cost of funds, is:

\[
\int_{\bar{\omega}}^{\infty} \left( \frac{\omega(1 + CY_{t+1})K_{t+1}P_t^k + cNW_{t+1} - Z_{t+1}(K_{t+1}P_t^k - NW_{t+1} + cNW_{t+1}))dF(\omega)}{NW_{t+1}(1 + R_{t+1}^{real})} \right) 
\]

We are only interested in the return in the non-default case as the entrepreneur’s return is zero in the event of default. The numerator of equation 3.84 is the overall return in the non-default case, which is equal to the return on capital 
\(\omega(1 + CY_{t+1})K_{t+1}P_t^k\) plus the value of collateral \(cNW_{t+1}\) minus the debt payment 
\(Z_{t+1}(K_{t+1}P_t^k - NW_{t+1} + cNW_{t+1})\); the denominator is the cost of funds. Equation 3.84 can be simplified as:

\[
\frac{1 + CY_{t+1}}{1 + R_{t+1}^{real}} Lev_t[1 - \Gamma(\bar{\omega})] 
\]

From equation 3.85 we know that the entrepreneur’s expected return is unaffected by the introduction of collateral because the term \(cNW_{t+1}\) is cancelled out.

The optimal contracting problem is to maximise the entrepreneur’s expected return (equation 3.85) subject to the bank’s leverage offer curve (equation 3.83) with respect to \((\bar{\omega}, Lev)\). Solving this problem gives the entrepreneur’s optimal choice of \(\bar{\omega}\) as the solution of:

\[
[(1 + R_{t+1}^{real}) - c(R_{t+1}^{real} + \delta F(\bar{\omega}))][1 + R_{t+1}^{real} - \Omega'(1 + CY_{t+1})] = \left[ \frac{c\delta F'(\bar{\omega})[1 - \Gamma(\bar{\omega})]}{\Gamma'(\bar{\omega})} \right] [1 + R_{t+1}^{real} - \Theta(\bar{\omega})(1 + CY_{t+1})] 
\]
where \( \Omega' = \frac{\Theta'(\bar{\omega})}{\Gamma'(\bar{\omega})} + \left[ 1 - \frac{\Theta'(\bar{\omega})}{\Gamma'(\bar{\omega})} \right] \Theta(\bar{\omega}) \approx 1 \). We re-express the entrepreneur’s optimal choice (equation 3.86) in terms of the bank’s leverage as:

\[
Lev_t \left[ 1 + \bar{R}C_{t+1}^\text{eq} - \Omega' (1 + CY_{t+1}) \right] = \frac{c_\delta F'([1-\Gamma(\bar{\omega})])}{\Gamma'(\bar{\omega})}
\] (3.87)

We now have two equations in \((\bar{\omega}, L)\) space, from the entrepreneurs’ optimum (equation 3.87) and the banks’ leverage offer (equation 3.83). We take the total differential of this two-equation system in \(dLev, d\bar{\omega}, d\delta\) and \(dCY\), and analyse the comparative static properties of changes around the equilibrium. We will evaluate the derivatives at the equilibrium for \(\delta = 0\) as the heavily monetised collateral with \(\delta\) close to zero in the setup. \(\ln Lev = k_t - \eta \omega_t\) is determined and \(\delta\) is determined by the provision of M0 as a substitute for illiquid collateral. Hence, \(Lev\) and \(\delta\) are treated as exogenous to this BGG banking sector which then solves for \(\bar{\omega}\) and \(CY\). These two elements (\(\bar{\omega}\) and \(CY\)) are internal to the banking sector and unobservable in the public domain.

The total differential for equation 3.87 yields:

\[
[1 + \bar{R}C_{t+1}^\text{eq} - \Omega' (1 + CY_{t+1})]dLev_t + Lev_t (-\Omega')dCY = (\text{derivative} = 0)\bar{\omega} + \left[ -\frac{c_\delta F'(\bar{\omega})[1-\Gamma(\bar{\omega})]}{\Gamma'(\bar{\omega})} \right]d\delta
\] (3.88)

The total differential for equation 3.83 (the banks’ leverage offer curve) yields:

\[
dLev = Lev_t \left[ \frac{\Theta'(\bar{\omega})(1+CY_{t+1})}{(1+R_{t+1}^\text{eq})-\Theta(\bar{\omega})(1+CY_{t+1})} \right] d\bar{\omega} + Lev_t \left[ \frac{\Theta(\bar{\omega})}{(1+R_{t+1}^\text{eq})-\Theta(\bar{\omega})(1+CY_{t+1})} \right] dCY +
Lev_t \left[ \frac{-c_\delta F(\bar{\omega})}{(1+R_{t+1}^\text{eq})-\Theta(\bar{\omega})(1+CY_{t+1})} \right] d\delta
\] (3.89)

We are interested in the effect of \(\delta\) on the equilibrium values of \(\bar{\omega}, CY\) and \(Z\) \((\frac{dCY}{d\delta}, \frac{d\bar{\omega}}{d\delta} \text{ and } \frac{dZ}{d\delta})\).

From equation 3.88 we have:

\[
\frac{dCY}{d\delta} = \frac{c_\delta F'(\bar{\omega})[1-\Gamma(\bar{\omega})]}{Lev_t \Omega' [1-F(\bar{\omega})]} > 0
\] (3.90)

From equation 3.89 we have:
\[
\frac{d\omega}{d\delta} = \frac{cF(\omega)}{Lev_t\theta'(1+CY_{t+1})} \left[ 1 - \frac{F'(\omega) \theta(\omega) [1-\Gamma(\omega)]}{F(\omega) \Omega'(1-F(\omega))} \right] > 0 \tag{3.91}
\]

where \( \left[ 1 - \frac{F'(\omega) \theta(\omega) [1-\Gamma(\omega)]}{F(\omega) \Omega'(1-F(\omega))} \right] \) is positive, see the appendix of Le et al. (2016).

Finally, we have:
\[
\frac{dZ}{d\delta} = \frac{Lev_t}{Lev_{t-1}+c} \left[ F(\omega) \left( 1 - \frac{F'(\omega) \theta(\omega) [1-\Gamma(\omega)]}{F(\omega) \Omega'(1-F(\omega))} \right) + \frac{\omega F'(\omega) [1-\Gamma(\omega)]}{\Omega'(1-F(\omega))} \right] > 0 \tag{3.92}
\]
on the assumption that \( \frac{d\omega}{d\delta} > 0 \).

So far, we have verified that \( \frac{d\omega}{d\delta} > 0, \frac{dZ}{d\delta} > 0 \) and \( \frac{dCY}{d\delta} > 0 \).

Now, we introduce the idea of using cash as cheap collateral for loans as it is completely liquid and riskless. Entrepreneurs hold cash as collateral, and this can be recovered directly, with no verification costs and no loss of value. Thus, it eliminates the cost \( \delta \) and then in turn lowers credit spreads. We assume that the central bank issues cash M0 to households through QE in exchange for the bonds they hold; households have no use for M0 and will deposit all M0 with commercial banks, which then lend M0 to the entrepreneurs to hold as collateral, see Figure 3-2.

The model captures the effect of M0 on the credit premium via its effect on the cost of liquidating collateral \( \delta \):
\[
\text{prem}_t = E_t \varsigma y_{t+1} - (r_t - E_t \pi_{t+1}^{cpi}) = \chi(qq_t + k_t - n_t) - \phi m_0^t + \epsilon_t^{prem} \tag{3.93}
\]
Where \( \phi \) is the elasticity of the premium to M0 through its collateral role. Equation 3.93 shows that monetary policy can affect the risk premium on bank lending to entrepreneurs by varying the supply of M0. According to Le et al. (2016), the injection of M0 eliminates the liquidation cost of collateral; therefore an increase in the supply of M0 will be reflected in a lower credit premium, which will translate into a lower commercial lending rate.

Figure 3-2: The Introduction of QE
3.4.4 Net Worth
We assume that the probability of an entrepreneur surviving to the next period is $\theta$, implying an expected lifetime of $\frac{1}{1-\theta}$. This assumption is designed to capture the phenomena of continual births and deaths of firms and to prevent entrepreneurs from accumulating sufficient wealth to fully fund new capital. Hence, they will need to borrow to finance their targeted investment expenditures in excess of net worth. Each entrepreneur also has a constant probability $(1-\theta)$ of dying from the market in the current period, and if an entrepreneur goes bankrupt, that entrepreneur will consume his remaining resources.

The evolution of an entrepreneur’s net worth is defined as:

$$NW_{t+1} = \theta V_t$$

(3.94)

where $V_t$ represents the value of the entrepreneur’s equity.

The net worth of surviving entrepreneurs evolves according to:

$$NW_{t+1} = \varepsilon_t^{nw} \theta [CY_t P_{t-1}^k K_t - E_{t-1} CY_t (P_{t-1}^k K_t - NW_t)]$$

(3.95)

where $\varepsilon_t^{nw}$ is a shock to the value of the entrepreneur’s equity, which follows an AR(1) process: $\ln \varepsilon_t^{nw} = \rho_{nw} \ln \varepsilon_{t-1}^{nw} + \eta_t^{nw}$. $CY_t$ is the ex-post real return on capital held at time $t$. $E_{t-1} CY_t$ is the ex-post cost of borrowing. Equation 3.95 states that the net worth of surviving entrepreneur is equal to the ex-post real return on capital investment minus the cost of borrowing in period $t-1$.

Entrepreneurs who die from the economy in period $t$ consume their remaining resources. The bankrupt entrepreneurs’ consumption is:

$$C_t^e = (1-\theta)NW_t$$

(3.96)

3.4.5 Level of Capital Utilisation
Intermediate goods producers purchase capital from capital producers and then choose an optimal level of capital utilisation $Z_t$. The amount of effective capital that capital producers can sell to intermediate goods producers is:
Thus, the income from buying capital services is \( R_t^k Z_t(i) K_{t-1}(i) \), and the cost of changing capital utilisation is \( \psi(Z_t) K_{t-1}(h) \), where \( \psi(Z_t) \) is the adjustment cost of capital utilisation.

The optimal capital utilisation is determined by the following maximisation problem:

\[
\max_{Z_t} \sum_{s=0}^{\infty} \beta^s \lambda_{t+s} [R_t^k Z_t(i) K_{t-1}(i) - \psi(Z_t) K_{t-1}(i)]
\]

s.t.

\[
K_t(h) = (1 - \delta) K_{t-1}(h) + \varepsilon_t^i \left[ 1 - S(\frac{K_t}{S(\gamma)}) \right] I_t(h)
\]

The FOC determines the optimal capital utilisation:

\[
\partial Z_t^*: \quad R_t^k = \psi'(Z_t)
\]

### 3.5 Capital Producers

At the end of each period, capital producers buy existing capital \((1 - \delta) K_{t-1}\) from intermediate goods producers and combine it with investment \(I_t\) to produce new capital \(K_t\), which they then sell to intermediated goods producers at price \(R_{t+s}^k\) in a perfectly competitive market. The capital accumulation equation is:

\[
K_t = (1 - \delta) K_{t-1} + \varepsilon_t^i \left[ 1 - S(\frac{K_t}{S(\gamma)}) \right] I_t
\]

where \(I_t\) is investment. \(\delta \in (0,1)\) is the depreciation rate. \(S(\cdot)\) is the investment adjustment cost function as in SW07, with \(S(1) = S'(1) = 0, S''(1) > 0\). \(\varepsilon_t^i\) is the investment-specific shock, following an AR (1) process.

\[
\ln \varepsilon_t^i = \rho \ln \varepsilon_{t-1}^i + \eta_t, \quad \eta_t \sim N(0, \sigma_i)
\]

The capital producer’s problem is to choose the level of investment that maximises its expected discounted profit, i.e. the difference between the revenue from selling newly produced capital and the cost.

\[
\max_{I_t} \mathbb{E}_t \sum_{t=0}^{\infty} \beta^t \lambda_t [R_t^k (K_t - (1 - \delta) K_{t-1}) - I_t]
\]

s.t. \(K_t = (1 - \delta) K_{t-1} + \varepsilon_t^i \left[ 1 - S(\frac{K_t}{S(\gamma)}) \right] I_t\)

The FOC with respect to \(I_{t+s}\) implies the optimal demand for investment:
\[ \partial l_t(h) = P_t \varepsilon_t [1 - S(\frac{h}{l_{t-1}}) - \frac{l_t}{l_{t-1}} S'(\frac{l_t}{l_{t-1}})] - \beta \frac{h_t+1}{l_t} P_{t+1} \varepsilon_{t+1} \frac{l_{t+1}}{l_t} S'(\frac{l_{t+1}}{l_t}) \] (3.104)

### 3.6 Monetary and Fiscal Policies

This section discusses monetary and fiscal policies. Following Le et al. (2016), we present monetary policy separately in normal and crisis regimes as monetary policy tools differ in crisis and non-crisis times. We also introduce ZLB into the model in this section.

#### Monetary Policy

Central banks conduct monetary policy to affect the amount of money in the economy and the borrowing costs. The BoE utilises two primary instruments for monetary policy. The first is the conventional monetary policy tool, where the BoE sets the bank rate, which is the interest rate at which banks borrow money from them. Secondly, The BoE implements the unconventional policy, QE; through QE, they buy bonds to lower the interest rates on savings and loans.

In this model, we discuss the UK’s monetary policy under two scenarios: the normal regime and crisis regime. The monetary policy in the crisis regime incorporates new developments since the onset of the recent GFC: the ZLB constraint and the implementation of QE.

**Under a normal regime** (where quarterly \( r_t > 0.025\% \)), the BoE conducts conventional monetary policy according to the Taylor Rule, which sets out how the central bank adjusts short nominal interest rates in response to developments in CPI inflation and output. The log-linearised form of the Taylor Rule is:

\[ r_t = \rho r_{t-1} + (1 - \rho)(\tau_p \pi_t^{ CPI} + \tau_y y_t) + r_{\Delta y}(y_t - y_{t-1}) + \varepsilon_t \] (3.105)

where \( \rho \) reflects the degree of interest rate smoothing. \( \tau_p, \tau_y \) and \( r_{\Delta y} \) measure the response to inflation, output and output gap, respectively.

In the normal regime, we assume that the supply of M0 is set to accommodate broad money M2, which is determined by the entrepreneur’s balance sheet. Specifically, M2 is equal to M0 plus deposits from households \( M2 = \text{deposits} + M0 \); deposits from households are equal to the number of loans lent to entrepreneurs.
(deposits = borrowing), and equal to total capital expenditure minus net worth (deposits = borrowing = capital expenditure – net worth). Thus, we have \( M_2 = \) capital expenditure – net worth + M0. The log-linearised equations for M0 and M2 are (see Le et al., 2016; Lyu et al., 2023):

\[
\Delta m_t^0 = \vartheta_1(m_t^2 - m_{t-1}^2) + e_t^{m0,\text{nocrisis}} \tag{3.106}
\]

\[
m_t^2 = (1 + v - \mu)k_t + \mu m_t^0 - vn_t \tag{3.107}
\]

where \( v = \frac{\text{NW}}{M_2} \) and \( \mu = \frac{M_0}{M_2} \) are the steady-state ratio of net worth to M2 and the steady-state ratio of M0 to M2 respectively, and \( \vartheta_1 \) is the elasticity of M0 to M2.

The monetary policy framework under the normal regime is summarised as follows:

\[
\begin{aligned}
M_0: & \quad m_t^0 = m_{t-1}^0 + \vartheta_1(m_t^2 - m_{t-1}^2) + e_t^{m0,\text{nocrisis}} \\
\text{r:} & \quad r_t = \rho r_{t-1} + (1 - \rho)(r_p \pi_t^{\text{cpi}} + r_y y_t) + r_\delta(y_t - y_{t-1}) + e_t^r \\
M_2: & \quad m_t^2 = (1 + v - \mu)k_t + \mu m_t^0 - vn_t, \quad v = \frac{\text{NW}}{M_2}, \mu = \frac{M_0}{M_2}
\end{aligned}
\]

**In the crisis regime** (where quarterly \( r_t \leq 0.025\% \)), in response to the crisis, the BoE cuts the bank rate as low as they could go. However, the nominal interest rate is effectively bounded by zero or close to zero. Thus, when the bank rate is at or below the bound level \( (r_t \leq 0.025\%) \), the conventional tool reaches its limit; we then suspend the Taylor Rule and replace it with an exogenous low bound \( (r_t = 0.025\%) \). Then the BoE turns to unconventional monetary policy, and M0 becomes the primary tool to target the credit market with the aim of reducing the premium on given leverage and boosting credit supply. It is worth noting that the model keeps inflation determinacy as interest rate shocks cannot last indefinitely, and Taylor Rule will be operative again if the model moves away from the lower bound at some point.

When ZLB constraint binds, M0 (i.e. QE) targets the credit premium around its steady state in an attempt to restore credit condition back to normal through providing cheap collateral. The M0 supply equation for interest rates at or below the zero bound (crisis regime) is:

\[
m_t^0 = m_{t-1}^0 + \vartheta_2(\text{prem}_t - \text{prem}^*) + e_t^{m0,\text{crisis}} \tag{3.108}
\]
where $\vartheta_2$ is the elasticity of M0 with respect to premium, and $\text{prem}^*$ is the steady-state credit premium. The mechanism works as follows: the more significant the credit spread, the more effort is required to stabilise the credit premium through M0 injection.

The monetary policy under the crisis regime is summarised as (see Le et al., 2016; Lyu et al., 2023):

$$\text{For } r_t \leq 0.025\% \text{ (crisis)} \{ \begin{align*}
M0: & \quad m_0^t = m_0^{t-1} + \vartheta_2 (\text{prem}_t - \text{prem}^*) + e_t^{m0,\text{crisis}} \\
\text{r:} & \quad r = 0.025\%
\end{align*} \}$$

**Fiscal Policy**

The government finances public expenditure by raising lump-sum taxes and through borrowing from domestic households. Bonds issued in period $t-1$, $\frac{B_{t-1}}{R_{t-1}}$, repay $B_{t-1}$ at time $t$. The government budget constraint takes the form of:

$$P_t G_t + B_{t-1} = T_t + \frac{B_t}{R_t}$$

(3.109)

where $T_t$ represents the nominal lump-sum tax (or subsidy) that is also included in the household’s budget constraint. $G$ is government spending and is determined exogenously as a time-varying component relative to the steady-state output path:

$$\varepsilon_t^g = \frac{G_t}{Y_t}$$

(3.110)

where $\varepsilon_t^g$ is the government spending shock affecting the amount of government spending relative to GDP, which is modelled as an AR(1) process and that is also affected by the productivity shock, $\varepsilon_t^g = \rho_g \varepsilon_{t-1}^g + \eta_t^g + \rho_{ga} \eta_t^a$.

**3.7 Market Clearing Conditions**

Goods market clearing is a necessary condition for closing the model so that the supply of domestic goods should equal the demand for domestic goods. The aggregate resource constraint for the economy is:

$$Y_t = C_t + I_t + G_t + \psi(Z_t)K_{t-1} + C_t^e + EX_t - IM_t$$

(3.111)

Movements in relative prices (i.e., real exchange rates, linked to real interest rates through RUIP) ensure that market clearing also holds in value terms.
Since $\varepsilon^g_t = \frac{c_t}{y_t}$, we have:

$$Y_t = (C_t + I_t + \psi(Z_t)K_{t-1} + C^e_t + EX_t - IM_t)\varepsilon^g_t \quad (3.112)$$

The log linearised form is:

$$y_t = \frac{c}{\bar{y}} c_t + \frac{I}{\bar{y}} I_t + \frac{R}{\bar{y}} k_{t-1} \frac{1-\psi}{\psi} r_k_{t-1} + \frac{c^e}{\bar{y}} c^e_t + \frac{EX}{\bar{y}} e_x_t - \frac{IM}{\bar{y}} i_m_t + e^g_t \quad (3.113)$$

Since the goods market clears and income can only be spent on goods or assets. All asset markets also clear.

In addition, according to Minford and Meenagh (2019), a transversality condition is needed to guarantee that a balanced growth equilibrium is reached because trade deficits (surpluses) cannot be run forever by borrowing (lending) from the rest of the world. The balance of payments is subject to a constraint imposed by the transversality condition, i.e. the change in net foreign assets (the capital account) must be zero in the long-run. At some terminal date $T$, the equilibrium real exchange rate remains constant, and the cost of servicing the current debt is covered by an equivalent trade surplus.

$$R^f_T B^f_T = -\left(\frac{p^d_{EXT}}{Q_T} - IM_T\right) \quad (3.115)$$

The terminal condition serves to ensure that the transversality condition is satisfied – equivalent to setting the long run change in net foreign assets and the current account to zero. The numerical solution path must be consistent with the constraints it imposes on the rational expectations. This constraint is related to household borrowing because the government’s solvency is secured through other means and firms do not borrow from abroad. When solving the model, the balance of payments constraint is scaled by output, enabling the terminal condition imposes a constant ratio of net foreign assets to GDP in the long run, $\Delta B^f_{t+1} = 0$ as $t \to \infty$, where $B^f_{t+1} = \frac{p^f_{t+1}}{y^f_{t+1}}$.

Labour market clears:

$$L^S_t = L^D_t \quad (3.116)$$
Chapter 4  Data and Calibration

In this chapter, Section 4.1 discusses the macroeconomic data construction, and Section 4.2 presents a set of starting calibration.

4.1 Macroeconomic Data for the UK

In this thesis, we employ quarterly and unfiltered data from 1955Q1 to 2021Q1 on 19 macroeconomic variables, including consumption, nominal interest rate, output, inflation, investment, labour hours, real wage, real lending rate, export, import, real exchange rate, external finance premium, net foreign bond position, net worth (in logs, net worth is equal to entrepreneurial consumption, see Le et al. (2012)), M0, M2 and two variables for the rest of the world: foreign real interest rate and world consumption. This long sample period includes the stagflation in the 1970s, the exchange rate mechanism crisis, the 2008 financial crisis, the 2016 EU referendum, and the first year of the coronavirus pandemic. Data are mainly from the Office for National Statistics (ONS), BoE, Refinitiv DataStream and Federal Reserve Economic Data (FRED). Data on capital stock, price of capital and capital utilisation are not collected but generated by the model equations. Capital data are derived from the capital accumulation equation; capital price data are generated from the investment Euler equation; and capital utilisation data are computed from labour demand equation. Except for variables in percentages and ratios such as interest rate, all variables are taken to their nature logarithm. The details and plots of the dataset are shown in Table 4-1 and Figure 4-1, respectively.

Generally, macroeconomic data are non-stationary with their frequently random movements which lead to considerable economic uncertainties. A large body of empirical work uses some techniques (such as the Hodrick-Prescott and Band Pass filters) to extract trends from the data to stabilise it. However, the use of these techniques has been criticised for some concerns. For example, they are developed based on the statistical properties of the data rather than the theories of models; hence their application could cause a problem with the models’ fit (Davidson et al. 2010). In addition, trends are obtained by smoothing the data series, and anything that does not meet the smoothness criterion, which is arbitrarily specified, will be extracted. Therefore, when focusing on stochastic behaviour, the dynamic properties of the
model can be eliminated by using filters.

This thesis will use non-stationary data and retain the stochastic trend in the model, as one of our interests is to observe how the behaviour of the stochastic trend is transferred through the model. Therefore, this thesis will use non-stationary data to test and estimate the model.

4.2 Calibration

To simulate the model, the model parameters are calibrated in accordance with the model’s logic and the UK data. There are two groups of parameters: the first group captures the dynamic properties of the model, and the parameters are calibrated using estimates from DSGE models on the US, the euro area and the UK; the second group determines the steady state of the model, the parameters in this group remain fixed. The calibrated parameters of the first and second groups are listed in Table 4-2 and Table 4-3, respectively.

On the household side, the intertemporal elasticity of substitution $\sigma_c$ and the elasticity of labour supply $\sigma_l$ are calibrated at 1.39 and 2.33, respectively, following SW07. The external habit formation $h$ is set at 0.58, and the wage indexation $\tau_w$ is 0.48, in line with Zhu (2017).

In the firm sector, the share of capital in production, $\alpha$, is calibrated at 0.3, implying the share of labour in output is 0.7, consistent with Gollin (2002). The degree of price stickiness $\xi_p$ is set at 0.711, and the degree of wage stickiness $\xi_w$ is 0.718; these values are used in Zhu (2017). The proportion of sticky prices $\omega^p$ is set equal to 0.09, and the proportion of sticky wages $\omega^w$ is set at 0.442, consistent with Le et al. (2016). The price indexation $l_p$ is set equal to 0.2, and it is the estimated result by Zhu (2017). The share of fixed costs in production (+1), $\phi$, is 1.083, consistent with Le et al. (2021). The elasticity of capital utilisation $\psi$ and the elasticity of capital adjustment $\varphi$ are set at 0.54 and 5.74, respectively, in line with Le et al. (2011).
Table 4-1: Model Variable Construction and Data Sources

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Definition</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>y</td>
<td>(\ln\left(\frac{\text{Gross domestic product}:\text{CVM}}{\text{Working population}}\right))</td>
<td>ONS</td>
</tr>
<tr>
<td>Consumption</td>
<td>c</td>
<td>(\ln\left(\frac{\text{Household final consumption expenditure}:\text{CVM}}{\text{Working population}}\right))</td>
<td>ONS</td>
</tr>
<tr>
<td>Investment</td>
<td>i</td>
<td>(\ln\left(\frac{\text{Total fixed capital formation}:\text{CVM} + \text{Changes in inventories}:\text{CVM}}{\text{Working population}}\right))</td>
<td>ONS</td>
</tr>
<tr>
<td>CPI Inflation</td>
<td>(\pi^{pi})</td>
<td>(\frac{\text{CPI}<em>{t} - \text{CPI}</em>{t-1}}{\text{CPI}_{t+1}})</td>
<td>ONS</td>
</tr>
<tr>
<td>Nominal interest rate</td>
<td>r</td>
<td>(\frac{\text{3 months Treasury Bills rate}}{100})</td>
<td>OECD and Financial Times</td>
</tr>
<tr>
<td>Labour hours</td>
<td>l</td>
<td>(\ln\left(\frac{\text{Average actual weekly hours worked per employee}}{4}\right))</td>
<td>University of Groningen PWT and ONS</td>
</tr>
<tr>
<td>Real consumer wage</td>
<td>(w^c)</td>
<td>(\ln\left(\frac{\text{Wage and salaries}}{\text{total hours worked} + \text{CPI}}\right))</td>
<td>ONS</td>
</tr>
<tr>
<td>External finance premium</td>
<td>prem</td>
<td>(\ln\left(\frac{\text{banking lending rate} - \text{3 month Treasury bills rate}}{4}\right))</td>
<td>Refinitiv DataStream</td>
</tr>
<tr>
<td>Real lending rate</td>
<td>(cy)</td>
<td>(\ln\left(\frac{\text{banking lending rate} - \text{one period ahead CPI inflation}}{4 + 100}\right))</td>
<td>Refinitiv DataStream</td>
</tr>
<tr>
<td>Entrepreneur net worth</td>
<td>nw</td>
<td>(\ln\left(\frac{\text{FTSE all share index}}{\text{CPI}}\right))</td>
<td>Refinitiv DataStream</td>
</tr>
<tr>
<td>Export</td>
<td>ex</td>
<td>(\ln\left(\frac{\text{Total exports}:\text{CVM}}{\text{Working population}}\right))</td>
<td>ONS</td>
</tr>
<tr>
<td>Import</td>
<td>im</td>
<td>(\ln\left(\frac{\text{Total imports}:\text{CVM}}{\text{Working population}}\right))</td>
<td>ONS</td>
</tr>
<tr>
<td>Real Exchange rate</td>
<td>q</td>
<td>(\ln\left(\frac{1}{\text{Sterling real effective exchange rate index}}\right))</td>
<td>BoE, BIS</td>
</tr>
<tr>
<td>Net foreign bond position</td>
<td>b^f</td>
<td>Current account balance as per cent of GDP, divided by 100</td>
<td>ONS</td>
</tr>
<tr>
<td>Foreign consumption</td>
<td>c^f</td>
<td>World exports-goods &amp; services</td>
<td>World Development Indicators</td>
</tr>
<tr>
<td>Foreign price level</td>
<td>p^f</td>
<td>Weighted average of CPI: US(0.6), Germany(0.19) and Japan(0.21)</td>
<td>FRED, Refinitiv DataStream</td>
</tr>
<tr>
<td>Real foreign interest rate</td>
<td>( r^f )</td>
<td>Weighted average interest rate: US(0.6), Germany(0.19) and Japan(0.21)</td>
<td>one period ahead foreign inflation</td>
</tr>
<tr>
<td>--------------------------</td>
<td>---------</td>
<td>-------------------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>M2</td>
<td>m2</td>
<td>( \ln \left( \frac{M2 \text{ money stock, CP}}{\text{CPI} \times \text{Working population}} \right) )</td>
<td>FRED, BoE</td>
</tr>
<tr>
<td>M0</td>
<td>m0</td>
<td>( \ln \left( \frac{\text{Money supply M0, CP}}{\text{CPI} \times \text{Working population}} \right) )</td>
<td>BoE</td>
</tr>
<tr>
<td>Capital</td>
<td>k</td>
<td>Derived from capital accumulation equation</td>
<td>Calculation</td>
</tr>
<tr>
<td>Price of capital</td>
<td>qq</td>
<td>Derived from investment Euler equation</td>
<td>Calculation</td>
</tr>
<tr>
<td>Capital rental rate</td>
<td>rk</td>
<td>Derived from labour demand equation</td>
<td>Calculation</td>
</tr>
<tr>
<td>Working population</td>
<td></td>
<td>Total claimant count + Work force jobs</td>
<td>ONS</td>
</tr>
</tbody>
</table>

- ONS, BoE, FRED, OECD, and BIS are short for the Office for National Statistics, the Bank of England, the Federal Reserve Economic Data, the Organization for Economic Co-operation and Development, and the Bank for International Settlement, respectively.
- Working population is used to scale the data as per capita.
- Data period: 1955Q1-2021Q1.
Figure 4-1: Actual Data (1955Q1 - 2021Q1)
On the money market side, parameters are consistent with Le et al. (2016, 2021). The Taylor rule response to output $r_y$ and the response to inflation $r_p$ are 0.019 and 2.375, respectively. The money response to premium $\theta_2$ and to credit growth $\theta_1$ are 0.059 and 0.052, respectively. On the financial friction, the elasticity of the premium with respect to leverage is 0.04 as in Bernanke et al. (1999), and the elasticity of the premium to M0 $\theta$ is 0.058, same as in Le et al. (2021).

For fixed parameters, the quarterly discount factor is 0.99, and this is consistent with a 1% steady-state real interest rate. Following SW07, the quarterly capital depreciation rate is 0.025, which implies an annual depreciation rate of 0.1, and the curvature of the Kimball aggregators in the goods and labour market ($\epsilon_w$ and $\epsilon_p$) are set to be 10. The survival rate of entrepreneurs to the following period is set at 0.97. The preference bias towards the domestic goods $\omega$ and the foreign equivalent $\omega^f$ are both set to 0.7 as in Meenagh et al. (2010). Following Meenagh et al. and Minford (2015), the elasticity of substitution between the domestic goods and imported goods $\sigma$, which is also known as the Armington elasticity, is set at 1 ($\sigma = 1$); the foreign equivalent of $\sigma$, $\sigma^f$, is set at 0.7.

The steady state ratios are chosen based on UK empirical data. The consumption-to-output ratio $\frac{C}{Y}$ is 0.6367, the investment-to-output ratio $\frac{I}{Y}$ is 0.1148, the government spending-to-output ratio $\frac{G}{Y}$ is 0.20, the export-to-output ratio $\frac{EX}{Y}$ is 0.24, the import-to-output ratio $\frac{IM}{Y}$ is 0.25, the net worth-to-M2 ratio $\frac{NW}{M2}$ is 0.24, and the M0-to-M2 ratio $\frac{M0}{M2}$ is 0.07.
## Table 4-2: Calibration

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>Calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticity of capital adjustment</td>
<td>$\varphi$</td>
<td>5.740</td>
</tr>
<tr>
<td>Intertemporal elasticity of substitution</td>
<td>$\sigma_c$</td>
<td>1.390</td>
</tr>
<tr>
<td>External habit formation</td>
<td>$h$</td>
<td>0.580</td>
</tr>
<tr>
<td>Probability of not changing wages</td>
<td>$\xi_w$</td>
<td>0.718</td>
</tr>
<tr>
<td>Elasticity of labour supply</td>
<td>$\sigma_l$</td>
<td>2.330</td>
</tr>
<tr>
<td>Probability of not changing prices</td>
<td>$\xi_p$</td>
<td>0.711</td>
</tr>
<tr>
<td>Wage indexation</td>
<td>$i_w$</td>
<td>0.480</td>
</tr>
<tr>
<td>Price indexation</td>
<td>$l_p$</td>
<td>0.200</td>
</tr>
<tr>
<td>Elasticity of capital utilisation</td>
<td>$\psi$</td>
<td>0.540</td>
</tr>
<tr>
<td>1+share of fixed costs in production</td>
<td>$\phi$</td>
<td>1.083</td>
</tr>
<tr>
<td>Taylor Rule response to inflation</td>
<td>$r_p$</td>
<td>2.375</td>
</tr>
<tr>
<td>Interest rate smoothing</td>
<td>$\rho$</td>
<td>0.730</td>
</tr>
<tr>
<td>Taylor Rule response to output</td>
<td>$r_y$</td>
<td>0.019</td>
</tr>
<tr>
<td>Taylor Rule response to change in output</td>
<td>$r_{\Delta y}$</td>
<td>0.210</td>
</tr>
<tr>
<td>Share of capital in production</td>
<td>$\alpha$</td>
<td>0.300</td>
</tr>
<tr>
<td>Parameter response of NK weight - wages</td>
<td>$\omega^w$</td>
<td>0.442</td>
</tr>
<tr>
<td>Parameter response of NK weight - prices</td>
<td>$\omega^p$</td>
<td>0.090</td>
</tr>
<tr>
<td>Elasticity of the premium with respect to leverage</td>
<td>$\chi$</td>
<td>0.040</td>
</tr>
<tr>
<td>Money response to premium</td>
<td>$\vartheta_2$</td>
<td>0.059</td>
</tr>
<tr>
<td>Elasticity of the premium to M0</td>
<td>$\vartheta$</td>
<td>0.058</td>
</tr>
<tr>
<td>Money response to credit growth</td>
<td>$\vartheta_1$</td>
<td>0.052</td>
</tr>
</tbody>
</table>
Table 4-3: Steady State Ratios and Fixed Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Steady state ratios</td>
<td></td>
</tr>
<tr>
<td>$\frac{C}{Y}$</td>
<td>Consumption to output ratio</td>
<td>0.6367</td>
</tr>
<tr>
<td>$\frac{I}{Y}$</td>
<td>Investment to output ratio</td>
<td>0.1148</td>
</tr>
<tr>
<td>$\frac{G}{Y}$</td>
<td>Government spending to output ratio</td>
<td>0.2000</td>
</tr>
<tr>
<td>$\frac{EX}{Y}$</td>
<td>Export to output ratio</td>
<td>0.2400</td>
</tr>
<tr>
<td>$\frac{IM}{Y}$</td>
<td>Import to output ratio</td>
<td>0.2500</td>
</tr>
<tr>
<td>$\frac{C^e}{Y}$</td>
<td>Entrepreneurial consumption to output ratio</td>
<td>0.0080</td>
</tr>
<tr>
<td>$\frac{R^K}{Y}$</td>
<td>Capital to output ratio</td>
<td>2.6880</td>
</tr>
<tr>
<td>$\frac{K}{\bar{N}}$</td>
<td>Capital to net worth ratio</td>
<td>2.0000</td>
</tr>
<tr>
<td>NW/M2</td>
<td>Net worth to M2 ratio</td>
<td>0.2400</td>
</tr>
<tr>
<td>M0/M2</td>
<td>M0 to M2 ratio</td>
<td>0.0700</td>
</tr>
<tr>
<td></td>
<td>Fixed parameters</td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>Quarterly discount rate</td>
<td>0.9900</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Quarterly capital depreciate rate</td>
<td>0.0250</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Survival rate of entrepreneurs</td>
<td>0.9700</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Quarterly trend growth rate</td>
<td>1.0040</td>
</tr>
<tr>
<td>$\epsilon_w$</td>
<td>The curvature of the Kimball aggregator in the labour market</td>
<td>10.000</td>
</tr>
<tr>
<td>$\epsilon_p$</td>
<td>The curvature of the Kimball aggregator in the goods market</td>
<td>10.000</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Import demand elasticity</td>
<td>1.0000</td>
</tr>
<tr>
<td>$\sigma^f$</td>
<td>Foreign equivalent of $\sigma$</td>
<td>0.7000</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Bias for the domestic good</td>
<td>0.7000</td>
</tr>
<tr>
<td>$\omega^f$</td>
<td>Foreign equivalent of $\omega$</td>
<td>0.7000</td>
</tr>
</tbody>
</table>
Chapter 5   Methodology: Indirect Inference

This thesis applies a simulation-based Indirect Inference method to test and estimate the structural model, rather than using the most widely used Bayesian method. Section 5.1 introduces the technique of Indirect Inference. Section 5.2 describes the choices of the auxiliary model.

5.1 Indirect Inference Testing and Estimation Process

In recent years, the Bayesian method has been the most popular approach for estimating DSGE models. A problem with the Bayesian method is that it heavily relies on the prior information about the macro economy, as it assumes that both the prior distribution and the model structure are correct. However, this prior information is usually not fully informed. As a result, the risk of biased results could arise from wrong prior choices. Smets and Wouters (2007) estimated their SW07 model by the Bayesian method using data from 1966-2004 and found that it fits the behaviour of the US sample data. However, when using the powerful method of Indirect Inference, the SW07 model was rejected by the behaviour of the sample data over the period 1947-2004 (Le et al., 2011). Another popular method is the Maximum Likelihood Estimation (MLE). The difficulty with MLE is that it is relatively easy to pass. In other words, it has little power against false models. In this thesis, we apply the method of Indirect Inference to test and estimate the DSGE model developed in Chapter 3, as it has been proven to be a powerful method (Minford et al., 2009; Le et al., 2010; Le et al., 2015). Nowadays, there is a growing number of studies using the Indirect Inference method, e.g., Le et al. (2011, 2016, 2021), Guvenen and Smith (2014), Dai et al. (2015), Akcigit and Kerr (2018), Dovonon and Hall (2018), Khalaf and Peraza (2020), and others.

Indirect Inference is a simulation-based approach first introduced by Smith (1993) and later further developed by Le et al. (2011) and Minford et al. (2009) with Monte Carlo. Indirect means choosing an auxiliary model that is independent of the theoretical model (e.g. VAR coefficients) as the lens to generate a description of the data. This method allows the estimation and testing of models of any size and non-
linearity by comparing the performance of an auxiliary model estimated on simulated data with the performance of an auxiliary model estimated on observed data. In addition, it can be used for both stationary and non-stationary datasets. We can use this method to find a set of parameters that makes the behaviour of the auxiliary model on simulated data closest to the behaviour of the auxiliary model based on actual data.

In this thesis, the auxiliary model is represented by a VAR with the exogenous variable model (VARX) following Meenagh et al. (2012). We first simulate the data using the DSGE model with calibrated coefficients and error distribution, then calculate the Wald statistic which is used as a measure of the difference between the simulated data and actual data. If the behaviour of data simulated by the model is very similar to the behaviour of the actual data, it indicates that the model can explain the UK economy, and the model will pass the Wald test. However, if the calibrated model fails the Wald test, we need to search for the optimal coefficient set that minimizes the distance between the estimates of the auxiliary model based on the simulated data with those based on observed data by applying the Indirect Inference estimation.

**Indirect Inference Test Procedures**

The model is non-linear because of the switching regime due to the ZLB, and the model is solved with nonstationary data, including nonstationary variables (productivity shocks and net foreign assets). Therefore, the model does not converge to a static steady state. For these reasons, the model is solved in FORTRAN using the projection method of Fair and Taylor (1983) and Minford et al. (1984, 1986), whereby rational expectations are solved; at a terminal date \( T \), all endogenous variables are at equilibrium steady-state values and net foreign assets are unchanged (current account balance)\(^8\). The procedure for the Indirect Inference test is as follows:

1. Calculate the residuals of the model based on actual data and calibrated

---

\(^8\) At the terminal date \( T \), the expectations must meet the terminal conditions on the model. These conditions are imposed to guarantee that the simulated paths of the endogenous variables converge to long-run levels at the terminal date, in line with the model’s long-run implications (see Minford et al., 1979). Imposing the terminal conditions on the expectations involves solving the equilibrium system sometime in the future, given that shocks have stopped, stationary variables have reached their long-run constant values, and trended variables have maintained constant growth rates. Additionally, the transversality condition must hold to ensure that the net foreign assets are stable and that net international debt does not grow over time.
parameters. Residuals for equations without expectations can be directly backed out from the equations and the data. For equations with expectations, we use lagged endogenous data as instruments. The resulting structural residuals are regarded as the model’s error processes and together with exogenous variable processes to create historical shocks that disrupt the model.

2. To generate bootstraps, historical shocks are drawn in an overlapping way by time vector and added to the base run of the model, which is the observed data. Thus, for period 1, given its starting lagged values, a vector of historical shocks is created and added to the base run; the model is solved for period 1, and this solution becomes the lagged variable vector for period 2. Then for period 2, a second vector of historical shocks is created and added to the solution; the model is then solved for period 2 which becomes the lagged variable vector for period 3. This process is repeated until the bootstrapping reaches the entire sample size. Then we subtract the base run from the simulation to find the bootstrap effect of the shocks.

The bootstraps are added to the balanced growth path (BGP) implied by the model and the deterministic trend terms in the exogenous variables and error processes. To obtain the BGP, the effect of a permanent change in each error/exogenous variable is solved at the terminal condition $T$. The BGP is incorporated into each of the 1000 bootstrap samples used to estimate the VECM auxiliary equation. Then the Wald statistic is calculated to measure the difference between the estimates of the auxiliary model estimated on the simulated data and those obtained from the actual data.

3. Wald statistic is the evaluation criterion of the model that measures the distance between the parameters of the auxiliary model obtained from the simulated data and the parameters based on the actual data.

To calculate the Wald statistic, we first apply the OLS method to calculate the parameter vector of the auxiliary model for the actual and simulated data. The Wald statistic is defined as:

$$WS = \left( \beta^a - \overline{\beta^s(\hat{\theta}_0)} \right)' \Omega^{-1} \left( \beta^a - \overline{\beta^s(\hat{\theta}_0)} \right)$$
where $\beta^a$ is the estimate of the parameter vector obtained from the UK actual data; 
$\bar{\beta}^s(\hat{\theta}_0)$ is the sample average of the estimates of the coefficients in the auxiliary model 
obtained from $s$ sets of simulated data from the model, conditional on the calibrated 
or estimated vector of parameters $\hat{\theta}_0$:

$$
\bar{\beta}^s(\hat{\theta}_0) = E[\beta^i(\hat{\theta}_0)] = \frac{1}{s} \sum_{i=1}^{s} \beta^i(\hat{\theta}_0) \quad s = 1000
$$

$\Omega$ is the variance-covariance matrix of the distribution of $(\beta^a - \bar{\beta}^s(\hat{\theta}_0))$:

$$
\Omega = \text{cov} \left( \beta^i(\hat{\theta}_0) - \bar{\beta}^s(\hat{\theta}_0) \right) = \frac{1}{s} \sum_{i=1}^{s} \left( \beta^i(\hat{\theta}_0) - \bar{\beta}^s(\hat{\theta}_0) \right) \left( \beta^i(\hat{\theta}_0) - \bar{\beta}^s(\hat{\theta}_0) \right)^t
$$

The Wald statistic measures the difference between the estimates of the auxiliary 
model estimated on the simulated data and those obtained from the actual data. 
Therefore, the null hypothesis implies that $\beta^a = \bar{\beta}^s(\hat{\theta}_0)$. Non-rejection of the null 
hypothesis implies that the model can describe the economy of the sample country 
because the behaviour of the simulated data is very similar to the behaviour of the 
actual data. Rejection implies that the model specification is incorrect.

The Wald statistic from the actual data must be smaller than the 95th percentile of 
the Wald statistic from the simulated data for the model to fit the data with the 95% 
confidence level (5% significance level). We can convert the Wald result into a 
normalised t-statistic as follows:

$$
t_{\text{statistic}} = \left( \frac{2WS - \sqrt{2k - 1}}{\sqrt{2WS_1^{0.95} - \sqrt{2k - 1}}} \right) \times 1.645
$$

where $k$ is the length of $\beta^a$ (the vector of auxiliary model parameters derived with the 
actual data). $WS$ is the Wald statistic for the actual data, and $WS_1^{0.95}$ is the Wald 
statistic for the 95th percentile of the simulated data. $\sqrt{2WS - \sqrt{2k - 1}}$ is the 
Mahalanobis Distance with mean zero and standard deviation of unity; the 
Mahalanobis Distance is scaled by 1.645, hence when $WS = WS_1^{0.95}$ the t-statistic 
corresponds to the 95th percentile of the standard normal distribution. For the model 
to pass the test, the t-statistic must not be greater than the threshold of 1.645. The 
smaller the t-statistic value is, the better the model matches the actual data.

If the calibrated model fails the test, we reject the null. This implies that the
calibrated model cannot explain the UK economy. The problem could arise from incorrect specification or the calibration of the model. Then the optimal set of parameters will be determined by applying the Indirect Inference estimation to minimise the distance between the simulated data and actual data. In this process, we carry out the Simulated Annealing algorithm, in which a search takes place over a wide range around the calibrated parameters (or initial values) by random jumps to search for the best set of parameters that minimises the Wald statistic. More specifically, in the estimation process, we first randomly search for 250 sets of parameters around the calibration within a chosen bound by using the random search method. Second, we test each set of parameters. By doing this, we could find some parameter sets that pass the test, and then we select the optimal set of parameters that can pass the test and produce sensible impulse response functions (IRFs).

5.2 Choice of Auxiliary Model

The solution to the log-linearised DSGE model can be represented as a restricted Vector Autoregressive and Moving Average (VARMA) or an approximate VAR. The DSGE model in this thesis contains non-stationary variables (e.g. foreign bonds) and technology shocks. According to Meenagh et al. (2012), a vector error correlation model (VECM) can be chosen as an auxiliary model in this case because non-stationary residuals in VECM are treated as observed variables.

Following Meenagh et al. (2012), the log-linearised DSGE model can be written in the following form:

\[ A(L)y_t = BE_t y_{t+1} + C(L)x_t + D(L)e_t \]  

where \( y_t \) is a \( p \times 1 \) vector of endogenous variables, \( E_t y_{t+1} \) is a \( r \times 1 \) vector of expected future endogenous variables, \( x_t \) is a \( q \times 1 \) vector of exogenous variables which is assumed driving by:

\[ \Delta x_t = a(L)x_{t-1} + d + c(L)e_t \]

The disturbances \( e_t \) and \( \epsilon_t \) both follow an identically independent distribution with a mean zero. \( x_t \) and \( y_t \) are both non-stationaries. \( A(L), B(L), C(L), D(L), a(L), b(L) \) and \( c(L) \) are polynomial matrix functions; they all have roots outside the unit circle.

The general solution of \( y_t \) is:
\[ y_t = G(L)y_{t-1} + H(L)x_t + f + M(L)e_t + N(L)e_t \]  \hspace{2cm} (4.3)

where \( f \) is a vector of constant. Because \( x_t \) and \( y_t \) are both non-stationary, the solutions for the endogenous variables have the \( p \) cointegrating relationships (where \( \Pi \) is a \( p \times p \) matrix):

\[ y_t = [I - G(1)]^{-1}[H(1)x_t + f] = \Pi x_t + g \]  \hspace{2cm} (4.4)

In the long run, the solutions of the model are

\[ \bar{y}_t = \Pi x_t + g \]  \hspace{2cm} (4.5)
\[ \bar{x}_t = [1 - a(1)]^{-1}[dt + c(1)\xi_t] \]  \hspace{2cm} (4.6)
\[ \xi_t = \sum_{t=0}^{\infty} \epsilon_{t-s} \]  \hspace{2cm} (4.7)

where \( \bar{y}_t \) and \( \bar{x}_t \) are the long run equilibrium solutions of \( y_t \) and \( x_t \), respectively. \( \bar{x}_t = \bar{x}_t^D + \bar{x}_t^S \) contains a deterministic trend \( \bar{x}_t^D = [1 - a(1)]^{-1}dt \) and a stochastic part \( \bar{x}_t^S = [1 - a(1)]^{-1}c(1)\xi_t \). Therefore, the solution of \( y_t \) can be rewritten as a cointegrated VECM with a mixed moving average error term (\( \omega_t \)) by subtracting \( y_{t-1} \) on both sides of the equation (4.3):

\[ \Delta y_t = -[I - G(1)](y_{t-1} - \Pi x_{t-1}) + P(L)\Delta y_{t-1} + Q(L)\Delta x_t + f + M(L)e_t + N(L)e_t \]

\[ = -[I - G(1)](y_{t-1} - \Pi x_{t-1}) + P(L)\Delta y_{t-1} + Q(L)\Delta x_t + f + \omega_t \]  \hspace{2cm} (4.8)
\[ \omega_t = M(L)e_t + N(L)e_t \]  \hspace{2cm} (4.9)

The cointegrated VECM can be approximated as a form of VARX:

\[ \Delta y_t = K[y_{t-1} - \Pi x_{t-1}] + R(L)\Delta y_{t-1} + S(L)\Delta x_t + g + \zeta_t \]  \hspace{2cm} (4.10)

where \( \zeta_t \) follows i.i.d. with zero mean. As \( \bar{x}_t = \bar{x}_{t-1} + [1 - a(1)]^{-1}[d + \epsilon_t] \) and \( \bar{y}_t = \Pi x_t + g \), we can rewrite the equation (4.10) as

\[ \Delta y_t = K[(y_{t-1} - \bar{y}_{t-1}) - \Pi(x_{t-1} - \bar{x}_{t-1})] + R(L)\Delta y_{t-1} + S(L)\Delta x_t + h + \zeta_t \]  \hspace{2cm} (4.11)

In our model, the effect of the trend element in \( x \) and the deviation of \( x \) from its trend have different effects. To distinguish between these two effects, we follow Meenagh et al. (2012) in using equation (4.11) as our auxiliary model. We estimate equation (4.11) in one stage using OLS method, as Meenagh et al. (2012) proved that this method is extremely accurate.

According to Le et al. (2011), two types of Wald tests can be applied to evaluate the auxiliary model: full Wald and directed Wald tests. The full Wald tests are based on the full set of variables and check the specification of the model in a broad sense.
The directed Wald tests are based on a subset of the variables and focus on only limited properties of the model. Usually, the power of the test grows as more endogenous variables are included in the auxiliary model. However, a broader set of endogenous variables can lead to uniform rejections (Le et al., 2015).

In this thesis, we choose three main macro variables (output, inflation and interest rate) because of 'ideal power' – not so high as to stop a good model from passing, but high enough to reject bad models with high probability. For this Meenagh et al. (2019) show that using a VAR with three variables (it does not matter which three are chosen) is adequate to provide an indirect test with high power for a large model. However, adding more variables would produce excessive power. A VARX (1) with our three variables of interest is the basis for the Wald test, which can take the form of:

\[
\begin{bmatrix}
Y_t \\
\pi_t \\
r_t
\end{bmatrix}
= B \begin{bmatrix}
Y_{t-1} \\
\pi_{t-1} \\
r_{t-1}
\end{bmatrix}
+ C \begin{bmatrix}
T \\
e_t^a \\
b_{t-1}^f
\end{bmatrix}
+ \begin{bmatrix}
\epsilon_t^Y \\
\epsilon_t^\pi \\
\epsilon_t^r
\end{bmatrix}
\]

(4.12)

\[
B = \begin{bmatrix}
\theta_{yy} & \theta_{yp} & \theta_{yr} \\
\theta_{py} & \theta_{pp} & \theta_{pr} \\
\theta_{ry} & \theta_{rp} & \theta_{rr}
\end{bmatrix}
\]

(4.13)

the VARX(1) includes a matrix B which contains nine OLS estimates of \(\theta_{yy}, \theta_{yp}, \theta_{yr}, \theta_{py}, \theta_{pp}, \theta_{pr}, \theta_{ry}, \theta_{rp}, \theta_{rr}\), deterministic time trend T, non-stationary residual \(e_t^a\), lagged non-stationary foreign assets \(b_{t-1}^f\), and three fitted stationary errors \(\epsilon_t^Y, \epsilon_t^\pi, \epsilon_t^r\). In the Wald calculation, the parameter vector \(\beta\) contains nine coefficients of matrix B to describe the dynamic properties of the model and data and includes the variances of the three errors to measure the size of variation:

\[
\beta = [\theta_{yy} \theta_{yp} \theta_{yr} \theta_{py} \theta_{pp} \theta_{pr} \theta_{ry} \theta_{rp} \theta_{rr} \text{ var}(\epsilon_t^Y) \text{ var}(\epsilon_t^\pi) \text{ var}(\epsilon_t^r)]'
\]

(4.14)

The model will only pass the test if it can jointly replicate the data features of output, inflation, and interest rate. This means that in order to pass the test, the model must jointly match the 12 coefficients in \(\beta\).
Chapter 6  Empirical Results of the Fixed Duration Model for the Inflation Targeting Era 1992-2021

This chapter estimates and tests the hybrid DSGE model we developed in Chapter 3 with fixed shares of sticky and flexible price and wage sectors to explore how well it can match the behaviour of the UK data in the inflation targeting era. In the UK, the BoE has officially adopted an inflation targeting since 1992Q4; therefore, this chapter estimates the fixed duration model using quarterly and unfiltered data from 1992Q4 to 2021Q1.

6.1 Indirect Inference Test and Estimation Results

We tested and estimated the model using the Indirect Inference method on unfiltered (or nonstationary) macroeconomic data. Firstly, we employed the Indirect Inference to test the calibrated fixed price/wage duration model, but the calibrated model failed the test. This may indicate that our calibration was not very good. Secondly, we therefore estimated the model using the Indirect Inference estimation. We performed the Simulated Annealing algorithm in which a search takes place over a wide range around the calibrated parameters (or initial values) by random jumps to search for the optimal choice of parameters that minimises the Wald-statistic (or maximises the p-value).

The empirical results of our calibration and estimation are presented in Table 6-1. The calibrated model did not pass the Wald test with a p-value of 0.004, implying that the calibrated model failed to explain the data behaviour for the inflation targeting era of 1992-2021. Then by using Indirect Inference estimation, the estimated model passed the Wald test with a p-value of 0.076, which implies that the model failed to be rejected at 95%. This suggests that the estimated fixed duration model can fit the behaviour of historical UK data over the inflation targeting era of 1992Q4-2021Q1.

Table 6-2 reports the estimated persistence parameters. Figures 6-1 and 6-2 show the shocks and residuals extracted from the estimated model, respectively.
Table 6-3 shows the VECM parameter estimates, data variance estimates and the model’s 95% bounds. Only one of the nine VAR coefficients lies outside its 95% confidence interval. The variances of interest rate and inflation are slightly below the lower bound.

**Comparing Estimates to the Literature**

As for the estimation results compared to the literature. For the estimates of household utility function, the elasticity of labour supply is 2.678 and the intertemporal elasticity of substitution is 1.510, similar to the estimates by Lyu et al. (2023) for the UK economy. The estimates of the Phillips curve and real wage equation show that the probabilities of not changing wages and prices as well as the indexations of wages and prices are 0.648, 0.942, 0.428 and 0.143, respectively. These estimates are close to those reported by Lyu et al.

Turning to the estimates of the Taylor Rule parameters, the Taylor Rule response to inflation and the response to change in output are 3.469 and 0.045, respectively. These values are higher than those in Lyu et al., implying that monetary policy is more reactive to inflation and change in output over the sample period in this study compared to the findings of Lyu et al. The estimates of the Taylor Rule response to output and interest rate smoothing are 0.014 and 0.672, respectively. They are slightly lower than the estimates of 0.025 and 0.691 reported in Lyu et al., but higher than those of 0.080 and 0.054 by Le et al. (2011) for the US economy. These comparisons suggest that our estimates are reasonable.

Regarding the estimated parameters for monetary response and financial frictions, the estimates of money response to premium and money response to credit growth as well as the elasticity of the premium to M0 are 0.051, 0.048 and 0.066, respectively. They are close to the estimates of Lyu et al. (2023) and Le et al. (2016, 2021). The elasticity of the premium with respect to leverage is estimated at 0.084, which is within the range of 0.03-0.09 found in other studies for advanced economies.

Finally, for the other parameters, the estimated elasticity of capital adjustment is 5.713, lower than the value of 7.254 in Lyu et al., but similar to the estimates found in Meenagh et al. (2019) and SW07. The estimated elasticity of capital utilisation cost of
0.440 is significantly larger than the figure of 0.111 in Lyu et al., suggesting a higher cost associated with changing the utilisation of capital. However, it is lower than the mean of 0.54 in SW07 and the estimate of 0.845 by Aminu (2018) for the UK economy. The estimate of one plus the share of fixed costs in production is 1.228, lower than the estimate by Lyu et al. (2023) but higher than the estimate by Le et al. (2021). The share of capital in production is estimated at 0.368, which is higher than the estimate of 0.185 by Lyu et al., but lower than the calibrated value of 0.385 by Videnova (2016) for the UK economy.

Overall, our estimates for the fixed-duration model over 1992-2021 are close to those in the literature and similar to those by Ly et al. (2023) for the UK economy over the period 1993-2016.

Table 6-1: Calibration and Estimates of the Fixed-Duration Model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Calibration</th>
<th>Estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticity of capital adjustment</td>
<td>( \varphi )</td>
<td>5.7400</td>
</tr>
<tr>
<td>Intertemporal elasticity of substitution</td>
<td>( \sigma_c )</td>
<td>1.3900</td>
</tr>
<tr>
<td>External habit formation</td>
<td>( h )</td>
<td>0.5800</td>
</tr>
<tr>
<td>Probability of not changing wages</td>
<td>( \xi_w )</td>
<td>0.7180</td>
</tr>
<tr>
<td>Elasticity of labour supply</td>
<td>( \sigma_l )</td>
<td>2.3300</td>
</tr>
<tr>
<td>Probability of not changing prices</td>
<td>( \xi_p )</td>
<td>0.7110</td>
</tr>
<tr>
<td>Wage indexation</td>
<td>( \iota_w )</td>
<td>0.4800</td>
</tr>
<tr>
<td>Price indexation</td>
<td>( l_p )</td>
<td>0.2000</td>
</tr>
<tr>
<td>Elasticity of capital utilisation</td>
<td>( \psi )</td>
<td>0.5400</td>
</tr>
<tr>
<td>1+share of fixed costs in production</td>
<td>( \phi )</td>
<td>1.0800</td>
</tr>
<tr>
<td>Taylor Rule response to inflation</td>
<td>( r_p )</td>
<td>2.4000</td>
</tr>
<tr>
<td>Interest rate smoothing</td>
<td>( \rho )</td>
<td>0.7300</td>
</tr>
<tr>
<td>Taylor Rule response to output</td>
<td>( r_y )</td>
<td>0.0190</td>
</tr>
<tr>
<td>Taylor Rule response to change in output</td>
<td>( r_{\Delta_y} )</td>
<td>0.2100</td>
</tr>
<tr>
<td>Share of capital in production</td>
<td>( \alpha )</td>
<td>0.3000</td>
</tr>
<tr>
<td>Proportion of sticky wages</td>
<td>( \omega^w )</td>
<td>0.4000</td>
</tr>
<tr>
<td>Proportion of sticky prices</td>
<td>( \omega^p )</td>
<td>0.1000</td>
</tr>
<tr>
<td>Elasticity of the premium with respect to leverage</td>
<td>( \chi )</td>
<td>0.0400</td>
</tr>
</tbody>
</table>

9 We made slight adjustments to the calibration to produce sensible IRFs. In addition, when searching for the optimal parameter set, we searched around this calibration set that produced sensible IRFs.
<table>
<thead>
<tr>
<th></th>
<th>$\theta_2$</th>
<th>0.0590</th>
<th>0.0508</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticity of the premium to M0</td>
<td>$\vartheta$</td>
<td>0.0580</td>
<td>0.0664</td>
</tr>
<tr>
<td></td>
<td>$\theta_1$</td>
<td>0.0520</td>
<td>0.0482</td>
</tr>
</tbody>
</table>

Wald $(Y, \pi, R)$

<table>
<thead>
<tr>
<th></th>
<th>95.7479</th>
<th>22.5073</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-value</td>
<td>0.0040</td>
<td>0.0760</td>
</tr>
<tr>
<td>Transformed t-statistic</td>
<td>5.9567</td>
<td>1.2720</td>
</tr>
</tbody>
</table>

Table 6-2: Estimated AR (1) Coefficients

<table>
<thead>
<tr>
<th>Shocks</th>
<th>Symbols</th>
<th>AR coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government Spending shock $e^g_t$</td>
<td>$\rho_g$</td>
<td>0.86710542</td>
</tr>
<tr>
<td>Preference shock $e^b_t$</td>
<td>$\rho_b$</td>
<td>-0.39022188</td>
</tr>
<tr>
<td>Investment shock $e^i_t$</td>
<td>$\rho_i$</td>
<td>-0.09893808</td>
</tr>
<tr>
<td>Taylor Rule shock $e^r_t$</td>
<td>$\rho_r$</td>
<td>-0.19544290</td>
</tr>
<tr>
<td>Productivity shock $e^a_t$</td>
<td>$\rho_a$</td>
<td>-0.67420498</td>
</tr>
<tr>
<td>Price mark-up shock $e^p_t$</td>
<td>$\rho_p$</td>
<td>-0.45976644</td>
</tr>
<tr>
<td>Wage mark-up shock $e^{WNC}_t$</td>
<td>$\rho_{wNC}$</td>
<td>-0.04901604</td>
</tr>
<tr>
<td>Labour hours shock $e^w_{tNC}$</td>
<td>$\rho_{fwNC}$</td>
<td>-0.10635554</td>
</tr>
<tr>
<td>Premium shock $e^{Prem}_t$</td>
<td>$\rho_{pr}$</td>
<td>0.85570170</td>
</tr>
<tr>
<td>Net worth shock $e^{NW}_t$</td>
<td>$\rho_{NW}$</td>
<td>-0.15451453</td>
</tr>
<tr>
<td>Export shock $e^{Ex}_t$</td>
<td>$\rho_X$</td>
<td>0.76596984</td>
</tr>
<tr>
<td>Import shock $e^{Im}_t$</td>
<td>$\rho_m$</td>
<td>0.69216613</td>
</tr>
<tr>
<td>Foreign consumption shock $e^f_t$</td>
<td>$\rho_f^c$</td>
<td>0.94431944</td>
</tr>
<tr>
<td>Foreign interest rate shock $r^f_t$</td>
<td>$\rho_f^r$</td>
<td>0.82082736</td>
</tr>
<tr>
<td>M0 shock (crisis) $e^{m_0,crisis}_t$</td>
<td>$\rho_{m_0,crisis}$</td>
<td>0.30845545</td>
</tr>
<tr>
<td>M0 shocks (non-crisis) $e^{m_0,ncrisis}_t$</td>
<td>$\rho_{m_0,ncrisis}$</td>
<td>0.30753784</td>
</tr>
</tbody>
</table>

Note: $\sigma_{ga}$ is the response of exogenous spending to productivity development
Table 6-3: VECM Parameters, Data Variance and Model Bootstrap Bounds for Output, Inflation and Interest Rate

<table>
<thead>
<tr>
<th>Actual estimate</th>
<th>Lower Bound (2.5&lt;sup&gt;th&lt;/sup&gt; percentile)</th>
<th>Upper Bound (97.5&lt;sup&gt;th&lt;/sup&gt; percentile)</th>
<th>IN/OUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{yy}$</td>
<td>0.6007945</td>
<td>1.0259235</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{yp}$</td>
<td>0.1519883</td>
<td>0.795265</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{yr}$</td>
<td>1.1223211</td>
<td>1.2918210</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{py}$</td>
<td>0.0032251</td>
<td>0.0992968</td>
<td>OUT</td>
</tr>
<tr>
<td>$\theta_{p\pi}$</td>
<td>-0.2299627</td>
<td>-0.1219793</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{p\tau}$</td>
<td>-0.0404764</td>
<td>0.7382009</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{r\pi}$</td>
<td>0.0012810</td>
<td>0.0557701</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{r\tau}$</td>
<td>-0.0063939</td>
<td>-0.0235946</td>
<td>IN</td>
</tr>
<tr>
<td>$\text{var}(\varepsilon_y)$</td>
<td>0.0006363</td>
<td>0.00155926</td>
<td>IN</td>
</tr>
<tr>
<td>$\text{var}(\varepsilon_\pi)$</td>
<td>1.82e-05</td>
<td>5.38e-05</td>
<td>OUT</td>
</tr>
<tr>
<td>$\text{var}(\varepsilon_r)$</td>
<td>8.66e-07</td>
<td>2.937e-05</td>
<td>OUT</td>
</tr>
</tbody>
</table>
Figure 6-1: Shocks Calculated Using Estimated Parameters (1993Q3-2020Q4)

Note: Figure 6-1 plots model shocks calculated by using estimated parameters. The shocks lost three periods in the beginning from lags and innovations of productivity shock and one at the end from expectations against the actual data.
Figure 6-2: Residuals Calculated Using Estimated Parameters (1993Q1-2020Q4)

Note: Figure 6-2 plots model residuals calculated as the difference between the actual data and the equations using estimated parameters. The residuals lost one period in the beginning from lags and one at the end from expectations against the actual data.
6.2 Simulated Behaviour of the Model

Binding ZLB

The ZLB is endogenously determined by the shocks, rather than being imposed for a predetermined duration as the commitment of monetary authorities. This enables us to assess the frequency and duration of ZLB events in our simulations. Figure 6-3 shows some examples of simulated interest rate compared to the actual data, revealing the following two features, which are consistent with the findings of Lyu et al. (2023):\(^\text{10}\):

1) The periods with a ZLB binding can be quite repeatedly; for example, simulations 40 and 308 provide examples of interest rates reaching the ZLB not just once but multiple times.

2) The duration of the ZLB binding could be flexible. There could be extreme cases, as in simulation 242, where the ZLB can be binding for more than half the time, which could be interpreted by the fact that if the model is disturbed by a series of adverse shocks, a prolonged stay at the ZLB could occur.

The pseudo histories generated by our model highlight the frequency and severity of ZLB episodes that could have occurred. This emphasizes the importance of defining the ‘crisis state’, as it enables us to examine the responses of the model at the ZLB.

Figure 6-3: A Selection of Simulated Interest Rate Compared to Actual Data

---

\(^{10}\) These are pseudo-histories created using bootstrap simulations from the estimated model and its shocks from 1992 to 2021.
Monetary Responses Shift in Non-Crisis and Crisis Regimes

Central banks responded to the Great Recession by cutting their nominal interest rates near zero. A few even allowed their rates to fall to negative values, such as Japan, Denmark, Sweden, Switzerland and the euro zone. That poses a severe obstacle to conventional monetary policy. In the UK, the BoE has adopted a 2% flexible inflation targeting since 1992 but has faced a ZLB issue since 2009. Since the conventional monetary policy was ineffective in boosting the economy during the Great Recession, an unconventional method, QE, was introduced by the BoE in 2009, which aimed at injecting liquidity into the banking system and stimulating more credit creation.

In our model, when the nominal interest rate solves for the bound level or below it \( r_t \leq 0.025\% \), the conventional tool reaches its limit, we then suspend the Taylor Rule and replace it with an exogenous low bound \( r_t = 0.025\% \). During the ZLB, the central bank turns to unconventional monetary policy; therefore, QE becomes the primary tool to target the credit market with the aim of reducing the premium on given leverage and boosting the credit supply. In other words, QE becomes the main policy tool when the ZLB binds.

Figure 6-4 shows several simulation examples to illustrate how monetary responses change in non-crisis and crisis regimes. Simulations 18 and 362 show that when interest rates remain out of the ZLB for almost the entire sample period, the Taylor rule operates at all times, and M0 acts only to accommodate M2. In contrast, in Simulation 488 and Simulation 577, the ZLB binds about half the time, and at these times, the pause in the Taylor Rule triggers QE operations; the central bank operates QE by injecting M0 into the economy. Thus, M0 increases sharply when the ZLB binds. These are consistent with the findings of Lyu et al. (2023).
Figure 6-4: ZLB Constraint Triggers QE Operation
6.3 The Causes of Crises

In this subsection, we investigate the nature of economic crises and the causes of economic crises. We define an ‘economic crisis’ as a significant disruption in GDP growth for at least three years and a ‘financial crisis’ as an economic crisis accompanied by the ZLB. Based on the model and UK data, we analyse two different scenarios with reference to Le et al. (2016): 1) Standard shock scenarios, which are created by using bootstrap simulations from the model and ‘standard shocks’ from the period 1992-2007, a period that does not include enormous ‘financial shocks’; 2) Financial crisis-inclusive shock scenarios, which are created by bootstrapping shocks from the period of 1992-2021, including financial crisis shocks. The analysis and comparison of these two scenarios led us to the following findings:

1) Economic crises are a normal part of the UK economy. We can see from Table 6-4, under the standard shock scenario, economic crises occur on average once every 28 years; under the financial crisis-inclusive shock scenario, the average economic crisis becomes more frequent: once every 27 years. This implies that crises are a regular outcome of the standard shock scenario and that shocks during financial crises are not a necessary condition for economic recessions. A similar finding has been found for the US, with Le et al. (2016) finding that economic crises occur once every 52 years under the standard shock scenarios, and crisis-inclusive shock scenarios increase the frequency of economic crises once every 48 years. Moreover, Figure 6-5 shows significant drops in output under the standard shock scenario, as in Simulation 115, where there have been several significant falls in output.

2) The fourth column of Table 6-4 reports the ratio of the number of financial crises to the number of economic crises. A financial crisis is defined as an economic crisis accompanied by the ZLB. Thus, the results indicate that when there is an economic crisis, about 57% probability that there will also be a financial crisis. The ratio in the standard shock scenario is very close to the ratio in the financial crisis-inclusive shock scenario. For the US, Le et al. (2016) find that when there is an economic crisis, nearly half the time there is also a financial crisis.

3) Financial shocks are not a necessary condition for triggering financial crises. This is because we have produced financial crises using the standard shock scenarios (see Table 6-4). Including financial shocks only slightly increases the
4) By comparing Figure 6-5 with Figure 6-6, we can see that financial crises prolong the duration of economic crises. The four findings mentioned above are in line with those of Le et al. (2016). Moreover, these findings are generally consistent with the findings of Stock and Watson (2012) and Boivin et al. (2020). Using a VAR factor analysis, Stock and Watson (2012) find that the same shocks that explained other post-war recessions also explained the 2007 recession, with little evidence of new shocks associated with the 2007 recession and its aftermath. The 2007 recession was caused by more extreme versions of previously experienced shocks. Boivin et al. (2020) find that the economic collapse during the 2007 recession could be explained by particularly large shocks associated with financial disruptions and uncertainty.

Figure 6-5: Economic Crises Without Financial Crisis
Figure 6-6: Economic Crises With Financial Crisis

Table 6-4: Crises Comparison

<table>
<thead>
<tr>
<th></th>
<th>Crises¹</th>
<th>Frequency of Crisis</th>
<th>number of financial crisis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard shock scenarios</td>
<td>35.11</td>
<td>28.48</td>
<td>0.57</td>
</tr>
<tr>
<td>Financial crisis-inclusive shock scenarios</td>
<td>37.64</td>
<td>26.57</td>
<td>0.60</td>
</tr>
</tbody>
</table>

¹Expected number of crises per 1000 years.

6.4 Impulse Responses from Estimated Model

This section briefly analyses the dynamics of the estimated fixed price/wage duration model through the impulse responses of the endogenous variables to the structure shocks under the non-crisis and crisis models to illustrate the internal logic of the models. The IRFs show the difference between the base run of the model and the simulated results of the model after a one-off shock. The base run replicates the observed data. These analyses help to assess the validity of the estimated model. In the IRFs figures, wage represents the real consumer wage and inflation is CPI inflation. The y-axis represents the responses to shocks, and the x-axis is the timeline. The blue line represents the non-crisis model, and the red line represents the crisis model.
Taylor Rule Shock

Figure 6-7 shows the IRFs to a positive Taylor Rule (contractionary monetary policy) shock under the normal regime. An increase in the nominal interest rate hits consumption and investment negatively, leading to a reduction in output. In the output market, the reduction in output leads to an output gap, which lowers inflation. In the input market, a higher nominal interest rate decreases labour hours and real wages. In the financial sector, the shock decreases entrepreneurs’ net worth, consequently raising external finance premium that further reduces investment. The lower net worth leads to an increase in distressed borrowing, hence M0 raises. In the foreign sector, deflation and a higher nominal interest rate (implying a higher real interest rate) decrease the real exchange rate. Thus, the pound sterling appreciates, which induces import and lowers export as domestic prices are relatively higher than foreign prices. The net foreign bond position also decreases because of a lower net export. The sign of the impulse response (increase or decrease) to a positive Taylor Rule shock is fully consistent with the results of Lyu et al. (2023) for the UK, see Figure 6-8.

Government Spending Shock

Figure 6-9 captures the effects of a temporary rise in government spending under the normal and crisis regimes. Under the normal regime, an expansionary fiscal policy causes an increase in aggregate demand, which pushes up output and labour hours. The firm will raise nominal wages to attract more labour to meet excess output demand. As the expected income rises, so does consumption. Simultaneously, fiscal expansion increases prices and interest rates via the responses of the Taylor Rule. The higher interest rate reduces investment and capital. In the financial sector, the rises in output and labour push entrepreneurs’ net worth up, consequently decreasing credit premium. In the money market, fiscal expansion has a negative effect on the money supply, implying that monetary responses tend to offset the expansionary fiscal policy. In the foreign market, real exchange rate falls (domestic currency appreciates) with a higher real interest rate, which decreases exports and increases imports because domestic products are less competitive than foreign ones. The lower net export has a negative impact on net foreign asset accumulation.

In the crisis regime where the nominal interest rate is fixed at the exogenous lower bound, higher inflation decreases real interest rate. As a result, the increase in wage,
consumption, output, and labour is higher than that under the normal regime. The higher net worth drives down credit premiums, consequently boosting investment. In the foreign market, the lack of nominal interest rate response and the higher inflation mean a lower real interest rate, which causes a rise in real exchange rate (depreciation of the pound sterling). The depreciation of the pound sterling encourages exports. Imports decline in line with the depreciation of the pound sterling but increase as the domestic consumption demand rises; overall, import rises slightly.

Our response direction of variables to a positive government spending shock is highly consistent with the findings in Lyu et al., see Figure 6-10. In addition, we find that increases in consumption, output, labour and wage are more pronounced in the crisis regime than in the normal regime, implying an increase in the impact of fiscal multiplier at the ZLB relative to the normal regime, which is consistent with the findings of Eggertsson (2011), Christiano et al. (2011), Hills and Nakata (2018) and Lyu et al. (2023).

Figure 6-7: IRFs to a Taylor Rule Shock
Figure 6-8: Lyu et al.’(2023) IRFs to a Taylor Rule Shock

Figure 6-9: IRFs to a Government Spending Shock
External Finance Premium Shock

Figure 6-11 shows the IRFs to a temporary positive credit premium shock under both versions of the model. A higher credit premium implies that the entrepreneur faces a tighter borrowing constraint. Hence investment, capital, the price of capital (Q-ratio), and net worth fall in both regimes, and therefore output, labour hours, real wages, and inflation decrease.

In the normal regime, the nominal interest rate falls to stimulate the economy via the Taylor Rule. In the foreign market, the decrease in the real interest rate drives the real exchange rate up (pound sterling depreciates), affecting exports positively but imports negatively. Net foreign position increases because of a higher net export.

In the crisis regime, the nominal interest rate is at the zero bound, and M0 expansion stimulates the economy. Deflation leads to a rise in the real interest rate, which drives down the real exchange rate (pound sterling appreciated). Thus, export decreases. Import will increase because of the appreciation of the home currency but decrease as domestic consumption decreases; overall, import decreases slightly.
The response direction of the variables to a positive credit premium shock is highly consistent with the results of Lyu et al., see Figure 6-12.

Figure 6-11: IRFs to a Premium Shock

Figure 6-12: Lyu et al.’ (2023) IRFs to a Premium Shock
Quantitative Easing Shock

Figure 6-13 shows the IRFs to a positive money supply shock. Generally, the responses of variables are similar under both regimes. An increase in money supply lowers the credit premium and drives up investment, capital, output and consumption. The higher output demand has a positive effect on labour demand. As a result, real wages rise as labour demand increases, leading to an increase in inflation. Under the normal regime, the nominal interest rate rises through the Taylor Rule. In the foreign market, the higher real interest rate results in a lower real exchange rate (pound sterling appreciation), as a result, exports decrease, and imports increase as domestic prices are relatively higher than foreign prices. The net foreign asset position falls due to a lower net export.

Under the crisis regime, the Taylor Rule response is suppressed, but a higher M0 reaction to the premium brings the premium down and boosts the economy. Therefore, the stimulation of M0, with or without the use of the Taylor Rule, has a positive effect on output, suggesting that monetary policy is more than just setting a target interest rate. In the foreign market, the lack of nominal interest rate response and the higher inflation mean a lower real interest rate. As a result, the real exchange rate increases (depreciation of the pound sterling), which encourages export. Import declines as the real exchange rate increases but increases as the domestic consumption demand rises; overall, import rises slightly.

The response direction of the variables to a positive QE shock is highly consistent with the findings in Lyu et al., see Figure 6-14. In addition, the findings regarding the stimulatory effect of QE on the UK economy are in line with the empirical evidence by Bridges and Thomas (2012), Falagiarda (2014), Churm et al. (2018), Kapetanios et al. (2012) and Weale and Wieladek (2014), who all find a positive effect of QE purchases by BoE on output and inflation.

6.5 Conclusion

This chapter tested and estimated the fixed price/wage duration DSGE model developed in Chapter 3 using the Indirect Inference method and found that the model fits the behaviour of the UK data for the inflation targeting era 1992-2021. Additionally, this chapter examined the dynamics of the estimated fixed duration model through the
impulse responses of endogenous variables to structure shocks under the non-crisis and crisis models; the estimated model produces sensible IRFs, which are highly consistent with those of Lyu et al. (2023).

Figure 6-13: IRFs to a Quantitative Easing Shock

Figure 6-14: Lyu et al.’(2023) IRFs to a Quantitative Easing Shock
Chapter 7  Empirical Results of the Fixed Duration Model for the whole Sample Period 1955-2021

In this chapter, we aim to check whether there is any fixed price/wage duration set-up that can fit the behaviour of the unfiltered UK quarterly data for the whole period of 1955-2021 using the method of Indirect Inference. For the whole US post-war sample period 1947-2004, Le et al. (2011) found that the SW07 model was rejected by the behaviour of the data when using the Indirect Inference method. However, if a fraction of goods markets were assumed to be flexprice while the rest was sticky price; similarly, a fraction of labour markets set wages flexibly whilst the rest faces nominal rigidities. The authors found that the hybrid SW07 model was not rejected for the Great Moderation period 1984-2004 but was rejected for the whole period 1947-2004. Le et al. (2016) extended the hybrid DSGE model developed in Le et al. (2011) to allow for financial friction, ZLB constraint and QE, and then re-estimated it. They found that the model with these extensions can fit the US data behaviour from the Great Moderation through to 2011, a period that includes the GFC and the Great Recession. However, this fixed price/wage duration DSGE model still fails to fit the behaviour of the data from 1947-1984. The failure of the fixed duration model to pass the test for the whole post-war sample period could be attributed to the fact that wage/price-setting behaviour changes over time in response to a fluctuating macro environment. Therefore, Le et al. (2021) extended their Le et al. (2016) model to include state-dependence in price/wage contracts duration and re-estimated the model for the whole post-war period 1959-2017 and found that the model with this extension can indeed match the data behaviour well.

This chapter is inspired by Le et al.’s studies of the US. Our contribution in this chapter is that we extend the UK dataset to the mid-1950s so that this chapter covers a much longer sample period than other similar UK studies to test the fixed price/wage duration model for the period 1955-2021.
7.1 A Method for Testing and Estimating the Full Sample Period

In the UK, there was a fixed exchange rate regime (or the Bretton Woods System) from October 1949 to May 1972. The Bretton Woods System established a framework to maintain a fixed exchange rate against the US dollar. Under this regime, the BoE intervened in the currency market to keep the exchange rate close to the fixed exchange rate target to maintain economic stability.

In June 1972, the UK abandoned the fixed exchange rate regime, and sterling began to float against other currencies. The fixed exchange rate regime creates a problem for our test and estimation for the whole sample period of 1955-2021. We address this by adding an exchange rate target to the Taylor Rule equation for the period of 1955Q1-1972Q2 and turning it into a standard Taylor Rule for the period 1972Q3-2021Q1.

According to Giavazzi and Giovannini (1989), a permanently fixed exchange rate regime differs from a regime where a monetary authority pegs its currency to a numeraire, but is free to correct its exchange rate. They argue that a model in which a monetary authority manages its exchange rate (by pegging it to a numeraire currency and adjusting its peg when necessary) may be relevant to study experiences such as the Bretton Woods system.

For the pre-1972 regime, under the Bretton Wood system of fixed-but-adjustable exchange rates, the model treats as floating throughout with the version of the Taylor Rule for interest rates that has a real exchange rate targeting included. Thus, the central bank could adjust interest rates in response to the deviation of the real exchange rate to its target level. In other words, the pre-1972 model assumes under Bretton Woods that a ‘fixed’ rate is treated as adjustable whenever an adjustment is needed. It is a fixed exchange rate regime but adjustable. Clarida et al. (1998) added a real exchange rate and its target in the Taylor Rules for Italy, France and the UK for the ERM period. Because both the ERM and Bretton Woods systems aimed to maintain a fixed-but-adjustable exchange rate regime, we follow them in adding an exchange rate target to the Taylor Rule, see also Engel and West (2006), Wang and Wu (2009) for examples.
The Taylor Rule equation with an exchange rate target added is:

$$r_t = \rho r_{t-1} + (1 - \rho)(r_p \pi_t + r_y y_t) + r_q (q_t - \bar{q}) + e_t^r$$  \hspace{1cm} (7.1)$$

where $q_t$ is the real exchange rate, $\bar{q}$ is the real exchange rate target, $r_q$ is the Taylor Rule response to the difference between $q_t$ and $\bar{q}$. We use this extended Taylor Rule equation in our model for the period of 1955Q1-1972Q2.

We use the standard Taylor Rule for the sample period of 1972Q3-2021Q1:

$$r_t = \rho r_{t-1} + (1 - \rho)(r_p \pi_t + r_y y_t) + r_q (q_t - \bar{q}) + e_t^r$$  \hspace{1cm} (7.2)$$

We employ the Indirect Inference method to test and estimate the UK fixed price/wage duration DSGE model for the whole sample period 1955-2021: using the Taylor Rule with the exchange rate target added for the period 1955-1972 and the standard Taylor Rule afterwards. More specifically:

- Firstly, from the period 1955 to 1972, we use the Taylor Rule equation with the exchange rate target added when calculating shocks and residuals (for simplicity, we refer to these shocks as ‘pre-1972 shocks’); From 1972 to 2021, we include the standard Taylor rule equation in our model to calculate post-1972 shocks and residuals.

- Secondly, when simulating the DSGE model for the pre-1972 period, we bootstrap the pre-1972 shocks and use the model including the extended Taylor Rule equation; when simulating the model for the post-1972 period, we use the post-1972 shocks and the model containing the standard Taylor Rule equation. To generate 1000 bootstrapped simulations, we repeat the second step 1000 times.

- Thirdly, we compute the Wald statistic to measure the difference between the simulated and actual data and convert the Wald statistic to the t-statistic. If the t-statistic is less than 1.645, it means that the model can fit the behaviour of the observed data over the period 1955-2021, and vice versa.

The Indirect Inference test and estimation process for the whole sample period is shown in Figure 7-1.
Figure 7-1: The Procedure for the Indirect Inference Test and Estimation for the Full Sample Period
7.2 Indirect Inference Results

In this section, firstly, using the coefficients calibrated from previous studies (see Chapter 4), we test the model for the whole sample period using the Indirect Inference method. Secondly, using these calibrated coefficients as starting coefficients, we attempt to search a set of estimates that allow the model to fit the behaviour of the actual data over the whole sample period, by performing the Simulated Annealing algorithm in which a search takes place over a wide range around the calibrated parameters by random jumps to search for the optimal choice of parameters that minimises the Wald statistic (or maximises the p-value).

We represent our results of the calibrated model for the sample period 1995-2021 in Table 7-1. The calibrated model did not pass the Wald test, as indicated by a p-value of 0.001. This implies that the calibrated model failed to explain the data behaviour over the whole sample period. Additionally, using the Indirect Inference estimation method and calibration coefficients as starting coefficients, we attempted to estimate the model but found that the fixed-duration model did not fit the data behaviour for the whole sample period. This may be because there were more distinct economic environments across the full sample period, such as the stagflation crisis in the 1970s and the Great Moderation; thus, wage/price behaviour changed in response to fluctuations in the macro environment. Our results are consistent with the findings of Le et al. (2011, 2016).

7.3 Impulse Responses from Calibrated Model

As the model does not fit for the long sample period, we use the calibration coefficients to assess the validity of the pre-1972 and post-1972 models. Overall, all the dynamic movements to the structure shocks are similar in the pre-1972 and post-1972 models. Figures 7-2 to 7-7 show IRFs to a positive monetary policy shock, a fiscal expansion shock, a positive productivity shock, a QE shock, a positive export shock, and a positive credit premium shock, respectively. As can be seen from Figures 7-2 to 7-7, the responses of the pre-1971 model are similar to those of the post-1972 model, which are highly consistent with those of Lyu et al. (2023) and Wang (2020), particularly for the key variables- output, inflation and interest rate. Thus, we do not

---

11 In the figures, wage represents the real consumer wage and inflation is CPI inflation.
repeat the discussion in this section as we discussed most of them in Chapter 5.

7.4 Conclusion

In this chapter, we examined the fixed price/wage duration model using Indirect Inference over a much longer sample period than in Chapter 6, from 1955 to 2021. In line with the findings in Le et al. (2011, 2016), we found that the fixed-duration model does not fit the behaviour of the UK data over this long sample period.

Table 7-1: Results Based on Calibrations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Calibration (1955-2021)$^{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticity of capital adjustment</td>
<td>$\varphi$</td>
</tr>
<tr>
<td>Intertemporal elasticity of substitution</td>
<td>$\sigma_c$</td>
</tr>
<tr>
<td>External habit formation</td>
<td>$h$</td>
</tr>
<tr>
<td>Probability of not changing wages</td>
<td>$\xi_w$</td>
</tr>
<tr>
<td>Elasticity of labour supply</td>
<td>$\sigma_l$</td>
</tr>
<tr>
<td>Probability of not changing prices</td>
<td>$\xi_p$</td>
</tr>
<tr>
<td>Wage indexation</td>
<td>$\iota_w$</td>
</tr>
<tr>
<td>Price indexation</td>
<td>$l_p$</td>
</tr>
<tr>
<td>Elasticity of capital utilisation</td>
<td>$\psi$</td>
</tr>
<tr>
<td>1+share of fixed costs in production</td>
<td>$\phi$</td>
</tr>
<tr>
<td>Taylor Rule response to inflation</td>
<td>$r_p$</td>
</tr>
<tr>
<td>Interest rate smoothing</td>
<td>$\rho$</td>
</tr>
<tr>
<td>Taylor Rule response to output</td>
<td>$r_y$</td>
</tr>
<tr>
<td>Taylor Rule response to change in output</td>
<td>$r_{\Delta y}$</td>
</tr>
<tr>
<td>Share of capital in production</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>Proportion of sticky wages</td>
<td>$\omega^w$</td>
</tr>
<tr>
<td>Proportion of sticky prices</td>
<td>$\omega^p$</td>
</tr>
<tr>
<td>Elasticity of the premium with respect to leverage</td>
<td>$\chi$</td>
</tr>
<tr>
<td>Money response to premium</td>
<td>$\vartheta_2$</td>
</tr>
<tr>
<td>Elasticity of the premium to M0</td>
<td>$\vartheta$</td>
</tr>
<tr>
<td>Money response to credit growth</td>
<td>$\vartheta_1$</td>
</tr>
<tr>
<td>Taylor Rule response to deviation from the real exchange rate target</td>
<td>$r_q$</td>
</tr>
<tr>
<td>Wald ($Y, \pi, R$)</td>
<td></td>
</tr>
<tr>
<td>Transformed t-statistic</td>
<td></td>
</tr>
<tr>
<td>P-value</td>
<td></td>
</tr>
</tbody>
</table>

$^{12}$ Please see Section 4.2 Calibration. Taylor Rule response to deviation from the real exchange rate target is calibrated to be 0.1, following Engel and West (2006) and Kempa (2018).
Figure 7-2: IRFs to a Taylor Rule Shock

Figure 7-3: IRFs to a Government Spending Shock
Figure 7-4: IRFs to a Productivity Shock

Note: The non-smooth IRFs for productivity are due to the negative AR (1) coefficient. Thus, we see it fluctuates before settling down.

Figure 7-5: IRFs to a M0 Shock
Figure 7-6: IRFs to an Export Demand Shock

Figure 7-7: IRFs to a Credit Premium Shock
Chapter 8  State-dependent Model

In chapter 3, we built a small open economy DSGE model in which the shares of the sticky and flexprice sectors are fixed, which has several features compared to the standard DSGE model. Firstly, it merges the NK and NC models into a hybrid model. The model assumes that a fraction of goods markets set prices flexibly, while the rest has sticky prices; the labour market is similar. Secondly, to accommodate periods of the GFC, the model is extended by incorporating the financial frictions of the BGG model, allowing for cheap money collateral through QE, and allowing for the ZLB constraint.

Motivated by the micro- and macro-level evidence of state-dependent price/wage duration, this chapter will extend the UK fixed duration model by adding a state-dependent price and wage framework. Therefore, the state-dependent macroeconomic DSGE model will incorporate state-dependence with many of real rigidities in the SW(07), the financial frictions in the BGG model, and the ability to handle the ZLB in Le et al. (2016). The contribution of this chapter is twofold:

1) As macro-level evidence of state-dependence in the UK is surprisingly scarce, in this chapter, we aim to fill this gap by investigating whether there is macro-level evidence to corroborate micro-level evidence of state-dependence.

2) To examine improvements to the UK fixed duration model due to the state-contingency.

In what follows, we first set up a state-dependent macroeconomic model in which both wage and price contracts change endogenously with the state of the economy rather than merely being time-dependent. Specifically, price/wage duration depends on the variance of lagged inflation according to a linear parameter that we estimate using the Indirect Inference method, and inflation in turn depends on durations. Secondly, we apply this state-dependent model to the UK data for the period of 1955-2021 to investigate the state-dependence at the macro level and to examine improvements to the fixed duration model due to the state-contingency. Thirdly, we describe the properties of this state-dependent model. Finally, we conclude this chapter.
8.1 State-dependent Model Setup

In this section, we build up an open economy state-dependent DSGE model by extending the UK fixed price/wage contract duration model to include a state-dependent duration of price/wage setting framework. The fixed duration model is based on the well-known SW(07) model. Following Le et al. (2011, 2016), we extended the SW(07) model to include the hybrid wage and price setting, incorporate the financial frictions of the BGG model, and allow for the ZLB and QE. This extended SW(07) model (or the fixed price/wage duration model) has been derived in Chapter 3.

The fixed price/wage duration hybrid model assumes that a fixed fraction of goods markets is imperfectly competitive, and firms face nominal rigidities, while the rest is perfectly competitive with flexible pricing. Similarly, a fixed fraction of labour markets is imperfectly competitive, and labour unions face nominal rigidities, while the rest of labour markets are perfectly competitive, so labour unions set wages flexibly. To embed state-dependent variation, we assume that the fraction of firms with flexible prices and the fraction of unions with flexible wages are state-dependent rather than fixed and are based on an increasing function of past inflation.

We now define the sticky price/wage sector (or NK sector) as the long duration sector because prices/wages are sticky for more than one quarter, and the flexible price/wage sector as the short duration sector because prices/wages are constantly changing every quarter. In the fixed price/wage duration model, the long duration sectors have fixed weights, i.e., \( \omega^P \) and \( \omega^w \) are fixed. As a result, the short duration sectors also have fixed weights, \( (1 - \omega^P) \) and \( (1 - \omega^w) \) are fixed. Furthermore, firms/labour unions change their prices/wages according to the fixed Calvo probabilities. In this chapter, we relax the assumption of fixed duration and assume that the structure of the price/wage duration is state-dependent, which implies that firms and labour unions adjust their prices and wages more frequently in the face of aggregate shocks and therefore shift from the long duration to the short duration in this state-dependent model.

We assume that firms’ decisions to change their prices depend on the size of the shock. If the shock is smaller than a particular value, they will choose to stabilise prices in order to ensure their customers against uncertainty. However, if the shock is greater
than the critical value, the cost of providing this insurance to customers is greater than the expected benefit it provides; thus, they will update their prices and reset them optimally to respond to the shock. We assume a critical shock size at which the cost of changing prices is just greater than the gain from providing consumer insurance. Then firms will only adjust prices when the shock is greater than the critical shock size because if the shock is below the critical value, the cost of changing prices outweighs the benefit. Wage changes are similar.

We assume that the variance of the idiosyncratic cost-shock distribution used by price setters is state-dependent; more specifically, we assume that it is associated with the size of recent inflation shocks, represented by \( \Pi \) and measured by a moving average of inflation. These inflation shocks to general prices generate price shocks in specific markets; if general prices change significantly, then the demand and supply of particular products must also fluctuate. Therefore, recent inflation shocks to the economy, \( \Pi \), will affect the variance of the cost-shock distribution of all sectors. Then, changes in the variance of the idiosyncratic distribution will affect the Calvo probability of not changing prices. For example, if there is an increase in recent inflation, it will cause a higher variance of the idiosyncratic cost-shock distribution. The higher variance indicates that the critical shock level occurs at a lower percentile of the distribution, as shown in Figure 8-1, and this lower percentile means a lower Calvo probability of not changing prices. Hence, the recent inflation affects the variance of idiosyncratic shock distribution, thereby changing the Calvo probabilities of prices and wages. Wage changes are similar.

If recent inflation rises, the Calvo probability of not changing prices consequently decreases, causing more sectors to become flexprice, which may decrease the Calvo parameters in the remaining sectors (i.e., sticky-price sectors). We describe this as a ‘reduction effect’ on the Calvo parameters in the remaining sectors. On the other hand, there is an ‘abandonment effect’, as the sectors closer to the short duration sector would migrate to it, leaving those sectors with higher Calvo parameters in the sticky sector. This abandonment effect is contrary to the reduction effect. Therefore, the Calvo parameters for the NK sectors may increase, decrease, or remain the same. We estimate the Calvo parameters and other model parameters in the usual way using the Indirect Inference method but allowing for this net response to \( \Pi \).
The price/wage parameters of the model are now changing continuously in response to historical shocks, implying that this state-dependent model is nonlinear. We use the function proposed by Le et al. (2021) to relate the price/wage parameters to the variance of past inflation:

$$\omega^i = \exp(-\theta^i \Pi)$$

where $i = p, w$; $\Pi$ is the square of the moving average of inflation over the past four years; $\omega^p$ and $\omega^w$ are proportions of sticky prices and wages, respectively; and $\theta^p$ and $\theta^w$ are parameter responses of NK weights to the variance of inflation for prices and wages, respectively.

$\theta^p$ and $\theta^w$ are determined empirically through the Indirect Inference estimation. The weights on the long duration (or NK) sectors, $\omega^i$, are calculated according to the function. This state-dependent price/wage setting is added to the hybrid DSGE model. Therefore, we have a nonlinear DSGE model with shifting-weights.
8.2 Empirical Results

We employ the Indirect Inference method to estimate the state-dependent DSGE model on unfiltered quarterly UK data for the period 1955Q1-2021Q1. The UK adopted a fixed exchange rate regime (or the Bretton Woods System) between October 1949 and May 1972, and sterling began floating against other currencies from June 1972. Therefore, for the period 1955Q1-1972Q2, we estimate the pre-1972 state-dependent DSGE model, which adds an exchange rate target in the Taylor Rule equation; for the period 1972Q3-2021Q1, we then switch to estimating the post-1972 state-dependent model, which includes the standard Taylor Rule.

In Table 8-1, we report the parameter estimates of the state-dependent DSGE model. The estimated state-dependent DSGE model fits the behaviour of the UK data over the period 1955-2021 well, with a p-value of 0.087. However, in Chapter 7 we find that the fixed duration model does not fit this long sample period. This suggests that the state-dependent price/wage framework improves the fit of the DSGE model to macroeconomic data.

Figure 8-2 shows actual inflation data and the square of MA inflation. Figure 8-3 displays the state-dependent NK weights. It shows how the state of the economy (inflation) affects the weights of NK prices and wages. The NK weights on prices and wages fell in the 1970s due to higher inflation, then rose to near one during the Great Moderation.

Table 8-2 shows the VECM parameter estimates, data variance estimates and the model’s 95% bounds. Only one of the nine VAR coefficients lies outside its 95% confidence interval. The variance of interest rate data and the variance of output are slightly below their lower bounds.

Table 8-3 reports estimated persistence parameters. Figures 8-4 and 8-5 show the shock histories and residuals calculated from the estimated model for the whole sample period, respectively. The shocks fluctuate around zero, and the residuals are the accumulation of shocks over time.
Comparing Estimates to the Literature

As for the estimation results compared to the literature. In the estimates of household utility function, the elasticity of labour supply is 2.826, which is very similar to the value of 2.865 in the estimated state-dependent DSGE model for the US economy by Le et al. (2021). The intertemporal elasticity of substitution is 1.641, slightly lower than the estimate of 1.700 by Le et al. and somewhat higher than the estimate of 1.565 by Lyu et al. (2023) for the UK economy.

Concerning the estimated parameters of monetary response and financial frictions. The estimates of money response to premium and the elasticity of premium to M0 are 0.070 and 0.0413, respectively. These numbers are not far from those estimated by Lyu et al. (2023) and Le et al. (2016). The money response to credit growth is estimated to be 0.069, about 33% larger than the figures in Lyu et al. (2023) and Le et al. (2021). The elasticity of the premium with respect to leverage is 0.105, which is in line with the mean estimate of 0.105 indicated by De Graeve (2008) based on their posterior sample, and it is also close to the estimate of 0.093 by Fernández and Gulan (2015). However, it is much larger than the estimates of Lyu et al. (2023) and Le et al. (2021), whose findings suggest a lower value of around 0.03.

Turning to the estimates of the Taylor Rule parameters, the estimates of interest rate smoothing and the Taylor Rule response to output are 0.577 and 0.017, respectively. These estimates are close to those of Le et al. (2011). The response of monetary policy to change in output is 0.046, higher than the estimate of 0.025 by Lyu et al. (2023) and 0.019 by Le et al. (2019), but much lower than the estimate of 0.200 in Wang (2020) and 0.242 in Le et al. (2011). The Taylor Rule response to inflation is 3.188, similar to the estimate of 3.49 by Benchimol and Fourçans (2012) for the Eurozone and the estimate of around 3 by Coibio and Gorodnichenko (2011). The Taylor Rule response to the real exchange rate is 0.045, lower than the figure of 0.1 in Engel and West (2006) and Kempa (2018). Overall, the estimates of monetary policy parameters are not far from those in the literature.

As regards the estimates of the Phillips curve and real wage equation, the probabilities of not changing wages and prices are 0.610 and 0.546, respectively. They are not far from the values of 0.635 and 0.746 by Le et al. (2021) as well as 0.670 and
0.596 by Le et al. (2011). The wage indexation is 0.397, similar to the estimate by Lyu et al. (2023). For the price indexation, similar to Cogley and Sbordone (2008) as well as Rabanal and Rubio-Ramírez (2005), we set a search range from 0 and 1. This parameter is estimated to be 0.055, lower than the value of 0.107 by Le et al. (2021). However, Cogley and Sbordone (2005) show that around 78% of estimates of this parameter lie on the lower bound of zero, and 90% are less than 0.15. Del Negro and Schorfheide (2008) also find that it is concentrated around zero, but they require highly auto-correlated mark-up shocks to get this result.

Finally, for the other parameters, the estimate of the elasticity of capital adjustment is 4.487, which is lower than the estimate of 5.835 in Meenagh et al. (2019) as well as 6.881 in Le et al. (2021), but higher than 2.375 in Gerlter et al. (2008). For the elasticity of capital utilisation cost, same as in Punzo and Rivolta (2022), a loose search range is chosen between 0 (utilisation can vary without cost) and 1 (utilisation never changes). The estimate of 0.948 for this parameter is about 12% higher than the estimate by Aminu (2018) for the UK economy and about 17% higher than the value in Casares et al. (2014) for the US economy. It is also larger than most other studies, suggesting a high cost to change capital utilisation. The estimate of 1 plus the share of fixed costs in production is 1.804, not far from the estimate of 1.761 by Le et al. (2016). The share of capital in production is estimated at 0.576, which is higher compared to the figure of 0.385 in Videnova (2016) for the UK economy, as well as in studies for advanced economies, for example, 0.45 in Zhang and Yang (2021) and Freystätter (2011), 0.44 in Ahmad et al. (2013), 3.741 in Christensen and Dib (2008), and 0.4 in Guerrieri et al. (2010). However, it is lower than the estimate of 0.6134 in Soltani et al. (2021) and close to 0.559 in Le et al. (2022). This high value of the capital share in production is the one that best passes the test, meaning that capital plays a crucial role in the production process over the whole sample period in the model. The external habit formation is estimated to be 0.702, similar to the estimates by Lyu et al. (2023) and Le et al. (2016, 2021).

Overall, the estimates of the state-dependent model for the entire sample period are similar to those of the fixed-duration model for 1992-2021 (see Table 8-1). While a few estimates show significant differences compared to the fixed-duration model for
the short sample period, these estimates are still consistent with the other literature mentioned above.

Table 8-1: Parameter Estimates (1955Q1-2021Q1)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticity of capital adjustment</td>
<td>$\varphi$</td>
<td>4.4871</td>
</tr>
<tr>
<td>Intertemporal elasticity of substitution</td>
<td>$\sigma_c$</td>
<td>1.6408</td>
</tr>
<tr>
<td>External habit formation</td>
<td>$h$</td>
<td>0.7016</td>
</tr>
<tr>
<td>Probability of not changing wages</td>
<td>$\xi_w$</td>
<td>0.6101</td>
</tr>
<tr>
<td>Elasticity of labour supply</td>
<td>$\sigma_l$</td>
<td>2.8257</td>
</tr>
<tr>
<td>Probability of not changing prices</td>
<td>$\xi_p$</td>
<td>0.5462</td>
</tr>
<tr>
<td>Wage indexation</td>
<td>$\iota_w$</td>
<td>0.3965</td>
</tr>
<tr>
<td>Price indexation</td>
<td>$l_p$</td>
<td>0.0554</td>
</tr>
<tr>
<td>Elasticity of capital utilisation</td>
<td>$\psi$</td>
<td>0.9485</td>
</tr>
<tr>
<td>1+share of fixed costs in production</td>
<td>$\phi$</td>
<td>1.8037</td>
</tr>
<tr>
<td>Taylor Rule response to inflation</td>
<td>$r_p$</td>
<td>3.1879</td>
</tr>
<tr>
<td>Interest rate smoothing</td>
<td>$\rho$</td>
<td>0.5769</td>
</tr>
<tr>
<td>Taylor Rule response to output</td>
<td>$r_y$</td>
<td>0.0172</td>
</tr>
<tr>
<td>Taylor Rule response to change in output</td>
<td>$r_{\Delta y}$</td>
<td>0.0463</td>
</tr>
<tr>
<td>Share of capital in production</td>
<td>$\alpha$</td>
<td>0.5765</td>
</tr>
<tr>
<td>Elasticity of the premium with respect to leverage</td>
<td>$\chi$</td>
<td>0.1048</td>
</tr>
<tr>
<td>Money response to premium</td>
<td>$\vartheta_2$</td>
<td>0.0700</td>
</tr>
<tr>
<td>Elasticity of the premium to M0</td>
<td>$\vartheta$</td>
<td>0.0413</td>
</tr>
<tr>
<td>Money response to credit growth</td>
<td>$\vartheta_1$</td>
<td>0.0692</td>
</tr>
<tr>
<td>Taylor Rule response to deviation from the real exchange rate target</td>
<td>$r_q$</td>
<td>0.0445</td>
</tr>
</tbody>
</table>

Wald ($Y, \pi, R$)                  | 18.3008                    | 22.5073                   |

P-value                                                                 | 0.087                      | 0.0760                    |

Transformed t-statistic                                                                 | 1.0455                     | 1.2720                    |
Figure 8-2: Inflation and the Square of MA Inflation

Figure 8-3: Time Varying NK Weights and the Square of MA Inflation
Table 8-2: VECM Parameters, Data Variance and Model Bootstrap Bounds for Output, Inflation, and Interest Rate.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Actual estimate</th>
<th>Lower Bound (2.5th percentile)</th>
<th>Upper Bound (97.5th percentile)</th>
<th>IN/OUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{yy}$</td>
<td>0.9817</td>
<td>0.7663</td>
<td>0.9493</td>
<td>OUT</td>
</tr>
<tr>
<td>$\theta_{y\pi}$</td>
<td>-0.0712</td>
<td>-0.2964</td>
<td>0.4465</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{yr}$</td>
<td>0.1644</td>
<td>-0.5485</td>
<td>0.1798</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{\pi y}$</td>
<td>-0.0019</td>
<td>-0.0149</td>
<td>0.0482</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{\pi \pi}$</td>
<td>0.3572</td>
<td>0.0815</td>
<td>0.8136</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{\pi r}$</td>
<td>0.1672</td>
<td>-0.2273</td>
<td>0.2336</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{r y}$</td>
<td>0.0030</td>
<td>-0.0107</td>
<td>0.0495</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{r \pi}$</td>
<td>0.0008</td>
<td>-0.1596</td>
<td>0.0390</td>
<td>IN</td>
</tr>
<tr>
<td>$\theta_{rr}$</td>
<td>0.8936</td>
<td>0.8314</td>
<td>0.9999</td>
<td>IN</td>
</tr>
<tr>
<td>$\text{var}(\varepsilon_y)$</td>
<td>0.000409</td>
<td>0.000578</td>
<td>0.001037</td>
<td>OUT</td>
</tr>
<tr>
<td>$\text{var}(\varepsilon_\pi)$</td>
<td>0.000093</td>
<td>0.000061</td>
<td>0.000177</td>
<td>IN</td>
</tr>
<tr>
<td>$\text{var}(\varepsilon_r)$</td>
<td>4.40e-06</td>
<td>8.39e-06</td>
<td>0.000092</td>
<td>OUT</td>
</tr>
</tbody>
</table>
Table 8-3: Estimated AR (1) Coefficients

<table>
<thead>
<tr>
<th>Shocks</th>
<th>AR coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government Spending shock $e_t^g$</td>
<td>$\rho_g$</td>
</tr>
<tr>
<td>Preference shock $e_t^b$</td>
<td>$\sigma_{ga}$</td>
</tr>
<tr>
<td>Investment shock $e_t^i$</td>
<td>$\rho_b$</td>
</tr>
<tr>
<td>Taylor Rule shock $e_t^r$</td>
<td>$\rho_i$</td>
</tr>
<tr>
<td>Productivity shock $e_t^d$</td>
<td>$\rho_r$</td>
</tr>
<tr>
<td>Price mark-up shock $e_t^p$</td>
<td>$\rho_a$</td>
</tr>
<tr>
<td>Wage mark-up shock $e_{t,WNK}$</td>
<td>$\rho_{nk}$</td>
</tr>
<tr>
<td>Labour hours shock $e_{t,WC}$</td>
<td>$\rho_{nc}$</td>
</tr>
<tr>
<td>Premium shock $e_{t,prem}$</td>
<td>$\rho_{pr}$</td>
</tr>
<tr>
<td>Net worth shock $e_{t,nw}$</td>
<td>$\rho_{nw}$</td>
</tr>
<tr>
<td>Export shock $e_{t,ex}$</td>
<td>$\rho_{ex}$</td>
</tr>
<tr>
<td>Import shock $e_{t,im}$</td>
<td>$\rho_{im}$</td>
</tr>
<tr>
<td>Foreign consumption shock $e_{t,f}$</td>
<td>$\rho_{f}$</td>
</tr>
<tr>
<td>Foreign interest rate shock $r_{t,f}$</td>
<td>$\rho_{f}$</td>
</tr>
<tr>
<td>M0 shock (crisis) $e_{t,m,crisis}$</td>
<td>$\rho_{m,crisis}$</td>
</tr>
<tr>
<td>M0 shocks (non-crisis) $e_{t,m,ncrisis}$</td>
<td>$\rho_{m,ncrisis}$</td>
</tr>
</tbody>
</table>

* $\sigma_{ga}$ is the response of exogenous spending to productivity development.

* AR coefficients for the pre-1972 period were calculated by using the estimated pre-1972 model and data from 1955-1972. AR coefficients for the post-1972 period were calculated by using the estimated post-1972 model and data from 1972-2021. AR coefficients for the full sample period were calculated by using the estimated post-1972 model and data from the whole sample period 1955-2021.
Figure 8-4: Shocks Calculated from Estimated Parameters (1955Q2-2020Q4)

Note: Figure 8-4 plots model shocks for the full sample calculated using estimated parameters. The shocks lost three periods in the beginning from lags and innovations of productivity shock, and one period at the end from expectations against the actual data.
Figure 8-5: Residuals Calculated from Estimated Parameters (1955Q2-2020Q4)

Note: Figure 8-5 plots model residuals for the full sample calculated as the difference between the actual data and the equations by using estimated parameters. The residuals lost one period in the beginning from lags and one at the end from expectations against the actual data.
8.3 Empirical Analysis

8.3.1 Impulse Responses from Estimated Model

This section examines impulse responses of the variables to structure shocks under the NK model and the flexprice model to illustrate the internal logic of the models. The IRFs show the difference between the base run of the model and the simulated results of the model after a one-off shock. The base run replicates the observed data. These analyses help to assess the validity of the estimated model. For the entirely NK model, we set the NK weights to one with corresponding Calvo parameters; for the flexprice model, the NK weights are set to zero. In the IRFs figures, wage represents the real consumer wage and inflation is CPI inflation. The y-axis represents the responses to shocks, and the x-axis is the timeline. The blue line represents the NK model, and the red line represents the flexprice model (FP for short). More IRFs are shown in Appendix D. Here only the IRFs to main shocks, such as Taylor Rule shock, government spending shock, premium shock and productivity shock, are discussed as these are the focus of this thesis.

Taylor Rule Shock (Pure Demand Shock)

Figure 8-6 shows the IRFs to a positive Taylor Rule shock under both the NK and the FP models, which is a pure demand shock. As the figure shows, output fluctuations are more significant under the NK model than the FP model. The explanation for this difference is that under the NK model (with sticky prices), a pure demand shock affects output directly, while inflation does not respond much in the short run and only responds substantially to the resulting output gaps in the medium run. On the other hand, in the FP model (with flexible prices), the Taylor Rule shock disturbs prices because they vary with changes in marginal costs and the output gap; hence it has a limited impact on output as inflation responds quickly to stabilise output. Hence the NK model destabilises output in response to demand disturbances but stabilises inflation through the Calvo framework, while the FP model stabilises output via flexible price adjustments. Therefore, we see in Figure 8-6 that the output response is greater under the NK model than under the FP model, while the inflation response is greater under the FP model versus the NK model. Overall, the FP model implies rapid price responses and smaller real effects of a monetary shock than the NK model: with output, consumption and labour exhibiting smaller and less persistent responses.
The general responses of the variables are similar for both versions of the models. An increase in the nominal interest rate hits consumption and investment negatively, leading to a fall in output. In the output market, the reduction in output leads to an output gap, which lowers inflation. In the input market, a higher nominal interest rate decreases labour hours and real wages. In the financial sector, the shock also decreases entrepreneurs’ net worth, consequently raising external finance premium that further reduces investment. The lower net worth leads to an increase in distressed borrowing, hence M0 raises. In the foreign sector, the deflation and higher nominal interest rate (implying a higher real interest rate) decrease the real exchange rate and hence pound sterling appreciates, which induces import and lowers export as domestic prices are relatively higher than foreign prices. The net foreign bond position also decreases because of a lower net export.

Figure 8-6: IRFs to a Taylor Rule Shock
Government Spending Shock (Pure Demand Shock)

Figure 8-7 captures the effects of a temporary rise in government spending under the NK and the FP models. Government spending shock is a pure demand shock; hence, output fluctuation is higher under the NK model than under the FP model. Under the NK model, because of price rigidity, the positive demand effects of the fiscal shock have a low impact on prices and therefore do not transmit into higher inflation but create output turbulence. Conversely, under the FP model with flexible prices, the positive demand effects cause an increase in the output gap, but the increase in the output gap is transmitted into a higher inflation. Therefore, the output response is greater under the NK model than under the FP model, while the inflation response is greater under the FP model versus the NK model.

In both models, an expansionary fiscal policy causes a rise in aggregate demand, which pushes up output and labour hours. Simultaneously, fiscal expansion increases prices and interest rates via the responses of the Taylor Rule. The higher interest rate reduces investment and capital. In the foreign market, the real exchange rate falls (domestic currency appreciates) with a higher real interest rate; this decreases exports and increases imports because domestic products are less competitive than foreign ones. The lower net export has a negative impact on net foreign asset accumulation.

Although the responses of most variables are similar under both models, there is a difference in the response of consumption. In the NK model, the firm will raise nominal wages to attract more labour to meet excess output demand. As the expected income rises, so does consumption. On the other hand, in the FP model there is a negative impact on consumption, which is in line with the neoclassical model, see for example Baxter and King (1993). With perfect information, government spending is seen as a negative wealth shock to the household, as the household recognises that taxes must be increased either now or in the future to pay for it. The negative wealth effect leads to a decline in consumption and an increase in hours worked.
External Premium Shock

Figure 8-8 shows the IRFs to a temporary positive credit premium shock under both models. A higher credit premium implies that the entrepreneur faces a tighter borrowing constraint. Therefore, it has a negative impact on the demand. Under the NK model with sticky prices, this demand shock destabilises output and stabilises inflation through the Calvo framework. Under the FP model, the output is stabilised by flexible price adjustments. As a result, the output is more volatile under the NK model than under the FP model, but inflation is less volatile under the NK model than under the FP model.

In general, in both models, a higher credit premium reduces investment, capital, the price of capital (Q-ratio), and net worth, and therefore output, labour hours, real wages and inflation. Nominal interest rate falls to stimulate the economy via the Taylor Rule. Consumption under the NK model falls as wages and labour hours decrease. Consumption under the FP model increases slightly because 1) high deflation under
the FP model has a positive effect on consumption, 2) the lower real interest rate has a positive effect on consumption, and 3) labour hours and wages fall less under the FP model than the NK model. In the foreign market, the decrease in the real interest rate drives the real exchange rate up (the pound sterling depreciates), which affects export positively but import negatively. The net foreign position increases because of a higher net export.

Figure 8-8: IRFs to a Premium Shock

**Productivity Shock (Both Supply and Demand Effects Shock)**

Figure 8-9 shows the IRFs to a non-stationary positive productivity shock under the NK and FP models. Productivity shocks include both supply-side effects (e.g., technological advances make production more efficient) and demand-side effects (productivity shocks permanently affect income and demand for capital, thereby affecting consumption and investment, respectively). The demand effects lead to higher output fluctuation but lower inflation fluctuation under the NK model than under the FP model, as a higher output gap is transmitted into higher inflation under the FP model. On the other hand, in the NK model, the supply effects have a limited impact.
on prices due to price rigidity, thus resulting in a weak indirect impact on output via the Taylor Rule. In the FP model, the supply side effects directly affect output supply via the production function, but prices and interest rate react quickly to balance demand and supply.

Therefore, in response to the demand effects, the NK model destabilises output but stabilises inflation through the Calvo framework; the FP model stabilises output via flexible price adjustments. In response to the supply effects, the NK model stabilises both output and inflation, while the FP model stabilises output but destabilises inflation. Thus, for a productivity shock, we see in Figure 8-9 that the output response is greater under the NK model than under the FP model, while the FP model has a greater inflation response relative to the NK model.

In general, the responses of the variables are similar under both models. Since the productivity shock is highly persistent, it has a long-lasting positive impact on output, consumption, investment, and capital. The increase in the supply of goods and the decrease in the marginal cost have a negative impact on inflation. The higher demand for capital drives up the price of capital, which raises the entrepreneur’s net worth. Then credit premium decreases, and the negative effect on premium helps to further increase investment. In the labour market, the higher productivity raises real wages and lowers labour hours. In the foreign market, the higher supply of domestic goods decreases the relative price of domestic goods to foreign goods prices. Thus, the real exchange rate rises which indicates the pound sterling experiences a real devaluation. It has a negative impact on imports but makes exports more competitive. Then, a higher net export will increase net foreign asset accumulation.

**Output IRFs to Various Shocks**

Figure 8-10 summarises output IRFs for different shocks (more IRFs are in Appendix D). We have discussed above that output fluctuation is higher, and inflation fluctuation is lower under the NK model than under the FP model in response to Taylor Rule, government spending, premium and productivity shocks. Apart from labour supply shock, the other shocks all produce greater output fluctuation under the NK model than under the FP model. However, the labour supply shock has no demand effect. Under the NK model, the labour supply shock has almost no effect on wages; hence
it does not affect labour and output. Under the FP model, it has only a temporary effect on labour and output.

Figure 8-9: IRFs to a Productivity Shock

Note: The non-smooth IRFs for productivity are due to the negative AR coefficient. Thus, we see it fluctuates before settling down.

Figure 8-10: Output IRFs to Various Shocks under the NK and FP Models
The impulse response analysis under the NK and FP models in this study is consistent with the findings of Le et al. (2021), and the following similarities can be summarised. First, compared to the FP model, the NK model stabilises output against supply shocks but destabilises it against demand shocks. For inflation, the NK model stabilises inflation through the Calvo framework, while the FP adjusts prices quickly and keeps them related to marginal costs. For example, Figures 8-11 and 8-12 show their IRFs for two pure demand shocks: a Taylor Rule shock and a government spending shock. These figures show that output fluctuations are more significant under NK than under FP, while inflation fluctuations are much smaller. For the productivity shock (see Figure 8-13), with both supply and demand effects, output fluctuations are higher under NK than FP, and inflation fluctuations are lower. Figure 8-14 shows their output IRFs for all the shocks, and for those mainly demand shocks, all show greater output fluctuations under NK than FP. Second, the FP model has a smaller real effect of monetary shocks than the NK model, showing smaller and less persistent responses of output, consumption, wage and labour (see Figure 8-11). Third, the response direction (increase or decrease) of the key variables to shocks in this thesis is consistent with Le et al.’s. It is worth noting that interest rate increases in response to a positive government shock; hence, in the later policy analysis chapter, we add a fiscal backstop to prevent ZLB from happening. In summary, like the state-dependent model of Le et al., our model indicates that a higher inflation fluctuation leads to a higher NC weight, which in turn causes a higher inflation response and a smaller real effect. Therefore, we expect that in the later policy analysis chapter, when considering welfare improvements and economic stability, we will also need to consider the stability of inflation, as in Le et al.
Figure 8-11: Le et al.' (2021) IRFs to a Taylor Rule Shock

Figure 8-12: Le et al.' (2021) IRFs to a Government Spending Shock
Figure 8-13: Le et al. (2021) IRFs to a Productivity Shock

Figure 8-14: Le et al. (2021) IRFs to Various Shocks under NK and FP Models
8.3.2 Variance Decomposition

To measure the overall model behaviour, we now look at the variance decomposition of the variables for the pre-1972 period and the post-1972 period separately. For the pre-1972 period, the model has an exchange rate target in the Taylor Rule equation, while for the post-1972, the model uses the normal Taylor Rule. We also check the variance decomposition for these two sub-sample periods on different time scales: short-run (S-R) and long-run (L-R). The variance decomposition is calculated under the assumption that shocks are independent of each other to verify the contribution of each shock to the variation of the variables of interest.

Tables 8-4 and 8-5 report each shock’s S-R and L-R contributions to the volatility of some key variables for the pre-1972 period, respectively. In terms of output, productivity shock contributes 4.59% in the S-R and a higher proportion of 15.94% in the L-R; Taylor Rule shock explains 7.41% of output fluctuation in the S-R and 7.83% in the L-R. World shocks play a significant role in explaining output fluctuation, from 70.01% in the S-R to 59.82% in the L-R for the pre-1972 period; and from 62.02% in the S-R to 51.52% in the L-R for the post-1972 period (see Tables 8-6 and 8-7). Which is in line with the findings of Lyu (2021) who finds that world shocks account for a significant 46% of output fluctuation in the UK.

When it comes to the nominal interest rate, it is heavily influenced by The Taylor Rule shock, accounting for 52.32% in the S-R and 31.68% in the L-R; price mark-up shock also contributes a significant proportion of 31.68% in the S-R and 17.34% in the L-R; the contribution of productivity shock increases from 3.77% in the S-R to 26.62% in the L-R; and world shocks account for 9.32% in the S-L and 16.93% in the L-R.

In terms of inflation, it is dominated by price mark-up shock with 67.80% in the S-L and 43.21% in the L-R; the contribution of productivity shock increases from 5.89% in the S-R to 26.47% in the L-R; investment shock and Taylor Rule shock together explain about 15% of S-R and L-R inflation volatility; and world shocks explain 8.55% of inflation fluctuation in the S-R and 14.40% in the L-R.

The main difference between the L-R and S-R results is the increased contribution of productivity shocks. This is due to the high persistence of productivity shocks. The results found here are largely consistent with the findings of Le et al. (2021) and Lyu.
(2021). Results from the post-1972 model are much the same as those from the pre-1972 model.

8.3.3 Historical Decomposition

Figure 8-11 shows the historical decomposition of output over the period 1955-2021. The total contribution of all shocks is shown by the solid black line. The world shocks have a significant impact on output due to the fact that the UK has a high degree of openness and has been trading extensively with the rest of the world. Historical productivity shocks mainly play a stimulus role in output growth during the Great Moderation and a dampening role during the Great Recession. The impact of Taylor Rule shocks on output has declined over time, especially after the recent financial crisis. We can also see from the graph that the UK entered a period of recession from the third quarter of 2008 onwards, and there was a sharp decline in output during the recent coronavirus pandemic.

8.4 Conclusion

This chapter adds the state-dependent price and wage duration framework into the DSGE model. The state-dependent model is estimated and tested using the Indirect Inference method. We find that the behaviour produced by the state-dependent model is broadly consistent with that produced by Le et al.(2021) and micro level studies in different countries; i.e., prices change more frequently when inflation is higher, as a result, prices respond quickly and less persistently to shocks in high inflation periods. For example, Figure 8-3 shows that the higher the inflation, the smaller the NK weight (or the higher the weight of the FP sector). Moreover, as expected, the flexible pricing case implies rapid price responses and smaller real effects of a monetary shock compared to the NK case: with output, consumption and labour exhibiting smaller and less persistent responses (see Figure 8-6).

The results show that the state-dependent model fits the behaviour of the historical UK data very well over the whole sample period, suggesting that the state-dependent price/wage contract framework improves the fit of the DSGE model to macroeconomic data. This chapter contributes a macro-level evidence of state-dependence in the UK to corroborate micro-level evidence.
Table 8-4: **Short Run** Variance Decomposition *(Pre-1972 DSGE model)*

<table>
<thead>
<tr>
<th>Shock\variable</th>
<th>Int. Rate</th>
<th>Inv.</th>
<th>Inf.</th>
<th>Wage</th>
<th>Cons.</th>
<th>Output</th>
<th>Hours</th>
<th>Export</th>
<th>Import</th>
<th>Exch. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Govt Spending</td>
<td>1.77</td>
<td>0.05</td>
<td>1.96</td>
<td>5.68</td>
<td>0.28</td>
<td>3.48</td>
<td>1.40</td>
<td>0.40</td>
<td>3.81</td>
<td>12.80</td>
</tr>
<tr>
<td>Consumer Pref.</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.22</td>
<td>13.41</td>
<td>0.08</td>
<td>0.03</td>
<td>0.00</td>
<td>1.67</td>
<td>0.04</td>
</tr>
<tr>
<td>Investment</td>
<td>0.57</td>
<td>82.55</td>
<td>0.99</td>
<td>1.19</td>
<td>1.05</td>
<td>8.49</td>
<td>2.86</td>
<td>0.03</td>
<td>0.43</td>
<td>1.04</td>
</tr>
<tr>
<td>Taylor Rule</td>
<td>52.32</td>
<td>0.00</td>
<td>14.00</td>
<td>1.31</td>
<td>7.44</td>
<td>7.41</td>
<td>2.85</td>
<td>1.22</td>
<td>5.26</td>
<td>39.50</td>
</tr>
<tr>
<td>Productivity</td>
<td>3.77</td>
<td>16.63</td>
<td>5.89</td>
<td>27.81</td>
<td>61.05</td>
<td>4.59</td>
<td>59.03</td>
<td>0.59</td>
<td>37.25</td>
<td>2.20</td>
</tr>
<tr>
<td>Price Mark-up</td>
<td>31.68</td>
<td>0.00</td>
<td>67.80</td>
<td>8.20</td>
<td>4.01</td>
<td>4.25</td>
<td>1.53</td>
<td>0.68</td>
<td>3.04</td>
<td>22.07</td>
</tr>
<tr>
<td>Wage Mark-up</td>
<td>0.41</td>
<td>0.09</td>
<td>0.63</td>
<td>23.52</td>
<td>0.59</td>
<td>0.49</td>
<td>0.26</td>
<td>0.07</td>
<td>0.29</td>
<td>2.35</td>
</tr>
<tr>
<td>Labour Supply</td>
<td>0.07</td>
<td>0.02</td>
<td>0.11</td>
<td>2.63</td>
<td>0.09</td>
<td>0.11</td>
<td>0.05</td>
<td>0.02</td>
<td>0.07</td>
<td>0.50</td>
</tr>
<tr>
<td>Premium</td>
<td>0.00</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Net Worth</td>
<td>0.08</td>
<td>0.58</td>
<td>0.06</td>
<td>0.32</td>
<td>0.15</td>
<td>1.10</td>
<td>0.40</td>
<td>0.00</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>Quantitative Easing</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Domestic subtotal</td>
<td>90.68</td>
<td>99.96</td>
<td>91.45</td>
<td>70.87</td>
<td>88.06</td>
<td>29.99</td>
<td>68.42</td>
<td>3.02</td>
<td>51.90</td>
<td>80.59</td>
</tr>
<tr>
<td>Export Demand</td>
<td>4.16</td>
<td>0.00</td>
<td>3.66</td>
<td>15.82</td>
<td>4.73</td>
<td>29.28</td>
<td>13.47</td>
<td>49.37</td>
<td>3.93</td>
<td>6.41</td>
</tr>
<tr>
<td>Import Demand</td>
<td>1.12</td>
<td>0.00</td>
<td>1.00</td>
<td>4.18</td>
<td>1.28</td>
<td>8.69</td>
<td>3.47</td>
<td>0.06</td>
<td>39.46</td>
<td>1.79</td>
</tr>
<tr>
<td>Foreign Cons.</td>
<td>2.11</td>
<td>0.00</td>
<td>1.58</td>
<td>8.24</td>
<td>5.89</td>
<td>30.82</td>
<td>14.18</td>
<td>47.26</td>
<td>2.18</td>
<td>1.85</td>
</tr>
<tr>
<td>Foreign Int. Rate</td>
<td>1.92</td>
<td>0.03</td>
<td>2.31</td>
<td>0.89</td>
<td>0.04</td>
<td>1.23</td>
<td>0.46</td>
<td>0.29</td>
<td>2.53</td>
<td>9.35</td>
</tr>
<tr>
<td>World subtotal</td>
<td>9.32</td>
<td>0.04</td>
<td>8.55</td>
<td>29.13</td>
<td>11.94</td>
<td>70.01</td>
<td>31.58</td>
<td>96.98</td>
<td>48.10</td>
<td>19.41</td>
</tr>
<tr>
<td>Total</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

*In the pre-1972 DSGE model, an exchange rate target is added to the Taylor Rule equation.*

*The values in the table are expressed as percentages.*
Table 8-5: **Long Run Variance Decomposition (Pre-1972 DSGE model)**

<table>
<thead>
<tr>
<th>Shock\variable</th>
<th>Int. Rate</th>
<th>Inv.</th>
<th>Inf.</th>
<th>Wage</th>
<th>Cons.</th>
<th>Output</th>
<th>Hours</th>
<th>Export</th>
<th>Import</th>
<th>Exch. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Govt Spending</td>
<td>1.70</td>
<td>0.11</td>
<td>1.70</td>
<td>1.85</td>
<td>0.25</td>
<td>3.14</td>
<td>0.55</td>
<td>0.49</td>
<td>3.08</td>
<td>11.31</td>
</tr>
<tr>
<td>Consumer Pref.</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.06</td>
<td>5.19</td>
<td>0.07</td>
<td>0.01</td>
<td>0.00</td>
<td>0.99</td>
<td>0.04</td>
</tr>
<tr>
<td>Investment</td>
<td>5.11</td>
<td>26.52</td>
<td>4.32</td>
<td>3.10</td>
<td>4.08</td>
<td>3.92</td>
<td>8.97</td>
<td>0.16</td>
<td>3.28</td>
<td>3.80</td>
</tr>
<tr>
<td>Taylor Rule</td>
<td>31.68</td>
<td>0.00</td>
<td>9.17</td>
<td>0.62</td>
<td>3.96</td>
<td>7.83</td>
<td>1.31</td>
<td>1.10</td>
<td>3.35</td>
<td>25.37</td>
</tr>
<tr>
<td>Productivity</td>
<td>26.62</td>
<td>71.07</td>
<td>26.47</td>
<td>72.97</td>
<td>78.12</td>
<td>15.94</td>
<td>74.02</td>
<td>12.31</td>
<td>50.95</td>
<td>16.69</td>
</tr>
<tr>
<td>Price Mark-up</td>
<td>17.34</td>
<td>0.00</td>
<td>43.21</td>
<td>2.19</td>
<td>1.81</td>
<td>4.04</td>
<td>0.64</td>
<td>0.56</td>
<td>1.82</td>
<td>12.94</td>
</tr>
<tr>
<td>Wage Mark-up</td>
<td>0.34</td>
<td>0.20</td>
<td>0.47</td>
<td>6.08</td>
<td>0.43</td>
<td>0.70</td>
<td>0.13</td>
<td>0.08</td>
<td>0.22</td>
<td>1.76</td>
</tr>
<tr>
<td>Labour Supply</td>
<td>0.10</td>
<td>0.09</td>
<td>0.12</td>
<td>0.82</td>
<td>0.11</td>
<td>0.23</td>
<td>0.04</td>
<td>0.02</td>
<td>0.07</td>
<td>0.54</td>
</tr>
<tr>
<td>Premium</td>
<td>0.00</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Net Worth</td>
<td>0.16</td>
<td>1.71</td>
<td>0.11</td>
<td>0.25</td>
<td>0.13</td>
<td>4.24</td>
<td>0.32</td>
<td>0.01</td>
<td>0.14</td>
<td>0.19</td>
</tr>
<tr>
<td>Quantitative Easing</td>
<td>0.00</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Domestic subtotal</td>
<td>83.07</td>
<td>99.82</td>
<td>85.60</td>
<td>87.93</td>
<td>94.09</td>
<td>40.18</td>
<td>85.99</td>
<td>14.73</td>
<td>63.90</td>
<td>72.64</td>
</tr>
<tr>
<td>Export Demand</td>
<td>4.38</td>
<td>0.01</td>
<td>3.70</td>
<td>6.02</td>
<td>2.28</td>
<td>23.62</td>
<td>6.11</td>
<td>46.18</td>
<td>3.72</td>
<td>6.86</td>
</tr>
<tr>
<td>Import Demand</td>
<td>0.97</td>
<td>0.01</td>
<td>0.86</td>
<td>1.38</td>
<td>0.56</td>
<td>8.29</td>
<td>1.45</td>
<td>0.07</td>
<td>24.97</td>
<td>1.60</td>
</tr>
<tr>
<td>Foreign Cons.</td>
<td>1.47</td>
<td>0.00</td>
<td>1.21</td>
<td>2.41</td>
<td>2.49</td>
<td>24.62</td>
<td>5.74</td>
<td>38.26</td>
<td>1.51</td>
<td>1.38</td>
</tr>
<tr>
<td>Foreign Int. Rate</td>
<td>10.10</td>
<td>0.16</td>
<td>8.64</td>
<td>2.27</td>
<td>0.58</td>
<td>3.28</td>
<td>0.72</td>
<td>0.76</td>
<td>5.90</td>
<td>17.52</td>
</tr>
<tr>
<td>World subtotal</td>
<td>16.93</td>
<td>0.18</td>
<td>14.40</td>
<td>12.07</td>
<td>5.91</td>
<td>59.82</td>
<td>14.01</td>
<td>85.27</td>
<td>36.10</td>
<td>27.36</td>
</tr>
<tr>
<td>Total</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

*In the pre-1972 DSGE model, an exchange rate target is added to the Taylor Rule equation.*

*The values in the table are expressed as percentages.*
Table 8-6: **Short Run Variance Decomposition (Post-1972 DSGE model)**

<table>
<thead>
<tr>
<th>Shock/variable</th>
<th>Int. Rate</th>
<th>Inv.</th>
<th>Inf.</th>
<th>Wage</th>
<th>Cons.</th>
<th>Output</th>
<th>Hours</th>
<th>Export</th>
<th>Import</th>
<th>Exch. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Govt Spending</td>
<td>1.54</td>
<td>0.09</td>
<td>2.02</td>
<td>2.20</td>
<td>0.13</td>
<td>1.85</td>
<td>1.06</td>
<td>0.40</td>
<td>2.53</td>
<td>12.41</td>
</tr>
<tr>
<td>Consumer Pref.</td>
<td>0.05</td>
<td>0.00</td>
<td>0.06</td>
<td>0.32</td>
<td>33.89</td>
<td>0.20</td>
<td>0.11</td>
<td>0.00</td>
<td>2.92</td>
<td>0.10</td>
</tr>
<tr>
<td>Investment</td>
<td>0.45</td>
<td>37.64</td>
<td>0.91</td>
<td>0.43</td>
<td>0.64</td>
<td>4.97</td>
<td>2.35</td>
<td>0.02</td>
<td>0.18</td>
<td>0.60</td>
</tr>
<tr>
<td>Taylor Rule</td>
<td>62.02</td>
<td>0.00</td>
<td>19.19</td>
<td>0.70</td>
<td>6.75</td>
<td>6.48</td>
<td>3.49</td>
<td>1.09</td>
<td>3.31</td>
<td>33.83</td>
</tr>
<tr>
<td>Productivity</td>
<td>5.54</td>
<td>61.01</td>
<td>9.29</td>
<td>42.03</td>
<td>37.28</td>
<td>13.46</td>
<td>51.85</td>
<td>32.83</td>
<td>36.76</td>
<td>2.34</td>
</tr>
<tr>
<td>Price Mark-up</td>
<td>22.88</td>
<td>0.21</td>
<td>60.27</td>
<td>8.17</td>
<td>8.05</td>
<td>7.77</td>
<td>3.88</td>
<td>1.09</td>
<td>3.28</td>
<td>34.03</td>
</tr>
<tr>
<td>Wage Mark-up</td>
<td>0.82</td>
<td>0.51</td>
<td>1.61</td>
<td>26.05</td>
<td>2.19</td>
<td>1.62</td>
<td>1.10</td>
<td>0.20</td>
<td>0.51</td>
<td>6.16</td>
</tr>
<tr>
<td>Labour Supply</td>
<td>0.58</td>
<td>0.11</td>
<td>1.06</td>
<td>9.78</td>
<td>0.76</td>
<td>0.87</td>
<td>0.58</td>
<td>0.13</td>
<td>0.41</td>
<td>4.01</td>
</tr>
<tr>
<td>Premium</td>
<td>0.00</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Net Worth</td>
<td>0.07</td>
<td>0.29</td>
<td>0.06</td>
<td>0.13</td>
<td>0.10</td>
<td>0.71</td>
<td>0.37</td>
<td>0.00</td>
<td>0.04</td>
<td>0.06</td>
</tr>
<tr>
<td>Quantitative Easing</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Domestic subtotal</td>
<td>93.94</td>
<td>100.00</td>
<td>94.48</td>
<td>89.82</td>
<td>89.80</td>
<td>37.98</td>
<td>64.80</td>
<td>35.76</td>
<td>49.92</td>
<td>93.53</td>
</tr>
<tr>
<td>Export Demand</td>
<td>2.26</td>
<td>0.00</td>
<td>1.82</td>
<td>4.14</td>
<td>5.05</td>
<td>29.18</td>
<td>16.76</td>
<td>40.27</td>
<td>1.24</td>
<td>1.36</td>
</tr>
<tr>
<td>Import Demand</td>
<td>1.52</td>
<td>0.00</td>
<td>1.36</td>
<td>2.68</td>
<td>2.60</td>
<td>15.45</td>
<td>8.69</td>
<td>0.04</td>
<td>47.49</td>
<td>1.10</td>
</tr>
<tr>
<td>Foreign Cons.</td>
<td>1.81</td>
<td>0.00</td>
<td>1.63</td>
<td>3.31</td>
<td>2.54</td>
<td>16.99</td>
<td>9.54</td>
<td>23.85</td>
<td>0.91</td>
<td>1.46</td>
</tr>
<tr>
<td>Foreign Int. Rate</td>
<td>0.47</td>
<td>0.00</td>
<td>0.72</td>
<td>0.04</td>
<td>0.01</td>
<td>0.39</td>
<td>0.21</td>
<td>0.08</td>
<td>0.43</td>
<td>2.55</td>
</tr>
<tr>
<td>World subtotal</td>
<td>6.06</td>
<td>0.00</td>
<td>5.52</td>
<td>10.18</td>
<td>10.20</td>
<td>62.02</td>
<td>35.20</td>
<td>64.24</td>
<td>50.08</td>
<td>6.47</td>
</tr>
<tr>
<td>Total</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

*In the post-1972 DSGE model, the normal Taylor Rule equation is used.*

*The values in the table are expressed as percentages.*
Table 8-7: **Long Run Variance Decomposition (Post-1972 DSGE model)**

<table>
<thead>
<tr>
<th>Shock\variable</th>
<th>Int. Rate</th>
<th>Inv.</th>
<th>Inf.</th>
<th>Wage</th>
<th>Cons.</th>
<th>Output</th>
<th>Hours</th>
<th>Export</th>
<th>Import</th>
<th>Exch. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Govt Spending</td>
<td>1.08</td>
<td>0.16</td>
<td>1.21</td>
<td>0.42</td>
<td>0.15</td>
<td>1.58</td>
<td>0.37</td>
<td>0.52</td>
<td>1.55</td>
<td>8.87</td>
</tr>
<tr>
<td>Consumer Pref.</td>
<td>0.02</td>
<td>0.01</td>
<td>0.03</td>
<td>0.05</td>
<td>7.69</td>
<td>0.16</td>
<td>0.04</td>
<td>0.00</td>
<td>1.34</td>
<td>0.06</td>
</tr>
<tr>
<td>Investment</td>
<td>10.21</td>
<td>19.24</td>
<td>9.73</td>
<td>1.62</td>
<td>0.42</td>
<td>5.70</td>
<td>5.00</td>
<td>0.77</td>
<td>3.08</td>
<td>13.21</td>
</tr>
<tr>
<td>Taylor Rule</td>
<td>27.28</td>
<td>0.00</td>
<td>8.66</td>
<td>0.20</td>
<td>2.11</td>
<td>6.20</td>
<td>1.40</td>
<td>1.05</td>
<td>1.64</td>
<td>18.07</td>
</tr>
<tr>
<td>Productivity</td>
<td>45.25</td>
<td>78.11</td>
<td>47.33</td>
<td>87.64</td>
<td>81.71</td>
<td>21.14</td>
<td>73.06</td>
<td>12.34</td>
<td>63.26</td>
<td>23.46</td>
</tr>
<tr>
<td>Price Mark-up</td>
<td>9.07</td>
<td>0.18</td>
<td>26.45</td>
<td>1.41</td>
<td>2.23</td>
<td>6.83</td>
<td>1.41</td>
<td>0.96</td>
<td>1.52</td>
<td>16.55</td>
</tr>
<tr>
<td>Wage Mark-up</td>
<td>0.73</td>
<td>0.86</td>
<td>1.07</td>
<td>4.02</td>
<td>1.01</td>
<td>2.58</td>
<td>0.46</td>
<td>0.30</td>
<td>0.46</td>
<td>5.16</td>
</tr>
<tr>
<td>Labour Supply</td>
<td>0.58</td>
<td>0.34</td>
<td>0.73</td>
<td>1.81</td>
<td>0.55</td>
<td>1.55</td>
<td>0.33</td>
<td>0.19</td>
<td>0.29</td>
<td>3.31</td>
</tr>
<tr>
<td>Premium</td>
<td>0.01</td>
<td>0.23</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.19</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Net Worth</td>
<td>0.10</td>
<td>0.80</td>
<td>0.08</td>
<td>0.06</td>
<td>0.05</td>
<td>2.49</td>
<td>0.25</td>
<td>0.01</td>
<td>0.05</td>
<td>0.10</td>
</tr>
<tr>
<td>Quantitative Easing</td>
<td>0.00</td>
<td>0.07</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Domestic subtotal</td>
<td>94.35</td>
<td>100.00</td>
<td>95.30</td>
<td>97.22</td>
<td>95.92</td>
<td>48.48</td>
<td>82.34</td>
<td>16.13</td>
<td>73.18</td>
<td>88.80</td>
</tr>
<tr>
<td>Export Demand</td>
<td>3.53</td>
<td>0.00</td>
<td>2.69</td>
<td>1.85</td>
<td>2.97</td>
<td>28.79</td>
<td>12.28</td>
<td>73.09</td>
<td>1.80</td>
<td>2.55</td>
</tr>
<tr>
<td>Import Demand</td>
<td>0.91</td>
<td>0.00</td>
<td>0.81</td>
<td>0.52</td>
<td>0.70</td>
<td>13.62</td>
<td>3.24</td>
<td>0.05</td>
<td>23.61</td>
<td>0.80</td>
</tr>
<tr>
<td>Foreign Cons.</td>
<td>0.52</td>
<td>0.00</td>
<td>0.50</td>
<td>0.30</td>
<td>0.35</td>
<td>6.98</td>
<td>1.66</td>
<td>10.31</td>
<td>0.29</td>
<td>0.54</td>
</tr>
<tr>
<td>Foreign Int. Rate</td>
<td>0.69</td>
<td>0.00</td>
<td>0.70</td>
<td>0.10</td>
<td>0.06</td>
<td>2.13</td>
<td>0.48</td>
<td>0.42</td>
<td>1.12</td>
<td>7.31</td>
</tr>
<tr>
<td>World subtotal</td>
<td>5.65</td>
<td>0.00</td>
<td>4.70</td>
<td>2.78</td>
<td>4.08</td>
<td>51.52</td>
<td>17.66</td>
<td>83.87</td>
<td>26.82</td>
<td>11.20</td>
</tr>
<tr>
<td>Total</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

*In the post-1972 DSGE model, the normal Taylor Rule equation is used.*

*The values in the table are expressed as percentages.*
Figure 8-15: Historical Decomposition of Output Over the Whole Sample Period
Chapter 9  Policy Implication

What monetary policy rules should central banks follow? This remains an unsettled question, although considerable literature exists on the subject. This chapter is motivated by the limitations of the traditional monetary policy rule, particularly the narrow operating space in recent years due to the ZLB issue. In this chapter, we examine whether an interest rate policy targeting nominal GDP together with a fiscal backstop to prevent ZLB could improve macroeconomic stability in the UK.

The first section discusses conventional monetary policy, unconventional monetary policy, and monetary policy in the UK. The later section shows how nominal GDP targeting regime works and provides arguments supporting it. Then, we briefly describe why fiscal backstop to prevent the ZLB needs to be brought into the model. The subsequent section presents the empirical investigation and results. Finally, a conclusion of this chapter.
9.1 Conventional and Unconventional Monetary Policies

9.1.1 Inflation Targeting and Quantitative Easing

Since the early 1990s, the prevailing view among central banks and economists has been that the best monetary policy is inflation targeting. Inflation targeting was first introduced by New Zealand in March 1990 and quickly followed by Canada in February 1991 and the UK in October 1992 after its withdrawal from the European ERM. According to Fisher (2019), 67 central banks targeted inflation in 2018: some were just a number, and others were a range or a maximum, with most developed countries having an annual inflation target of around 2%. See Figure 9-1, where Fisher (2019) shows that 20 countries had a target or ceiling of 2% or 2.5% in 2018, including most developed countries (the euro area counts only one).

![Frequency distribution for central points of inflation targets](image)

**Figure 9-1: The Number of Countries Targeting Each Inflation Range**

*Source: Fisher (2019)*

Traditionally, Inflation-targeting central banks use policy rates to react to changes in inflation and output. For example, during a recession, policymakers would lower the policy rate to stimulate spending with the aim of bringing inflation back to its target and the economy to its desired level. During the Great Moderation, inflation targeting prevailed for almost two decades. It worked relatively well because it was relatively simple to compute and practically enforceable, and helpful in preventing the recurrence of high inflation. However, the recent Great Recession has revealed that the inflation targeting rule is insufficient to cope with big shocks to the economy and foster a robust recovery, and may even result in financial instability and welfare losses because monetary policy is too tight. Several disadvantages of the inflation targeting
rule are outlined below:

1. Inflation targeting rule can react well to small demand shocks but has proved less effective in coping with large demand shocks, such as the Great Recession. In addition, inflation targeting fails when there are supply shocks (e.g., technology, oil supply or labour force fluctuations). For example, if a negative supply shock comes such as a reduction in the supply of oil, it would move inflation and output in opposite directions: a rise in inflation and a fall in output. The central bank would tighten monetary policy due to the excessive inflation to bring inflation back to the desired target. However, this would further limit economic activity and plunge the economy into a deeper economic recession at a time when the economy is already struggling to deal with the effects of higher commodity prices (see Figure 9-2).

   ![Figure 9-2: Temporary Negative Supply Shock](image)

2. Many central banks responded to the recent Great Recession by cutting their nominal interest rates dramatically to near zero, leaving many countries at ZLB. A few even allowed their interest rates to fall to negative values, such as Japan, Denmark, Sweden, Switzerland and the euro area. With ZLB rates or negative interest rates, central banks can no longer use conventional monetary policy to stimulate the economy, which poses a serious obstacle to conventional monetary policy (see Figure 9-3: conventional monetary policy is effective in
normal times but ineffective when constrained by the ZLB). NK economists argue that there is a liquidity trap in this period.

![Figure 9-3: Expansionary Conventional Monetary Policy during Normal and ZLB Times](image)

3. During the Great Recession, the inflation fluctuations were relatively mild. However, output fluctuations were large, implying that the current inflation targeting rule has too much effect on inflation stabilisation but too little effect on output stabilisation (Sumner, 2011).

During the Global Financial Crisis, the conventional monetary stimulus methods of most central banks were exhausted as short-term nominal interest rates were stuck at the ZLB. As a result, the failure of the conventional monetary policy triggered the unconventional monetary policy (UMP) tool, QE, to inject liquidity into the banking system and encourage more credit creation, thereby spurring economic activities. QE was introduced through large-scale domestic asset purchase programmes (usually consisting of long-maturity government bonds, private assets, and mortgage-backed securities), as well as liquidity provision and refinancing operations with commercial banks. QE was first implemented by the Bank of Japan in 2001, and then after the GFC, the use of QE became more widespread around the world. For example, the US, the UK, and the Eurozone all engaged in multiple rounds of large-scale asset purchase programmes. In addition to the UMP, several economists like Ball (2014) and Blanchard et al. (2010) advocate the adoption of a higher inflation target such as 4% to ease the monetary policy constraints of the ZLB. However, some studies have found that a high inflation target would cause significant costs and destabilise the macroeconomy; see, for examples, Ascari et al. (2018), Coibion et al. (2012), Ascari
and Sbordone (2014) and Kara and Yates (2021). These papers provide a warning to the proposal of targeting inflation at 4%.

9.1.2 An Overview of the UK Monetary Policy since 2009

The UK adopted the inflation targeting in October 1992. During the period 1992-2009, the main instrument of monetary policy in the UK was the BoE’s bank rate. From 2009 to the present, the UK’s monetary policy experience can be divided into four broad phases: the Great Recession, the EU referendum, the Covid-19 pandemic and the cost-of-living squeeze.

During the Global Financial Crisis, the BoE cut its bank rate sharply from 5% to 0.5% in less than a year (see Figure 9-4) with the aim of achieving the government’s 2% inflation target and stimulating economic activity. However, this conventional monetary policy intervention was ineffective in boosting spending and economic growth during the crisis; therefore, further monetary stimulus was needed. However, with a low bank rate of 0.5%, the effectiveness of any additional bank rate cuts would not be significant due to the ZLB constraint. As a result, The BoE began to use the UMP tool (QE) to further stimulate the economy. This corresponded to large-scale asset purchases such as long-term government bonds, which were financed through the issue of newly created, interest-paying reserves. Large-scale purchases of illiquid assets will lower the interest rates on savings and loans, thereby stimulating aggregate economic activity. From 2009 to 2012, the BoE purchased seven rounds of QE, buying a total of £375 billion worth of bonds by July 2021 (House of Commons, 2016).

In August 2016, in response to market uncertainty following the 2016 EU referendum, the BoE cut interest rates from the already low 0.5% to 0.25% (see Figure 9-4) for the first time in seven years since the Global Financial Crisis in order to encourage spending and investment. The BoE also restarted QE with a further injection of £70 billions of asset purchases, including £60 billions of government bonds and £10 billions of corporate bonds, expanding the total QE programme to £445 billions (House of Commons, 2016).

At the start of 2020, in the face of the effects of Covid-19, the BoE cut interest rates from 0.75% to 0.25% on 11 March and then again to 0.1% a few days later on
19 March to support demand, with the new record low rate of 0.1% remaining in place until December 2021 (see Figure 9-4). After cutting interest rates twice, in order to meet its 2% inflation target and decrease the borrowing costs for households and businesses, the BoE made three rounds of asset purchases in March, June and November 2020, adding a total of £450 billion worth of assets. This brought the total value of its QE programme to a peak of £895 billion (including £875 billions of government bonds and £20 billions of corporate bonds), which is equivalent to around 40% of the UK GDP (Bank of England, 2021). Figure 9-6 summarises the BoE’s Monetary Policy Interventions between 2009-2021. During Covid-19, the BoE not only purchased a large amount of assets, but the government also implemented a highly expansionary fiscal policy. In most developed countries, fiscal policy has been central to the Covid-19 recovery response.

In 2022, inflationary pressures in the UK increased significantly due to Russia’s restrictions on gas supplies to Europe and the UK and the risk of further restrictions. In August 2022, inflation reached 10.1% for the first time in 40 years as food and energy prices continued to soar (see Figure 9-7), signalling the return of the threat of stagflation in the UK for the first time since the 1970s. From December 2021 to August 2022, the UK bank rate was raised six times, from 0.1% to 1.75%, with the aim of bringing inflation back to the 2% target level, particularly in August 2022 when the bank rate was raised by 0.5%, from 1.25% to 1.75% (see Figure 9-4) this was the single-highest interest rate jump since 1995, leaving the bank rate at its highest level since December 2008. In addition to increasing the bank rates, the BoE’s QE programme has entered a reversal phase, also known as ‘quantitative tightening’. In February 2022, the BoE passively reduced the size of its QE programme by stopping reinvesting maturing assets (Bank of England, 2022b). Furthermore, according to Bank of England (2022b), which was last updated on 19 May 2022, the BoE has begun to consider reducing its asset stock via a combination of passive quantitative tightening and active asset sales.
Figure 9-4: UK Official Bank Rate History

Data Source: Bank of England

Figure 9-5: BoE Purchases of Bonds Built Up Over the Year

Data Source: Bank of England
Figure 9-6: The BoE Monetary Policy Interventions Between 2009-2021

Source: Bank of England (2021)

Figure 9-7: UK Consumer Price Inflation

Data Source: Office for National Statistics
9.1.3 Review of Empirical Literature: The Macroeconomic Effects of Unconventional Monetary Policy

Between 1992 and the GFC, the UK’s conventional monetary policy showed good macroeconomic outcomes, such as low and stable inflation and low volatility in real GDP growth. However, for most of the period 2009-2022, conventional monetary policy has been constrained by the ZLB. Thus, it has not been effective in boosting the economy in the face of a series of large shocks: the GFC, the EU referendum and the Covid-19 pandemic. In contrast, UMP has improved the BoE’s ability to respond to these large shocks by lowering long-term interest rates, and it has created substantial policy ‘space’ (Bank of England, 2022a). There is a broad consensus in the literature that QE is effective as a tool to stabilise financial markets; see Meier (2009), Breedon et al. (2012), Joyce et al. (2012), Gagnon (2016) and Haldane et al. (2016) for examples in the UK, and see Dell’Ariccia et al. (2018) for a review of the empirical literature on the impacts of QE in the euro area, the UK and Japan. In addition to examining the impact of the UMP on financial markets, a growing literature has attempted to empirically investigate the macroeconomic impact of UMP.

Although the evidence on the macroeconomic impact of the UMP in the previous literature is mixed, in general most agree that UMP instruments have a positive impact on output and inflation, but there is less agreement on the magnitudes of the impact. See, for example, Giannone et al. (2012), Pagliari (2021) and Hohberger et al. (2019) for the euro area, Chung et al. (2011), Chen et al. (2012) and Wu and Xia (2016) for the US, Girardin and Moussa (2011) for Japan. With regard to the UK, there are also a number of empirical studies investigating the effectiveness of QE in supporting the UK macroeconomy.

Several papers have studied the macroeconomic impact of the first round of QE by the BoE (QE1), which started purchasing £200 billions of gilts in March 2009. Kapetanios et al. (2012) examined the output and inflation impacts of the QE1 by using three VAR models with different structural changes: a large Bayesian VAR, a change-point structural VAR, and a time-varying parameter VAR. Their empirical results suggest that without the QE1, real GDP would have fallen more during 2009, and inflation would have become lower or even entered deflation. Their average estimate of the three models suggests that the peak impact of QE on real GDP is likely to be
about 1.5% and on annual inflation about 1.25%. Bridges and Thomas (2012) also estimated the impact of the QE1 on inflation and GDP applying a simple money demand and supply framework. They found that QE1 has a positive effect on GDP (peak impact of around 2%) and inflation (peak impact of around 1%) through decreasing yields and raising asset prices to stimulate demand. Falagiarda (2014) built a DSGE model to investigate the impact of the QE1, and the results of their calibrated model indicate that the QE1 has a peak impact on real GDP of 1.25% and on inflation of 0.49%.

Churm et al. (2018) used a Bayesian VAR model to study the second round of QE purchases (QE2) by the BoE between October 2011 and June 2012, when it purchased £175 billion worth of gilts in response to the euro area sovereign crisis. They found a significant positive impact of the QE2 on inflation, which has an inverted U-shape with a peak of 0.6%, and a significant positive impact of the QE2 on GDP growth of around 0.5-0.8%.

Weale and Wieladek (2016) examined the impact of QE programmes on the CPI and real GDP in the UK and the US using a Bayesian VAR model and data from the period March 2009 to May 2014. They found that a QE announcement shock worth of 1% of nominal GDP causes a statistically significant increase in real GDP and CPI of 0.25%(0.58%) and 0.32%(0.62%) in the UK(US), respectively. Table 9-1 summarises the magnitude of the impact of QE on output and inflation in the above literature examining the UK.

However, in contrast to the above literature, Salachas et al. (2018) studied the UMP for the euro area, Japan, the UK and the US by using a VAR model for the period January 1999 to October 2015. Their results for the UK show an upward impact of QE on economic activity; however, there is no evidence regarding its impact on prices. Balatti et al. (2016) studied QE programmes in the US and the UK using a Bayesian VAR model and using UK data from 1975-2015. They found that QE only has a significant impact on financial variables, but not on UK output and inflation.

Overall, most studies have found that QE has a stimulating effect on both output and inflation and is an effective monetary policy tool. However, the reality is that despite massive injections of QE and the ZLB interest rate, recovery from the Great
Recession had been slow in advanced economies including the UK. This has reinvigorated economists’ interest in targeting nominal GDP.

In our model, in normal times, interest rates follow the Taylor Rule, and M0 acts only to accommodate M2. However, when interest rates reach the ZLB threshold, the model switches to a crisis regime where the Taylor Rule is suspended and replaced by a lower fixed exogenous rate; meanwhile, QE is incorporated into the model with M0 targeting the credit premium around its steady state to restore credit condition to normal through its role of providing cheap collateral. However, despite the intervention of the QE policy, the volatility of inflation during the ZLB periods appears to be beyond the control of monetary policy (see Figure 9-9 in Section 9.3). For this reason and because of the limitations of the conventional monetary policy rule we mentioned above, we examine an alternative policy rule regime, i.e. an interest rate policy targeting nominal GDP together with a fiscal backstop to prevent ZLB, to see whether such regime can improve macroeconomic outcomes in the UK compared to the Taylor rule with a QE policy regime.

Table 9-1: Output and Inflation Impacts of QE in the UK

<table>
<thead>
<tr>
<th>Notes</th>
<th>Output</th>
<th>Inflation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridges and Thomas (2012) Impact of QE1</td>
<td>+2%</td>
<td>+1%</td>
</tr>
<tr>
<td>Falagiarda (2014) Impact of QE1</td>
<td>+1.25%</td>
<td>+0.49%</td>
</tr>
<tr>
<td>Churm et al. (2018) Impact of QE2</td>
<td>+0.5%-0.8%</td>
<td>+0.6%</td>
</tr>
<tr>
<td>Kapetanios et al. (2012) Impact of a 100-basis point reduction in government bond yields</td>
<td>+1.5%</td>
<td>+1.25%</td>
</tr>
<tr>
<td>Weale and Wieladek (2014) Impact of a QE announcement shock worth of 1% of nominal GDP</td>
<td>+0.25%</td>
<td>+0.32%</td>
</tr>
</tbody>
</table>
9.2 Alternative Monetary Policy Rule: Nominal GDP Targeting

Due to the failure of conventional monetary policy at the ZLB and the slow recovery from the Great Recession, market monetarism (which is a macroeconomic theory that suggests central banks adopt nominal GDP level target to stabilise nominal incomes) became popular. There is a rapidly growing literature suggesting that shifting the policy regime to nominal GDP targeting would improve monetary policy compared to the inflation targeting regime (for example Frankel, 1995, 2013, 2014; Sumner, 2011, 2014, 2017, 2018; Hendrickson, 2012; Woodford, 2012; Belongia and Ireland, 2015; Garín et al., 2016; Le et al., 2016, 2021; Sumner and Roberts, 2018; Beckworth and Hendrickson, 2020).

Nominal GDP targeting refers to a rule that targets the level or growth of nominal GDP. It involves the use of a simple feedback rule whereby the central bank adjusts policy rates in response to deviations in nominal GDP from the target. Nominal GDP targeting can be adopted in terms of growth rates and levels. In the case of nominal GDP growth targeting, the central bank seeks to meet a constant growth rate of GDP, and it is a purely forward-looking approach that does not consider past misses. Proponents of nominal GDP growth rate targeting include McCallum (1988; 2015), McCallum and Nelson (1999) and Orphanides (1999), among others. Nominal GDP level targeting is conceptually appealing because the level target, on the other hand, means that policy is history-dependent and must make up for any past overshoots or shortfalls in economic activity to bring nominal GDP back to the fixed path. Proponents of nominal GDP level targeting include Sumner (2011, 2014, 2017, 2018), Hendrickson (2012), Woodford (2012), among others. The version of nominal GDP targeting that has prevailed in recent years is the level targeting rather than the growth rate targeting. A comparison of the level targeting and growth rate targeting is shown in Figure 9-8. In the following discussion, we focus on the nominal GDP level targeting.

There are theoretical reasons and empirical evidence to suggest that nominal GDP targeting could improve the performance of monetary policy compared to inflation targeting. We first present several theoretical advantages of nominal GDP targeting and then review some empirical evidence.
9.2.1 Theoretical Reasons for Calling for Nominal GDP Targeting

Nominal GDP level target rule, \( r_t = \rho_1 r_{t-1} + \rho_y (y_t + p_{d,t} - \bar{y}_t - \bar{p}_d) + \epsilon_t \), where \( y_t + p_{d,t} - \bar{y}_t - \bar{p}_d \) is the deviation of nominal GDP from the target, is a combination of a stronger response to output gap \( (y_t - \bar{y}_t) \) plus a domestic price level target \( (p_{d,t} - \bar{p}_d) \) in place of an inflation target. The first implies more output stability. The second produces a more persistent response on interest rates to inflation shocks as it gets back to the same level, i.e. it produces a forward guidance effect and is more strongly
in stabilising inflation. Theoretically, the relative advantages of nominal GDP targeting versus inflation targeting are as follows:

1) Improving response to demand shocks

There will be no dilemma under demand shocks; both price and output require the same interest rate response. As a result, nominal GDP targeting will stabilise both inflation and output more strongly due to the persistence/forward guidance effect.

Nominal GDP targeting will respond to demand shocks by pushing the level of prices and output back to their target levels. This requires action into the future. Nominal GDP targeting can lead to a faster recovery in output to the desired level and correct for past 'miss'. Assuming a recession scenario, a nominal GDP targeting regime would require a more expansionary monetary policy (nominal GDP would be temporarily above the growth rate path) in order to push nominal GDP back to its target level; thus, the policy would have to correct for any past shortfalls in path target. However, the response of an inflation-targeting regime is to provide enough stimulus to bring the inflation rate back to the target and maintain it there. We empirically compared the responses of the nominal GDP target and inflation target to demand shocks; the results show that the nominal GDP target gives more stability to both inflation and output in the presence of merely demand shocks compared to the Taylor Rule (see table 9-2).

Table 9-2: Stability Comparison in the Case of Only Demand shocks

<table>
<thead>
<tr>
<th></th>
<th>Var(y)</th>
<th>Var(pai)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taylor Rule</td>
<td>0.0011</td>
<td>8.88e-05</td>
</tr>
<tr>
<td>Nominal GDP Targeting</td>
<td>2.04e-04</td>
<td>6.92e-05</td>
</tr>
</tbody>
</table>

2) Improving the response of inflation to supply shocks

There is a dilemma under the supply shocks: price rises, and output falls. We have shown earlier that one of the setbacks of inflation targeting is inappropriate responses to supply shocks; it has the problem of excessive easing/tightening in response to positive/negative supply shocks. As a result, it would induce more severe booms/recessions when responding to positive/negative supply shocks. In terms of the response of nominal GDP targeting to supply shocks, it responds to both price and output. However, it needs to be checked empirically; it could stabilise inflation but may worsen output. Because the nominal GDP target creates persistence in the interest rate response with a forward guidance
effect, this is a powerful stabiliser of current inflation. It could worsen output response by stabilising current inflation more. We check this empirically. The empirical findings demonstrate that for merely supply shocks, the nominal GDP target stabilises inflation but worsens the output response compared to the Taylor Rule (see table 9-3).

Table 9-3: Stability Comparison in the Case of Only Supply Shocks (Productivity Shocks and Labour Supply Shocks)

<table>
<thead>
<tr>
<th></th>
<th>Var(y)</th>
<th>Var(pai)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taylor Rule</td>
<td>3.60e-05</td>
<td>0.0013</td>
</tr>
<tr>
<td>Nominal GDP Targeting</td>
<td>4.13e-05</td>
<td>7.22e-04</td>
</tr>
</tbody>
</table>

3) Creating more financial stability

Nominal GDP targeting could improve financial stability as it might prevent defaults. If aggregate income can be kept on a growth path by a nominal GDP targeting regime, then income would not decrease as much during a recession. This would allow people to continue to repay their loans and avoid defaults and bankruptcies.

There are also some criticisms of nominal GDP targeting; for example, nominal GDP data are released quarterly and are usually subject to considerable revisions in some countries. In contrast, inflation data are released more frequently and are rarely revised, so it is easy to see if the target is being met. Therefore, the frequency of release of nominal GDP data and large revisions are the major challenges in implementing the nominal GDP targeting rule. Another criticism is that if a country switches to nominal GDP targeting regime, but the public does not understand or pay any attention to it, then it will not have any effect. However, this argument could be raised against any alternative policy rule.

9.2.2 Empirical Evidence Supporting the Targeting of Nominal GDP

As nominal GDP targeting appears to be theoretically superior, a growing empirical literature has examined the performance of nominal GDP targeting. Beckworth and Hendrickson (2020) compare the variances of inflation and the output gap under the
nominal GDP level targeting rule and Taylor Rule using an amended New Keynesian DSGE model, which assumes that the central bank has imperfect information about the output gap and therefore must forecast the output gap based on knowledge of past information. Using a Bayesian method, they estimate the model to fit the US quarterly data over the period 1987Q3-2007Q3. They find that forecast errors in the output gap can cause output fluctuation of 13%. Furthermore, their simulation results suggest that nominal GDP targeting rule improves welfare by stabilising both inflation and the output gap compared to the Taylor Rule.

Garín et al. (2016) use a New Keynesian model with price and wage rigidities to investigate the welfare properties of the Taylor Rule, nominal GDP level targeting, inflation targeting and output gap targeting. The model is estimated using the Bayesian method to fit the US data for the period 1984Q1-2007Q3. They find that nominal GDP targeting significantly outperforms inflation targeting and produces fewer welfare losses than the Taylor Rule, especially when the economy is subject to supply shocks and when wages are stickier than prices. In addition, although there is not much difference in terms of welfare losses between nominal GDP targeting and output gap targeting, nominal GDP targeting is likely to outperform output gap targeting when the central bank has difficulty assessing the output gap in real-time.

Fackler and McMillin (2020) use a different approach from Beckworth and Hendrickson (2020) and Garín et al. (2016) to assess the welfare losses of nominal GDP targeting, inflation targeting and price level targeting. They use a VAR model to analyse the policy rules within a policy framework of constrained discretion. The model is estimated to fit the US quarterly data over the period 1979Q4-2003Q4. They compare the policy rules by using a loss function for the period 2004-2006. Although they use a very different approach, their findings generally support the literature mentioned above; they find that nominal GDP targeting is preferable to either price level targeting or inflation targeting by reducing losses over the simulation period.

The three empirical studies above only cover data from the Great Moderation and do not consider the impact of the GFC. Benchimol and Fourçans (2019) estimate a DSGE model with twelve different monetary policy rules using a Bayesian method and the US data over the whole period 1955-2017 and three different sub-periods: 1955-1985, 1985-2007 (the Great Moderation) and 2007-2017 (ZLB). The twelve monetary
policy rules include four Taylor-type rules, four nominal GDP growth rules and four nominal GDP level rules. They evaluate the performance of these twelve monetary policy rules and find several results. In terms of fit to actual data, one nominal GDP level targeting rule has the best match with actual data during the Great Moderation and the ZLB periods; one nominal GDP growth targeting rule has the best fit over the whole sample period; and one Taylor-type rule has the best fit over the period 1955-1985. With respect to the current losses of the central bank, which is computed as a weighted sum of the variances of inflation, the output gap, interest rate changes and wage growth, the nominal GDP level targeting rules perform best in all periods except for the Great Moderation when the Taylor-type rules perform better.

Billi (2016, 2020) has some novel findings. Billi (2016) compares the welfare performance of a strict price level targeting with a nominal GDP level targeting in a small NK model that assumes that the central bank operates under optimal discretion and faces the ZLB. The model is calibrated using data from the US for the period 1985Q1-2014Q4. The author finds that if the economy experiences only temporary inflationary shocks, nominal GDP targeting is a better option as it spreads the effects of the shocks on output and prices. However, strict price level targeting could be preferable in the case of persistent demand and supply shocks, as it could trigger policy inertia and enhance the trade-offs faced by the central bank. Billi (2020) employs a New Keynesian model with staggered price and wage setting, with unemployment fluctuations and with ZLB constraint to evaluate the welfare performance of four monetary policy frameworks that include the Taylor Rule, nominal GDP level targeting, employment targeting and the optimal monetary policy with commitment. The author finds that the employment targeting is better if there are supply-side shocks. However, in the presence of the ZLB constraint and demand shocks, nominal GDP targeting performs significantly better than the Taylor Rule and employment targeting, especially when prices are sticky in relation to wages.

Le et al. (2016, 2021) use an extended hybrid DSGE model and an estimation method that differs from the extant literature – Indirect Inference - to evaluate the performance of nominal GDP targeting. Le et al. (2016) merge the NK and NC models into a hybrid model and extend the model by allowing for a bank sector, ZLB and QE. The model is estimated using the Indirect Inference to fit the US data over the period
1984-2011. They use the estimated DSGE model to evaluate alternative monetary policy rules. To compare different rules, they focus on the ability of the rules to reduce the number of crises and welfare costs. The welfare costs are calculated as a weighted sum of variances in consumption and hours of work and a weighted sum of the cycle variances of output and inflation. They find that nominal GDP targeting significantly outperforms the Taylor Rule. In addition, a simple rule that makes M0 respond to credit conditions can improve the stability of the economy. This rule combined with a price level or nominal GDP targeting would further stabilise the economy. Le et al. (2021) extend the Le et al. (2016) model to include state-dependence in price-wage duration and estimate the model for the period 1959-2017 using the Indirect Inference method. They compare nominal GDP targeting with the Taylor Rule using the estimated model and find that with fiscal policy backstop in stopping the ZLB, nominal GDP targeting can provide high levels of price stability and prevent severe output fluctuations.

These US studies generally indicate that nominal GDP targeting could be a desirable alternative to the current monetary policy framework. However, all of these studies use closed economy models. In what follows, we discuss some studies on nominal GDP targeting in the context of open economies.

There are a limited number of empirical studies on nominal GDP targeting in the context of open economies. Bhandari and Frankel (2017) argue that nominal GDP targeting is actually more applicable to developing countries and small open economies, which are subject to larger terms-of-trade shocks and supply shocks. They provide a theoretical model comparing the ability of alternative monetary policy rules to minimize the quadratic loss function of price stability and output stability. Through empirical testing, they find that nominal GDP targeting indeed outperforms other regimes such as inflation targeting. Fang (2021) extends Le et al.’s (2016) model to an open economy for Japan and finds that a fiscal ZLB-suppression regime along with nominal GDP targeting reduces the variance of inflation and output compared to a strong fiscal feedback policy together with the Taylor Rule. However, it does so at the cost of high variance in interest rate and consumption. In the UK context. Hatcher (2016) employs an overlapping generations model to investigate the impact of nominal GDP targeting on the tax burden in the UK. The author finds that nominal GDP targeting reduces the volatility of taxes but raises average taxes compared to inflation
targeting. Moreover, the expected tax burden is minimized under nominal GDP targeting. Wang (2020) extends Le et al.’s (2016) model to a UK open economy and finds that nominal GDP targeting is more effective than inflation targeting in reducing welfare losses based on variance in output and inflation, and reducing economic and financial crisis.

Due to the limited number of empirical studies on nominal GDP targeting in small open economies, we also review the literature on price level targeting (PLT). A nominal GDP target is essentially the same as a PLT as it is effectively a combination of PLT with the output gap response. It should be noted that the PLT in the nominal GDP targeting framework is a domestic price level target rather than a CPI level target. Some studies on PLT in open economy contexts consider a CPI level target, but this could provide a reasonable reference on the domestic PLT, as changes in the CPI are closely related to changes in domestic prices. Thus, we discuss some studies on the effectiveness of PLT compared to inflation targeting in stabilizing the macroeconomy in open economies, particularly in the Canadian and UK contexts. Ortega and Rebei (2006) show that the welfare implications of switching from inflation targeting to PLT or a combination of both are negligible, using an estimated small open economy DSGE model for Canada with traded and non-traded sectors, as well as nominal price/wage rigidities. Coletti et al. (2008) use a two-country (Canada and the US) version of the IMF Global Economy Model (GEM) to show that PLT slightly outperforms inflation targeting in terms of reducing inflation and nominal interest rate volatility, although at the cost of somewhat high output gap variability. Using an estimated Canadian open economy New Keynesian model with imperfect credit markets from Bernanke et al. (1999), Dib et al. (2008) find that PLT significantly reduces distortions in the economy due to nominal debt contracts, as inflation expectations are more stable than under an inflation targeting regime, which in turn reduces real interest rate volatility. Dib et al. (2013) extend this model to include a response to the external finance premium, showing that PLT still outperforms inflation targeting. Coletti et al. (2008) find that PLT outperforms inflation targeting in terms of inflation and output gap stability in a

13 The central bank’s objective under a PLT is to stabilise the aggregate price level around a target price path. For instance, if an inflation shock causes the price level to rise above the target price path, subsequent below-average inflation will be needed to bring the price level back to the target. Under both nominal GDP targeting and PLT, ‘bygones are not bygones’ as past deviations from the target must be corrected. Both rules have a high degree of history dependence. The PLT element offers strong forward guidance as inflation deviations can lead to a long-lasting interest rate response.
calibrated GEM model for Canada, because terms-of-trade shocks strengthen the PLT as it is a nominal anchor for stabilizing the domestic price level. However, Coletti et al. (2012) find that PLT enhances stability relative to inflation targeting in response to non-energy commodity supply shocks, but not to energy commodity supply shocks and commodity demand shocks.

In the UK context, Batini and Yates (2003) demonstrate that the degree of openness of an economy is critical when comparing inflation targeting and PLT. In their small open economy model for the UK, fluctuations in the real exchange rate affect inflation variability. Due to the UIP condition introducing a channel for managing expectations on economic outcomes, PLT can have a positive effect on inflation stability. However, PLT could deteriorate economic stability relative to inflation targeting, as it increases interest rate volatility, which feeds into greater real exchange rate volatility through the UIP condition. They conclude that the relative benefits of PLT, inflation targeting and the mix of the two depend on particular modelling and policy assumptions. Rysbayeva (2020) employs an open economy DSGE framework for the UK that includes imperfect exchange rate pass-through, and finds similar welfare losses under PLT and different kinds of inflation targeting (core inflation versus CPI inflation). The loss function under PLT is only slightly lower. More recently, Dong et al. (2023) show that PLT improves inflation stability under both UK rational expectations and boundedly rational DSGE models compared to inflation targeting. On the output gap side, PLT increases stability in the rational model but slightly decreases stability in the bounded rational model. For more papers on PLT, please refer to Hatcher and Minford (2014) for a review of theoretical and empirical evidence on PLT.

Overall, the literature above suggests that nominal GDP targeting and PLT could be effective monetary policy frameworks in closed and open economies. However, the relative performance of nominal GDP targeting and inflation targeting may depend on the specific characteristics of the model and the shocks faced by the economy. Given many commonalities in the structure of the economies between the US, Japan and the UK, it may be reasonable to expect that the empirical findings of Le et al. (2016, 2021), Wang (2020) and Fang (2021) could provide a basis for this UK-based study. Thus, we expect the nominal GDP targeting to perform better than inflation targeting.
in stabilising inflation and output. But empirical investigation is required to confirm this.

### 9.3 Fiscal Policy

During periods when interest rates are constrained at ZLB, monetary policy no longer has the power to stabilise inflation. In this thesis, inflation is more volatile in the state-dependent model than in the fixed duration model during ZLB episodes. This is because the inability of monetary policy to stabilise inflation during the ZLB periods causes price stickiness to become volatile in the state-dependent model, which further exacerbates price volatility and hence inflation volatility. As a result, ZLB events in the state-dependent model can lead to more significant inflation fluctuations.

Despite the intervention of the QE policy, the volatility of inflation during the ZLB periods appears to be beyond the control of monetary policy. Figure 9-9 shows the volatility of inflation during the ZLB periods, as simulated by the state-dependent model.

![Figure 9-9: Examples of Simulation – Inflation Fluctuations During ZLB](image)

At the ZLB, fiscal policy is essential to stimulate demand because it injects spending directly into the economy. This injection of demand raises economic growth. When facing a liquidity trap, Yao (2021) finds that fiscal stimulus can help the UK
economy escape the ZLB and improve social welfare by using a UK open economy DSGE model with financial frictions. Blanchard et al. (2010) use a DSGE model to empirically examine the macroeconomic consequences of fiscal expansionary shocks in four major eurozone economies (France, Germany, Italy, and Spain) and find they can effectively escape from liquidity trap through fiscal policy interventions in the form of government purchases.

There is an increasing recognition that monetary policy alone cannot bring the economy out of the liquidity trap and achieve price and economic stability. Instead, as Keynes (1936) argued, monetary and fiscal policies need to work together to reflate the economy. At the ZLB, fiscal coordination is more essential than ever; please see most recent discussions, including but not limited to Portes and Wren-Lewis (2015), Praščević and Ješić (2019), Bhattarai and Egorov (2016) and Nasir (2020). However, such a fiscal-monetary coordination framework seems challenging to implement in the Euro area as its institutional framework is based on a monetary union without a fiscal union (Coeure, 2015; Hettig and Muller, 2015). In the case of the UK, fiscal-monetary coordination may not encounter this obstacle (Nasir, 2020). Le et al. (2021) and Fang (2021) consider nominal GDP targeting together with a fiscal ZLB-suppression regime in DSGE models for the US and Japan, respectively. They both find that this monetary-fiscal coordination can stabilise inflation and output, while Fang (2021) shows that it comes at the cost of high variance in interest rate and consumption.

Due to significant inflation fluctuations in ZLB events in the state-dependent model, we combine the nominal GDP targeting with fiscal ZLB-suppression to stabilise inflation during ZLB episodes following Le et al. (2021). This fiscal ZLB-suppression rule does not interfere with the stabilising role of monetary policy. Once the monetary policy is constrained by the ZLB, fiscal policy acts as a backstop against the ZLB, bringing back monetary policy by terminating ZLB episodes quickly when they occur. Because our model is similar in structure to those of Le et al. (2021) for the US and Fang (2021) for Japan, we expect lower variance in inflation and output in this UK study under the alternative policy.

In practice, in the face of the Covid-19 Pandemic, governments around the world, particularly in advanced economies, engaged in massive fiscal support programmes aimed at mitigating the health and economic impact. In the UK, in response to the
impact of the Covid-19, the BoE cut its bank rate to a new record low rate of 0.1% in March 2020 and purchased a total of £450 billion worth of assets in 2020. Furthermore, the UK government also implemented a highly expansionary fiscal policy, see Keep and Brien (2021) for different estimates of total government spending on the Pandemic.

In the next section, when we examine the macroeconomy effects of nominal GDP targeting rule, we also introduce fiscal policy into the model as a backstop against the occurrence of ZLB to further stabilise inflation during ZLB episodes.

9.4 Empirical Investigation and Results

The objective of this section is to investigate whether a shift to a nominal GDP targeting regime together with the fiscal backstop could improve macroeconomic stability in the UK using our estimated state-dependent model. We examine this question by evaluating the performance of ‘a nominal GDP targeting rule with a fiscal backstop’ regime relative to our baseline regime (i.e. the Taylor Rule in non-crisis times and a QE policy in crisis times) in terms of stabilising the economy. In the comparison, we consider the following criteria: 1) how many crises are likely to occur under the ‘Taylor Rule + QE policy’ and the ‘nominal GDP targeting rule + fiscal backstop’, respectively? This measures the ability of policy to avoid crises; 2) the variance of inflation; 3) the variance of output around a measure of trend output$^{14}$; 4) the welfare cost, which is calculated as a weighted sum of the cycle variances of output and inflation.

Nominal GDP Targeting Rule

To measure whether the implementation of a nominal GDP targeting rule helps to stabilise the economy, in the model we replace the Taylor Rule with the following nominal GDP targeting rule:

$$ r_t = \rho_1 r_{t-1} + \rho_\gamma (\gamma_t + \rho_{d,t} - \bar{\gamma}_t - \bar{\rho}_d) + e_t $$  \hspace{1cm} (9.1)

Where $\gamma_t + \bar{\rho}_d$ represents the target for nominal GDP, $\gamma_t + \rho_{d,t}$ is the nominal GDP, $\gamma_t + \rho_{d,t} - \bar{\gamma}_t - \bar{\rho}_d$ is the deviation of nominal GDP from the target, $\bar{\gamma}$ follows the real output generated by productivity, $\bar{\rho}_d$ as steady price level is assumed to be constant

$^{14}$ The trend output measure is constructed as the balanced growth path plus the simulated productivity shocks.
and normalised to zero as in Le et al. (2021), and the parameter $\rho_y$ is the partial elasticity of interest rate with respect to the nominal GDP deviation.

Nominal GDP targeting is a combination of a stronger response to $(y_t - \bar{y}_t)$ plus a domestic price level target $(p_{d,t} - \bar{p}_d)$ in place of an inflation target. The first implies more output stability, while the second creates a more persistent response as it gets back to the same level. This creates an effect from a future response like ‘forward guidance’.

**Fiscal Backstop**

In our baseline model, when ZLB occurs, the Taylor Rule is suspended and replaced by an exogenous low bound; meantime, a QE policy is incorporated into the model where M0 targets the credit premium around its steady state in an attempt to restore credit condition to normal through its role of providing cheap collateral. Now, to avoid ZLB episodes, we introduce a fiscal backstop; specifically, when ZLB occurs, we add a government spending shock of sufficient size to push the interest rate out of the ZLB.

Recall our baseline policy regime:

$$e_t^\theta = \rho_y e_{t-1}^\theta + \sigma_g \eta_t^\theta + \eta_t^\theta, \quad \eta_t^\theta \sim N(0, \sigma_\theta^2) \quad \eta_t^\alpha \sim N(0, \sigma_\alpha^2)$$

Where $e_t^\theta$ is the government spending shock, $\eta_t^\theta$ and $\eta_t^\alpha$ are the government spending and the productivity innovations, respectively.

**Fiscal backstop regime is:**

$$e_t^\theta = \rho_y e_{t-1}^\theta + \sigma_g \eta_t^\theta + \eta_t^\theta + f_t, \quad \eta_t^\theta \sim N(0, \sigma_\theta^2) \quad \eta_t^\alpha \sim N(0, \sigma_\alpha^2). \quad (9.2)$$

Where $f_t$ is the fiscal shock that pushes interest rate away from the ZLB. We combine this fiscal backstop (equation 9.2) with the nominal GDP targeting rule (equation 9.1) in the model to investigate whether a shift to the ‘nominal GDP targeting with fiscal backstop’ regime could improve macroeconomic stability in the UK.

**Results**

In the estimated state-dependent model, we replace the ‘Taylor Rule with QE policy’ regime with the ‘nominal GDP targeting with fiscal backstop’ regime and then bootstrap the model and shocks to compute the average frequency of crises and
welfare costs. We find that the rules of the following form can improve the performance of monetary policy:

\[ r_t = 0.30 r_{t-1} + 1.50 \left( y_t + p_{d,t} - \bar{y}_t - \bar{p}_{d} \right) + e_t \]  

(9.3)

Table 9-2 summarises the average bootstrap simulation results for each monetary regime under the state-dependent model. We have the following findings:

- To measure the ability of each regime to reduce the number of economic crises, we perform 1000 simulations over the sample period and calculate the expected number of crises per 1000 years under each regime. We examine both the number of shallow and deep crises. Shallow (or deep) crises are defined as small (or large) declines in output, where output does not return to its previous peak within five years. The simulations show that the ‘nominal GDP targeting with fiscal backstop’ regime is slightly better at reducing the number of shallow crises than the ‘Taylor Rule with QE’ regime but much better at reducing the number of deep crises.

- From a stabilisation perspective, our simulations show that the ‘nominal GDP targeting with fiscal backstop’ regime yields lower output variance and significantly lower inflation variance compared to the baseline regime. The examples of the bootstrap simulations in Figures 9-10 show that the variance of inflation is substantially lower, and output is somewhat smoother under the ‘nominal GDP targeting with fiscal backstop’ regime (in Red).

- In terms of welfare costs, the ‘nominal GDP targeting with fiscal backstop’ regime is associated with a significantly smaller welfare loss than the baseline regime.

- Regarding the degree of price stickiness in the state-dependent model, the ‘nominal GDP targeting with fiscal backstop’ regime generates a higher average NK price weight level of 0.9874 compared to 0.9126 in the baseline regime, as the lower the volatility of inflation, the higher the level of price stickiness.

Figures 9-10 shows some examples of the bootstrap simulations under different monetary regimes in the state-dependent model. As can be seen, the ‘nominal GDPT with fiscal backstop’ regime (in Red) prevents the ZLB from occurring. Compared to
the ‘Taylor Rule with QE’ regime (in Blue), it largely eliminates the destabilising behaviour in inflation and price/wage durations and smoothes output to some extent. Though this appears to increase interest rates.

As mentioned earlier, in our welfare measures, the variance of output is calculated around the measure of trend output. However, the trend path of real output could not be the true estimate of the flexprice model determined path. Thus, by employing a model-estimated equilibrium output path, we also check the robustness of the welfare measures for the two policy regimes. To get this alternative measure, we combine the balanced growth path with the simulated impact of all model shocks on the output under the flexprice model solution. The comparison of welfare using flexprice model solutions is shown in Table 9-3, where it can be seen that the ‘nominal GDP targeting +fiscal policy’ regime still outperforms the baseline regime.

Results Comparison
The findings on the lower variance in inflation and output under nominal GDP targeting together with fiscal ZLB-suppression generally support the previously mentioned studies by Beckworth and Hendrickson (2020), Benchimol and Fourçans (2019) and Le et al. (2016, 2021) for the US, Wang (2020) for the UK, and Fang (2021) for Japan. The findings on decreasing the chance of crisis are consistent with those of Le et al. (2016, 2021) and Wang (2020).

Our results are broadly consistent with those of Wang (2020) for the UK, who estimates a fixed-duration DSGE model on UK data over 1985-2016 and finds that nominal GDP targeting slightly decreases the frequency of crisis and significantly stabilises output compared to the Taylor Rule. However, the variance of inflation is similar under both rules. In this thesis, inflation variance decreases significantly under the alternative regime as we combine nominal GDP targeting with the fiscal backstop.

Using an estimated open economy DSGE model, Fang (2021) finds that a strong fiscal feedback policy (normal Taylor Rule in non-crisis regime and QE intervention in crisis regime, as well as a strong fiscal feedback rule in both regimes) significantly outperforms a baseline regime (normal Taylor Rule in non-crisis regime and QE intervention in crisis regime) in terms of output, inflation, interest rate and consumption variances. Fang then compares this strong fiscal feedback policy with a combined
regime in which nominal GDP targeting is combined with ZLB-suppressing fiscal policy, finding that the latter has lower inflation and output variance. However, it comes at the cost of high variations in both interest rate and consumption. Our results on the lower variance of inflation and output under the nominal GDP targeting-fiscal backstop framework align with Fang’s findings for Japan.

To the best of my knowledge, our model is the only open economy DSGE model with all elements of a hybrid price/wage setting, policy regime switching, ZLB, QE and state-dependence. In addition, this study considers a combined policy regime of nominal GDP targeting-fiscal backstop. Le et al. (2021) examine this state-dependent model and this type of combined policy framework for the US as a closed economy, and find that this combined regime can achieve a high price and output stability and avoid large cyclical output fluctuations. In the UK context, we find that their conclusions still hold.

9.5 Conclusion
In this chapter, by using our estimated state-dependent model, we find that nominal GDP targeting rule together with the fiscal backstop can reduce the chances of economic crisis and stabilise the macroeconomy in the UK. Our results are much in line with the findings of Le et al. (2021), who find that an interest rate rule targeting nominal GDP backed by a fiscal backstop is optimal for the US in a state-dependent model.

However, there still remains the practical question of whether this alternative regime can be implemented politically. The nominal GDP target implies keeping interest rates away from normal rates for long periods after inflation has returned to normal; this is vulnerable to time-inconsistency. As for the fiscal backstop, it requires sharp changes in government borrowing which may violate ad hoc fiscal rules. However, these issues are beyond the scope of this thesis here.
### Table 9-4: Stability and Crises Comparison

<table>
<thead>
<tr>
<th></th>
<th>Var(y)</th>
<th>Var((\pi))</th>
<th>Welfare(^1)</th>
<th>Shallow crises(^2)</th>
<th>Deep crises(^3)</th>
<th>Av. NK weight wage</th>
<th>Av. NK weight price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taylor Rule + QE</td>
<td>0.00107</td>
<td>0.00160</td>
<td>0.00128</td>
<td>39.65</td>
<td>30.94</td>
<td>0.9085</td>
<td>0.9126</td>
</tr>
<tr>
<td>NGDPT + Fiscal</td>
<td>0.00088</td>
<td>1.04e-04</td>
<td>0.00057</td>
<td>37.86</td>
<td>24.62</td>
<td>0.9831</td>
<td>0.9874</td>
</tr>
</tbody>
</table>

\(^1\) The measurement of welfare costs is based on a weighted resource cost due to price variability and output variability: \(\text{welfare} = 0.40 \times \text{var}(\pi) + 0.60 \times \text{var}(y)\).

\(^2\) & \(^3\) Expected number of crises per 1000 years. Shallow and deep crises are defined as small (0.01) and large (0.15) decreases in output, respectively, where output does not return to its previous peak within five years.

### Table 9-5: Welfare Comparison from Output Deviation from Optimum Output under Flexprice Model

<table>
<thead>
<tr>
<th></th>
<th>Var(y)(^4)</th>
<th>Var((\pi))</th>
<th>Welfare(^5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taylor Rule + QE</td>
<td>0.00288</td>
<td>0.00160</td>
<td>0.00206</td>
</tr>
<tr>
<td>NGDPT + Fiscal</td>
<td>0.00146</td>
<td>1.04e-04</td>
<td>0.00059</td>
</tr>
</tbody>
</table>

\(^4\) Deviation from optimum output under flexprice model

\(^5\) \(\text{welfare} = 0.64 \times \text{var}(\pi) + 0.36 \times \text{var}(y)\)
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Figure 9-10: Simulation Comparison Between ‘Taylor Rule with QE’ and ‘NGDPT with Fiscal Backstop’
Chapter 10  Overall Conclusion

Most current applied macroeconomic models assume that the durations of price/wage contracts are fixed. However, there is substantial evidence in micro data that the durations fluctuate with the state of the economy, particularly with inflation. This thesis aims to study how the UK’s macroeconomic behaviour is affected by state-dependence. To achieve this goal, this thesis developed two models for the UK economy: a hybrid DSGE model with fixed price/wage contract durations and a hybrid DSGE model with state-dependence in price/wage durations. These two models were tested and estimated on UK macroeconomy data by the Indirect Inference method. The following are the main questions addressed in this thesis:

1. Whether the hybrid DSGE model with fixed price/wage duration can explain the behaviour of the UK data over the inflation targeting era 1992-2021 and the long full sample period 1955-2021.
2. Whether there is macro-level evidence of state dependence in the UK and whether the state-dependent price/wage framework can improve the fit of the DSGE model to macroeconomic data for the period 1955-2021.
3. How monetary policy in the UK could be used to stabilise the economy in the presence of state-dependent variation.

Chapter 2 provided a review of the literature on state-dependent price/wage adjustments at the micro- and macro-levels. Chapter 3 built a small open economy DSGE model for the UK economy. The model extends the SW07 model to the small open economy with trade treated as in Armington (1969) and assuming UIP. Moreover, the model merges the NK and NC models into a hybrid model, incorporates the financial friction of the BGG model and includes several new developments in the wake of the GFC including the ZLB and QE. Furthermore, the model switches between two regimes: the normal regime, where the Taylor Rule operates normally and the supply of M0 is set to accommodate M2, and the crisis regime, where the nominal interest rate is at or below the ZLB threshold level. In the crisis regime, the Taylor Rule is suspended and replaced by an exogenous low bound. Meanwhile, a QE policy is incorporated into the model where M0 targets the credit premium around its steady state to restore credit condition to normal through its role of providing cheap collateral. Once the model escapes from the ZLB, the model switches back to the normal regime,
and the Taylor Rule resumes operation. Chapters 4 and 5 cover the construction of the dataset, a set of starting calibrations, and an introduction to the testing and estimation method – Indirect Inference.

The empirical studies in Chapter 6 and Chapter 7 tested and estimated the fixed duration model over the UK inflation targeting era 1992-2021 and the full sample period of 1955-2021, respectively. The results of the Indirect Inference estimation suggest that the fixed duration model fits the behaviour of the UK data for 1992-2021. However, we find that it does not fit the whole sample period. This may be because there were more fluctuations in the economic environment across the whole sample period, such as the stagflation crisis in the 1970s and the Great Moderation; thus, wage/price behaviour changed in response to fluctuations in the macro environment. These results are in line with those of Le et al. (2011, 2016).

Therefore, Chapter 8 integrates the state-dependent price/wage contracts into the hybrid DSGE model to examine whether there is macro-level evidence of state-dependent price/wage duration. The results of the Indirect Inference test and estimation for the full sample period 1955-2021 show that the state-dependent model fits the behaviour of the UK historical data well, implying that the state-dependent price/wage contract framework improves the fit of the DSGE model to macroeconomic data compared to the fixed-duration framework. Therefore, it indicates that macroeconomic models should allow for state-dependent price/wage adjustments. Furthermore, the duration of price/wage contracts fluctuates with the state of the economy (inflation) throughout the whole sample.

Chapter 9 investigated the performance of an alternative policy in terms of the ability to avoid crises and decrease welfare cost. The simulations suggest that from the perspective of both criteria, a nominal GDP targeting regime together with a fiscal backstop to prevent the ZLB outperforms the baseline Taylor Rule regime. These findings of the UK policy implications are consistent with the findings of Le et al. (2021) for the US. Thus, like them, we find that an interest rate rule targeting nominal GDP and backed up by a fiscal backstop are optimal. However, there still remains the practical question of whether this alternative regime can be implemented politically. The nominal GDP target implies keeping interest rates away from normal rates for long periods after inflation has returned to normal; this is vulnerable to time-
inconsistency. As for the fiscal backstop, it requires sharp changes in government borrowing which may violate ad hoc fiscal rules. However, these issues are beyond the scope of this thesis here.

In summary, the answers to the three main questions in this thesis are:

1. The fixed duration model fits the behaviour of the UK data for the inflation targeting era 1992-2021, but not for the full sample period 1955-2021.
2. The state-dependent model fits the behaviour of the UK historical data well over the whole sample period, implying that the state-dependent price/wage contract framework improves the fit of the DSGE model to macroeconomic data compared to the fixed-duration framework. Furthermore, the durations of price/wage contracts fluctuate with the state of the economy (inflation) throughout the full sample.
3. Our simulation results suggest that the nominal GDP targeting rule together with the fiscal backstop reduces the chances of economic crisis and stabilises the UK macroeconomy; it outperforms the Taylor Rule regime.

Finally, with regard to future work, it could be useful to bring state-dependence into other parameters.
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Appendix A: The Financial Friction of the BGG Model

We incorporate the bank sector of the BGG model into the model. At time t, entrepreneurs purchase newly installed capital $K_{t+1}$ from capital producers at price $R_t^k$ to be used in production in period $t+1$. In order to finance this capital expenditure, entrepreneurs need external loans to supplement their net worth as a source of funding, and they borrow external funding from banks in the form of bank loans which are repaid at time $t+1$. Thus, entrepreneurs finance their capital purchases with internal funds and external loans from commercial banks. We assume that bank loans come from the domestic market only. At time $t+1$, an entrepreneur receives the marginal product of capital ($R_{t+1}^k$) and the gains from selling $(1 - \delta)K_{t+1}$ of undepreciated capital to capital producers at price $P_{t+1}^k$. At the end of period $t$, the entrepreneur has net worth $NW_{t+1}$, then the amount of debt is the difference between the expenditures of capital goods and net worth, that is $(K_{t+1}P_t^k - NW_{t+1})$.

Entrepreneurs’ expected marginal rate of return on capital, $CY_{t+1}$, is defined as:

$$E_t(CY_{t+1}) = E_t\left[\frac{R_{t+1}^k(1-\delta)P_{t+1}^k}{P_t^k}\right]$$  \hspace{1cm} (A.1)

where $E_t$ is the expectation operator based on the information available at time $t$. The expected marginal rate of real return on capital, $CY_{t+1}$, equals to the expected marginal external financing cost. $\delta$ is the depreciation rate of capital. $(1 - \delta)P_{t+1}^k$ is the value of one unit of capital used in production in period $t+1$. Equation A.1 shows that the expected marginal rate of return on a unit of capital held from $t$ to $t+1$ consists of the marginal product of capital and the capital gain.

The Partial Equilibrium Contracting Problem: The contract between the borrower (entrepreneur) and lender (bank) follows a ‘Costly State Verification’ framework. The lender-borrower relationship is characterised by financial frictions that arise from asymmetric information about the realisation of the project’s ex-post returns. We assume that there is no cost for entrepreneurs to observe their output, but commercial banks must pay an audit cost to do so.
In order to borrow, the entrepreneur must sign a debt contract containing the amount of capital expenditure, \( K_{t+1}p_t^k \), and the related external borrowing, \( Borr_{t+1} = K_{t+1}p_t^k - NW_{t+1} \), before the realisation of idiosyncratic shocks to the return on capital \( \omega \). When an idiosyncratic shock occurs, the entrepreneur must decide whether to repay the debt or default after evaluating the outcome of his project, depending on a critical threshold \( \bar{\omega} \), at which the entrepreneur is indifferent between default and non-default. If the idiosyncratic shock value is higher than the threshold, the entrepreneur repays the loan and maintains the surplus. However, if the shock value is less than the threshold, the bank audits the loan and recovers the project outcome, and minus the monitoring costs. As a result, the optimal contract could be characterised by the threshold value of the idiosyncratic shock, \( \bar{\omega} \), and a gross non-default loan rate, \( Z_{t+1} \). The bankruptcy threshold \( \bar{\omega} \) is defined as (we drop index \( i \) for simplicity):

\[
\bar{\omega}(1 + CY_{t+1})K_{t+1}p_t^k = Z_{t+1}Borr_{t+1} = Z_{t+1}(K_{t+1}p_t^k - NW_{t+1})
\]

where \( CY_{t+1} \) is the expected return to capital. \( K_{t+1}p_t^k \) is the value of capital. \( Borr_{t+1} \) is the amount of external borrowing. \( NW_{t+1} \) is the entrepreneur’s net worth. As described in equation A.2, the entrepreneur’s gross return at time \( t+1 \) is equal to the loan payment when \( \omega \) is at its threshold value \( \bar{\omega} \). It is worth noting that the total loanable funds \( Borr_{t+1} \) is equal to the household’s total deposits in commercial banks. When \( \omega \geq \bar{\omega} \), under the optimal contract, the entrepreneur repays the bank the promised amount \( Z_{t+1}Borr_{t+1} \) and keeps the surplus \( \omega(1 + CY_{t+1})K_{t+1}p_t^k - Z_{t+1}Borr_{t+1} \). When \( \omega < \bar{\omega} \), the entrepreneur defaults, the bank pays the auditing cost \( \mu \) and retains whatever is available, this suggests that the bank’s net receipts are \( (1 - \mu)\omega(1 + CY_{t+1})K_{t+1}p_t^k \). Thus, the bank’s ex-post return can be expressed as:

\[
\begin{cases} 
Z_{t+1}Borr_{t+1} & \text{if } \omega \geq \bar{\omega} \\
(1 - \mu)\omega(1 + CY_{t+1})K_{t+1}p_t^k & \text{if } \omega < \bar{\omega}
\end{cases}
\]

(A.3)

In an optimal contract, the values of \( \bar{\omega} \) and \( Z_{t+1} \) are determined by the condition that the bank’s expected return equals the opportunity of its funds. Since the loan risk is fully diversifiable in this case, the real risk-free rate, \( R_{t+1}^{real} \), is the relevant real opportunity cost of lending for the bank. Therefore, the loan contract must satisfy the bank’s zero profit condition as follows:

\[
\]
\[
[1 - F(\bar{\omega})]Z_{t+1}Borr_{t+1} + (1 - \mu) \int_0^{\bar{\omega}} \omega(1 + CY_{t+1})K_{t+1}P_t^k dF(\omega) = (1 + R_{t+1}^{real})Borr_{t+1}
\]

\[
= (1 + R_{t+1}^{real})(K_{t+1}P_t^k - NW_{t+1})
\]

(A.4)

where \( F(\bar{\omega}) \) is the probability of default, and \( \mu \) is the auditing cost. The left-hand side of equation A.4 is the aggregate expected return on the loan to the entrepreneur, which is the sum of return obtained in the case of non-default (the first term on the left-hand side) and the return gained in the event of default (the second term). The right-hand side is the bank’s real opportunity cost.

Combining equations A.3 and A.4 eliminates \( Z_{t+1} \) and yeilds:

\[
\left\{ [1 - F(\bar{\omega})]\bar{\omega} + (1 - \mu) \int_0^{\bar{\omega}} \omega dF(\omega) \right\} [(1 + CY_{t+1})K_{t+1}P_t^k] = (1 + R_{t+1}^{real})(K_{t+1}P_t^k - NW_{t+1})
\]

(A.5)

Now, we denote \( f(\omega) \) as the probability density function of \( \omega \), hence \( f(\omega)d\omega = dF(\omega) \); the probability of non-default is \( [1 - F(\bar{\omega})] = \int_{\bar{\omega}}^{\infty} f(\omega)d\omega \). We also denote \( G(\bar{\omega}) = \int_{\bar{\omega}}^{\infty} \omega f(\omega)d\omega \), which is the bank’s share of profits if the entrepreneur defaults. The bank’s expected gross share of profits is \( \Gamma(\bar{\omega}) = \int_{\bar{\omega}}^{\infty} \omega f(\omega)d\omega + \bar{\omega} \int_{\bar{\omega}}^{\infty} f(\omega)d\omega \), which can be rewritten as \( \Gamma(\bar{\omega}) = G(\bar{\omega}) + \bar{\omega}[1 - F(\bar{\omega})] \). The bank’s net share of profits is equal to the gross share of profits minus the monitoring cost, \( \Gamma(\bar{\omega}) - \mu G(\bar{\omega}) \).

The entrepreneur maximises his expected return subject to equation A.5. The expected return to the entrepreneur is:

\[
\int_{\bar{\omega}}^{\infty} \omega(1 + CY_{t+1})K_{t+1}P_t^k dF(\omega) - [1 - F(\bar{\omega})]Z_{t+1}Borr_{t+1}
\]

(A.6)

Substituting equation A.2 into equation A.6 yields:

\[
\int_{\bar{\omega}}^{\infty} \omega(1 + CY_{t+1})K_{t+1}P_t^k dF(\omega) - [1 - F(\bar{\omega})]\bar{\omega}(1 + CY_{t+1})K_{t+1}P_t^k
\]

(A.7)

Substituting \( f(\omega)d\omega = dF(\omega) \) and \( [1 - F(\bar{\omega})] = \int_{\bar{\omega}}^{\infty} f(\omega)d\omega \) into equation A.7 yields:

\[
\int_{\bar{\omega}}^{\infty} f(\omega)\omega(1 + CY_{t+1})K_{t+1}P_t^k d\omega - \int_{\bar{\omega}}^{\infty} f(\omega)d\omega [\bar{\omega}(1 + CY_{t+1})K_{t+1}P_t^k]
\]

(A.8)

Then \textbf{the entrepreneur’s expected return can be simplified as}

\[
[1 - \Gamma(\bar{\omega})][(1 + CY_{t+1})K_{t+1}P_t^k]
\]

(A.9)

where \( 1 - \Gamma(\bar{\omega}) \) is the entrepreneur’s share of profits, and \( \Gamma(\bar{\omega}) = \int_{\bar{\omega}}^{\infty} \omega f(\omega)d\omega + \bar{\omega} \int_{\bar{\omega}}^{\infty} f(\omega)d\omega \).
Substituting $f(\omega)d\omega = dF(\omega)$, $[1 - F(\bar{\omega})] = \int_0^{\bar{\omega}} f(\omega)d\omega$ and $G(\bar{\omega}) = \int_0^{\bar{\omega}} \omega f(\omega)d\omega$ into equation A.5 yields:

$$\left\{ \bar{\omega} \int_\omega^\infty f(\omega)d\omega + (1 - \mu) \int_0^{\bar{\omega}} \omega f(\omega)d\omega \right\} \left[(1 + CY_{t+1})K_{t+1}P_t^k\right]$$

$$= \left(1 + R_{t+1}^{rew}\right)(K_{t+1}P_t^k - NW_{t+1})$$

$$[\Gamma(\bar{\omega}) - \mu G(\bar{\omega})][(1 + CY_{t+1})K_{t+1}P_t^k] = \left(1 + R_{t+1}^{rew}\right)(K_{t+1}P_t^k - NW_{t+1})$$

(A.10)

where $\Gamma(\bar{\omega}) - \mu G(\bar{\omega})$ is the bank’s net share of profits.

The optimal contracting problem can be written as maximizing the entrepreneur’s expected return (equation A.9) subject to equation A.10:

$$\begin{align*}
\max_{K,\bar{\omega}} & [1 - \Gamma(\bar{\omega})][(1 + CY_{t+1})K_{t+1}P_t^k] \\
\text{s.t} & [\Gamma(\bar{\omega}) - \mu G(\bar{\omega})][(1 + CY_{t+1})K_{t+1}P_t^k] = \left(1 + R_{t+1}^{rew}\right)(K_{t+1}P_t^k - NW_{t+1})
\end{align*}$$

We define $PM_t = \frac{1 + CY_{t+1}}{1 + R_{t+1}^{rew}}$ as external finance premium and $Lev_t = \frac{K_{t+1}P_t^k}{NW_{t+1}}$ as the leverage ratio. The first order conditions are:

$$\begin{align*}
\partial \bar{\omega}: & \quad \lambda = \Gamma'(\bar{\omega}) / \left[\Gamma'(\bar{\omega}) - \mu G'(\bar{\omega})\right] \\
\partial Lev_t: & \quad PM_t = \lambda/[(1 - \Gamma(\bar{\omega})) + \lambda[\Gamma(\bar{\omega}) - \mu G(\bar{\omega})]] \\
\partial \lambda: & \quad [\Gamma(\bar{\omega}) - \mu G(\bar{\omega})]PM_tLev_t - (Lev_t - 1) = 0
\end{align*}$$

(A.11) (A.12) (A.13)

Since the share of profits to the bank, $\Gamma(\bar{\omega}) - \mu G(\bar{\omega})$, increases on $(0, \bar{\omega}^*)$ and decreases on $(\bar{\omega}^*, \infty)$, the bank would never pick $\bar{\omega}^* < \bar{\omega}$. We consider the situation $0 < \bar{\omega} < \bar{\omega}^*$, which provides an interior solution.

The first derivative of equation A.11 with respect to $\bar{\omega}$ yields:

$$\lambda'(\bar{\omega}) = \frac{\mu[\Gamma'(\bar{\omega})G''(\bar{\omega}) - \Gamma''(\bar{\omega})G'(\bar{\omega})]}{[\Gamma'(\bar{\omega}) - \mu G'(\bar{\omega})]^2} > 0 \quad \text{for} \quad \bar{\omega} \in (0, \bar{\omega}^*)$$

Taking limits gives:

$$\lim_{\bar{\omega} \to 0} \lambda(\bar{\omega}) = 1, \text{ and } \lim_{\bar{\omega} \to \bar{\omega}^*} \lambda(\bar{\omega}) = +\infty$$

To take the first derivative of equation A.12, we first define $\rho(\bar{\omega}) = \frac{\lambda(\bar{\omega})}{[(1 - \Gamma(\bar{\omega})) + \lambda[\Gamma(\bar{\omega}) - \mu G(\bar{\omega})]]}$ which is the wedge between the expected rate of return on capital and risk-free return on deposit. We combine this with equation A.12 to obtain:

$$PM_t = \frac{\lambda(\bar{\omega})}{[1 - \Gamma(\bar{\omega}) + \lambda[\Gamma(\bar{\omega}) - \mu G(\bar{\omega})]]} = \rho(\bar{\omega})$$

(A.14)

The first derivative with respect to $\bar{\omega}$ yields:
\[ \rho'(\tilde{\omega}) = \rho(\tilde{\omega}) \frac{\lambda'(\tilde{\omega})}{\lambda(\tilde{\omega})} \frac{1-\Gamma(\tilde{\omega})}{[1-\Gamma(\tilde{\omega})+\lambda(\Gamma(\tilde{\omega})-\mu G(\tilde{\omega}))]} > 0 \quad \text{for } \tilde{\omega} \in (0, \tilde{\omega}^*) \]

Taking limits gives:
\[ \lim_{\tilde{\omega} \to 0} \rho(\tilde{\omega}) = 1 \quad \text{and} \quad \lim_{\tilde{\omega} \to \tilde{\omega}^*} \rho(\tilde{\omega}) = PM_\ell < \frac{1}{1-\mu} \]

For \( PM_\ell < PM_\ell^* \), a one-to-one mapping between the optimal cutoff \( \tilde{\omega} \) and the external finance premium \( PM_\ell \) is guaranteed.

From equation A.13 we can solve for \( LeV_t \)
\[ LeV_t = 1 + \frac{\lambda'[\Gamma(\tilde{\omega})-\mu G(\tilde{\omega})]}{1-\Gamma(\tilde{\omega})} = \Psi(\tilde{\omega}) \quad \text{(A.15)} \]
where we define \( \Psi(\tilde{\omega}) = 1 + \frac{\lambda'[\Gamma(\tilde{\omega})-\mu G(\tilde{\omega})]}{1-\Gamma(\tilde{\omega})} \), taking the derivative we obtain:
\[ \Psi'(\tilde{\omega}) = \frac{\lambda'(\tilde{\omega})}{\lambda(\tilde{\omega})} [\Psi(\tilde{\omega}) - 1] + \frac{\Gamma'(\tilde{\omega})}{1-\Gamma(\tilde{\omega})} \Psi(\tilde{\omega}) > 0 \quad \text{for } \tilde{\omega} \in (0, \tilde{\omega}^*) \]
Taking limits gives:
\[ \lim_{\tilde{\omega} \to 0} \Psi(\tilde{\omega}) = 1, \quad \text{and} \quad \lim_{\tilde{\omega} \to \tilde{\omega}^*} \Psi(\tilde{\omega}) = +\infty \]

Combining equation A.14 and equation A.15 yields:
\[ LeV_t = \frac{K_{t+1}e^k}{N\lambda_{t+1}} = v(PM_t) = v\left(\frac{1+C_yt+1}{1+R_t}\right) \quad \text{(A.16)} \]
where \( v'(PM_t) > 0 \) for \( PM_t \in (0, PM^*) \), thus \( PM \) is an increasing function of the leverage ratio \( LeV \). According to Le et al. (2013), exogenous premium shocks \( (e_t^{\text{prem}}) \) can be thought of as shocks to the credit supply such as changes in the efficiency of the financial intermediation process, also affect the external finance premium. The log-linearized form of the external finance premium consistent with Le et al. is:
\[ pm_t = E_t c_{yt+1} - r_t^{\text{real}} = \chi(q_{yt} + k_t - n_t) + e_t^{\text{prem}} \quad \text{(A.17)} \]
\[ pm_t = E_t c_{yt+1} - (r_t - E_t r_t^{\text{cr}}) = \chi(q_{yt} + k_t - n_t) + e_t^{\text{prem}} \quad \text{(A.18)} \]
where the parameter \( \chi \) is the elasticity of the external finance premium with respect to the leverage ratio. Equation A.17 states that the external finance premium is determined by the wedge between the cost of external funds \( (c_y) \) and internal funds \( (r^{\text{real}}) \). An alternative interpretation is the credit spread between the risky return \( (c_y) \) and riskless return \( (r^{\text{real}}) \). The equation also implies that the external finance premium rises with the share of the capital investment funded by borrowing.
Appendix B: The Log-linearised Model

Listing

We log-linearise the model around the steady-state balanced growth path or long-run trend. Each equation is normalised with an endogenous variable. All variables are in natural logarithms, except those variables already in the form of percentages and ratios. We list all the equations of the linearised DSGE model below:

**Consumption Euler Equation:** Current consumption $c_t$ is dependent on a weighted average of previous and expected future consumption, as well as on the expected increase in working hours $(l_t - E_t l_{t+1})$, the ex-ante real interest rate $(r_t - E_t \pi_{t+1}^{cpi})$ and a disturbance term $e_t^b$. When $\sigma_c > 1$, hours worked and consumption are complements in utility, and current working hours $(l_t)$ have a positive effect on consumption $(c_t)$, while the expected future working hours $(E_t l_{t+1})$ have a negative effect on consumption (Basu and Kimball, 2002).

\[
\begin{align*}
    c_t &= c_1 c_{t-1} + c_2 E_t c_{t+1} + c_3 (l_t - E_t l_{t+1}) - c_4 (r_t - E_t \pi_{t+1}^{cpi}) + e_t^b \\
    c_1 &= \frac{h}{1 + \frac{h}{\gamma}}, \quad c_2 = \frac{1}{1 + \frac{h}{\gamma}}, \quad c_3 = \frac{(\sigma_c - 1) \frac{W_e L_s}{C_s}}{(1 + \frac{h}{\gamma})\sigma_c}, \quad c_4 = \frac{1 - \frac{h}{\gamma}}{(1 + \frac{h}{\gamma})\sigma_c}
\end{align*}
\] (B.1)

where $h$ determines the external habit formation of consumption; $\gamma$ captures the steady-state growth rate; $\sigma_c$ is the inverse of the intertemporal elasticity of substitution between consumption; $\frac{W_e L_s}{C_s}$ is the steady-state ratio of labour income to consumption; $\pi_{t+1}^{cpi}$ is CPI inflation.

**Investment Euler Equation:** Investment is positively dependent on past and expected future investment and the real value of the current capital stock $(qq_t)$. The sensitivity of investment $(i_t)$ to the value of the capital stock is decreased by a higher steady-state elasticity of capital adjustment cost $(\varphi)$. The capital adjustment cost is modelled as a function of the changes in investment rather than its level, which gives extra dynamics to the investment equation and helps capture the hump-shaped responses of investment to numerous shocks, see Christiano, Eichenbaum and Evans (2005).

\[
\begin{align*}
    i_t &= i_{t-1} + i_{t+1} + c_3 (l_t - E_t l_{t+1}) - c_4 (r_t - E_t \pi_{t+1}^{cpi}) + e_t^b \\
    c_3 &= \frac{(\sigma_c - 1) \frac{W_e L_s}{C_s}}{(1 + \frac{h}{\gamma})\sigma_c}, \quad c_4 = \frac{1 - \frac{h}{\gamma}}{(1 + \frac{h}{\gamma})\sigma_c}
\end{align*}
\]

B.2
where $\varphi$ captures the steady-state elasticity of capital adjustment cost, and $\beta$ is the discount factor.

**Production Function:** Output is produced using labour services ($l_t$) and effective capital ($k^*_t$).

$$y_t = \phi[ak^*_t + (1 - \alpha)l_t + e_t] \quad (B.3)$$

where $\alpha$ is the share of labour in production, and $\phi$ is one plus the share of fixed costs in production.

**Capital Accumulation Equation:** The accumulation of installed capital ($k_t$) depends on investment flows and the relative efficiency of these investment expenditures.

$$k_t = \left(\frac{1-\delta}{\gamma}\right)k_{t-1} + \left(1 - \frac{1-\delta}{\gamma}\right)i_t + \left(1 - \frac{1-\delta}{\gamma}\right)\left((1 + \beta\gamma^{(1-\sigma)c})\gamma^2\varphi\right)e_t \quad (B.4)$$

where $\delta$ is the depreciation rate.

**Current Capital Service:** The current capital service used for production ($k^*_t$) is a function of the capital installed in the previous period ($k_{t-1}$) and the capital utilisation rate ($z_t$).

$$k^*_t = k_{t-1} + z_t \quad (B.5)$$

**Capital Utilisation:** The degree of capital utilisation depends positively on the capital rental rate.

$$z_t = \frac{1-\psi}{\psi} r k_t \quad (B.6)$$

where $\psi$ is the elasticity of the capital utilisation adjustment cost and is normalized between zero and one. $\psi = 1$ implies that the cost of changing capital utilisation is extremely high, and therefore, the capital utilisation rate remains constant. $\psi = 0$ means that the marginal cost of adjusting capital utilisation is constant so that the marginal product of capital remains constant in equilibrium.
Capital Arbitrage (Tobin’ Q) Equation: The current value of capital stock \( (qq_t) \) is positively correlated with its expected future value \( (qq_{t+1}) \) and expected marginal product of capital \( (rk_{t+1}) \) and negatively related to external financing cost \( (cy_{t+1}) \). In this model, we assume that entrepreneurs have to borrow from commercial banks to finance their capital expenditures. Thus, \( cy \) enters the Tobin’s Q equation.

\[
qq_t = \frac{1-\delta}{1-\delta+R^K}Etqq_{t+1} + \frac{\delta R^K}{1-\delta+R^K}Etjk_{t+1} - Ec_yj_{t+1} \tag{B.7}
\]

where \( R^K \) is the steady-state value of the marginal product of capital.

Demand for Labour: Profit maximisation for the entrepreneur implies that the demand for labour depends negatively on the real producer wage and positively on the marginal product of capital.

\[
l_t = -w_t^h + \left(1 + \frac{1-\psi}{\psi}\right)rk_t + k_{t-1} \tag{B.8}
\]

External Finance Premium: The external finance premium depends positively on the amount of capital investment financed by entrepreneurs through borrowing. Moreover, an increase in the supply of M0 lowers the credit premium.

\[
prem_t = Etcy_{t+1} - (r_t - Et\pi^{cpi}_{t+1}) = \chi(qq_t + k_t - n_t) - \theta m_t^0 + e_t^{prem} \tag{B.9}
\]

where the parameter \( \chi \) is the elasticity of the external finance premium with respect to the leverage ratio, and \( \theta \) is the elasticity of the premium to M0 through its collateral role.

Net Worth Evolution Equation: Entrepreneurial net worth is given by the surviving entrepreneurs’ past net worth \( (\theta n_{t-1}) \) plus their total return on capita \( (cy_t) \) minus the expected return (cost of borrowing paid to the banks) on the externally financed portion of capital stock.

\[
n_t = \frac{K}{N}(cy_t - Et_{-1}cy_t) + Et_{-1}cy_t + \theta n_{t-1} + e^{nw}_t \tag{B.10}
\]

where \( \frac{K}{N} \) is the steady-state ratio of capital to net worth, and \( \theta \) represents the survival rate of entrepreneurs.

Consumption of Entrepreneurs: Those entrepreneurs who die from the market will consume all their net worth. Thus, the entrepreneur’s consumption is equal to the
probability of dying from the market \((1 - \theta)\) multiplied by net worth. In logarithms, this means that the entrepreneur’s consumption varies proportionally to net worth.

\[ c_t^e = n_t \quad (B.11) \]

**Hybrid Domestic Price Setting (Weighted Home Inflation):** Aggregate domestic prices are set to be the weighted average of the corresponding NK and NC equations. In the NK model, home inflation \(\pi_t^h\) is positively correlated with expected future and past home inflation and price mark-up disturbance, and negatively correlated with current price mark-up. When price indexation is zero \((l_p = 0)\), home inflation in the NK model reverts to a purely forward-looking Phillips curve. The NC equation is derived by setting the price mark-up to zero.

\[
(\pi_t^h)^{NK} = \pi_t^h = \frac{\beta y^{1-\sigma_c}}{1 + \beta y^{1-\sigma_c} l_p} E_t \pi_{t+1}^h + \frac{l_p}{1 + \beta y^{1-\sigma_c} l_p} \pi_{t-1}^h - \frac{1}{1 + \beta y^{1-\sigma_c} l_p} \quad (B.12)
\]

**NC Marginal Product of Labour (\(\pi_t^h\)^{NC}):**

\[
(\pi_t^h)^{hybrid} = \omega^p (\pi_t^h)^{NK} + (1 - \omega^p) (\pi_t^h)^{NC} \quad (B.13)
\]

where \(\omega^p\) is the fraction of intermediate goods from imperfectly competitive markets (sticky pricing), and \((1 - \omega^p)\) is the fraction of intermediate goods from perfectly competitive markets (flexible pricing). In the NK equation, \(\xi_p\) is the Calvo probability (level of price stickiness), \(l_p\) and \(\epsilon_p\) are partial price indexation and the Kimball aggregator curvature in the goods market, respectively. \(w_t^h = w_t^c + \frac{\omega}{1 - \omega} q_t\) and \(\pi_t^h = \pi_t^{cpi} - \frac{\omega}{1 - \omega} \Delta q_t\); see equations B.24 and B.25.

**Hybrid Real Consumer Wage Setting:** Similarly, the real consumer wage setting equation is set to be a weighted average of the corresponding NK and NC equations. In the NK model, the real consumer wage \((w_t^c)^{NK}\) is given by expected and past real consumer wages, as well as expected, current and past CPI inflation, real consumer wage mark-up and disturbance. When wage indexation is zero \((l_w)\), real wages do not depend on past inflation.

\[
(w_t^c)^{NK} = w_t^c = \frac{\beta y^{1-\sigma_c}}{1 + \beta y^{1-\sigma_c} E_t w_{t+1}^c} + \frac{1}{1 + \beta y^{1-\sigma_c} w_{t-1}^c} + \frac{\beta y^{1-\sigma_c}}{1 + \beta y^{1-\sigma_c} E_t \pi_{t+1}^{cpi}} \quad (B.14)
\]
where to restore credit condition to normal through its role of providing cheap addition, Taylor Rule is suspended and replaced by an exogenous low bound Monetary Policy for Crisis Regime (\(M_2\)).

In the NK equation, \(\xi_w\) is the Calvo probability, \(t_w\) and \(\epsilon_w\) are partial wage indexation and the Kimball labour aggregator, respectively.

**Monetary Policy for Normal Regime (\(r_t > 0.025\%\), non-crisis):** In the normal regime, the central bank follows the Taylor Rule by adjusting interest rates (\(r_t\)) in response to CPI inflation, output and output gap. The supply of M0 is set to accommodate M2, which is determined by the balance sheet of the entrepreneur.

\[
\begin{align*}
M_0: & & m^0_t = m^0_{t-1} + \vartheta_4 (m^2_t - m^2_{t-1}) + e^{m0,ncrisis}_t \\
Taylor Rule: & & r_t = \rho r_{t-1} + (1 - \rho) \left( r_p \pi^{cp}_t + r_y y_t \right) + r_{\Delta y} (y_t - y_{t-1}) + e^r_t \\
M_2: & & m^2_t = (1 + v - \mu) k_t + \mu m^0_t - \nu m_t, \quad v = \frac{\nu W}{M_2}, \quad \mu = \frac{M_0}{M_2}
\end{align*}
\]

where \(\rho\) reflects the degree of interest rate smoothing. \(r_p\), \(r_y\) and \(r_{\Delta y}\) measure the response to inflation, output, and output gap, respectively. \(\vartheta_4\) is the elasticity of M0 to M2.

**Monetary Policy for Crisis Regime (\(r_t \leq 0.025\%,\ crisis\)):** In the crisis regime, the Taylor Rule is suspended and replaced by an exogenous low bound (\(r = 0.025\%\)). In addition, M0 (i.e., QE) targets the credit premium around its steady state in an attempt to restore credit condition to normal through its role of providing cheap collateral.

\[
\begin{align*}
\{M_0: & & m^0_t = m^0_{t-1} + \vartheta_2 (prem_t - prem^*) + e^{m0,crisis}_t \\
r: & & r = 0.025\%
\end{align*}
\]

where \(\vartheta_2\) is the elasticity of M0 with respect to premium.
**Real Uncovered Interest Rate Parity**: Any difference between domestic and foreign real interest rates is offset by expected changes in the real exchange rate.

\[ q_t = E_t q_{t+1} + (r^f_t - E_t \pi^f_t) - (r_t - E_t \pi^{\text{cpi}}_{t+1}) \]  \hspace{1cm} (B.20)

**Import Equation**: Imports depend positively on consumption and negatively on the real exchange rate. Intuitively, an increase in the real exchange rate implies a devaluation of the home currency. Thus, domestic prices are more advantageous than foreign prices, hence discouraging imports.

\[ im_t = ln \omega + c_t - \sigma q_t + e^{im}_t \]  \hspace{1cm} (B.21)

where \( \sigma \) is the elasticity of substitution between domestic and imported varieties of goods, and \( \omega \) is the weight of imported goods in the consumption bundle.

**Export Equation**: Exports depend positively on foreign consumption and real exchange rate. Intuitively, a depreciation of the home currency encourages exports.

\[ ex_t = ln \omega^f + c^f_t + \sigma^f q_t + e^{ex}_t \]  \hspace{1cm} (B.22)

where \( f \) is foreign country index.

**Net Foreign Assets Evolution**: Exports, imports and interest rates determine the evolution of net foreign assets. The balance of payments constraint indicates that the sum of ‘the reduction in net foreign assets’ (capital account deficit) and ‘net exports plus income flows from foreign assets’ (the current account surplus) is zero.

\[ b^f_t = (1 + r^f_{t-1})b^f_{t-1} + \frac{EX}{Y} (ex_{t-1} - q_{t-1}) - \frac{IM}{Y} im_{t-1} \]  \hspace{1cm} (B.23)

where \( \frac{EX}{Y} \) and \( \frac{IM}{Y} \) are the steady-state export-output ratio and import-output ratio respectively.

**CPI Inflation**: The gap between the CPI inflation \( \pi^{\text{cpi}}_t \) and home inflation \( \pi^h_t \) proportional to the percent change in real exchange rate, with the coefficient of proportional given by \( \frac{\omega}{1 - \omega} \).

\[ \pi^{\text{cpi}}_t = \pi^h_t + \frac{\omega}{1 - \omega} \Delta q_t \]  \hspace{1cm} (B.24)
The Wedge Between the Real Consumer Wage and Real Producer Wage: The real producer wage $w_t^h$ is related to the real consumer wage $w_t^c$ and the real exchange rate.

$$w_t^h = w_t^c + \frac{\omega}{1-\omega} q_t$$  \hspace{1cm} (B.25)

Aggregate Resource Constraint: Output is absorbed by consumption, investment, capital utilisation cost, entrepreneurial consumption, and net exports. As in the BGG model, the costs of monitoring are ignored here as they have a negligible effect on the dynamics of the model.

$$y_t = \frac{c}{\gamma} c_t + \frac{l}{\gamma} i_t + R_k k_t \frac{1-\psi}{\psi} r k_t + \frac{c^e}{\gamma} c^e_t + \frac{EX}{\gamma} e X_t - \frac{iM}{\gamma} i m_t + e_t^g$$  \hspace{1cm} (B.26)

where $\psi$ denotes the elasticity of the cost of capital utilisation. $\frac{c}{\gamma}$, $\frac{l}{\gamma}$, $\frac{c^e}{\gamma}$, $\frac{EX}{\gamma}$, and $\frac{iM}{\gamma}$ are the steady-state consumption-output ratio, investment-output ratio, entrepreneurial consumption-output ratio, export-output ratio, and import-output ratio, respectively.
Appendix C: Stochastic Process

The DSGE model contains a full range of structural shocks: eleven domestic and four foreign stochastic processes. These shocks are generally assumed to have an autoregressive structure.

Government spending shock follows an AR(1) process and is also affected by the productivity process:

\[ e_t^g = \rho_g e_{t-1}^g + \sigma_ga_t + \eta_t^g, \quad \eta_t^g \sim N(0, \sigma_g^2) \]

Preference shock follows an AR(1) process:

\[ e_t^b = \rho_b e_{t-1}^b + \eta_t^b, \quad \eta_t^b \sim N(0, \sigma_b^2) \]

Productivity shock follows ARIMA(1,1,0) process:

\[ (e_t^a - e_{t-1}^a) = \rho_a (e_t^a - e_{t-1}^a) + \eta_t^a, \quad \eta_t^a \sim N(0, \sigma_a^2) \]

Investment-specific shock follows an AR(1) process:

\[ e_t^i = \rho_i e_{t-1}^i + \eta_t^i, \quad \eta_t^i \sim N(0, \sigma_i^2) \]

Taylor Rule shock follows an AR(1) process:

\[ e_t^r = \rho_r e_{t-1}^r + \eta_t^r, \quad \eta_t^r \sim N(0, \sigma_r^2) \]

Price mark-up shock follows an AR(1) process (reduced from AEMA(1,1)):

\[ e_t^p = \rho_p e_{t-1}^p + \eta_t^p, \quad \eta_t^p \sim N(0, \sigma_p^2) \]

NK wage mark-up shock follows an AR(1) process (reduced from AEMA(1,1)):

\[ e_t^{wNK} = \rho_{wk} e_{t-1}^{wNK} + \eta_t^{wNK}, \quad \eta_t^{wNK} \sim N(0, \sigma_{wNK}^2) \]

NC wage mark-up (labour supply) shock follows an AR(1) process:

\[ e_t^{wNC} = \rho_{wc} e_{t-1}^{wNC} + \eta_t^{wNC}, \quad \eta_t^{wNC} \sim N(0, \sigma_{wNC}^2) \]

External finance premium shock follows an AR(1) process:

\[ e_t^{prem} = \rho_{pr} e_{t-1}^{prem} + \eta_t^{prem}, \quad \eta_t^{prem} \sim N(0, \sigma_{prem}^2) \]

Net worth shock follows an AR(1) process:

\[ e_t^{nw} = \rho_{nw} e_{t-1}^{nw} + \eta_t^{nw}, \quad \eta_t^{nw} \sim N(0, \sigma_{nw}^2) \]

Export demand shock follows an AR(1) process:

\[ e_t^{ex} = \rho_x e_{t-1}^{ex} + \eta_t^{ex}, \quad \eta_t^{ex} \sim N(0, \sigma_{ex}^2) \]

Import demand shock follows an AR(1) process:

\[ e_t^{im} = \rho_m e_{t-1}^{im} + \eta_t^{im}, \quad \eta_t^{im} \sim N(0, \sigma_{im}^2) \]

Exogenous foreign consumption process:

\[ c_t^f = \rho_c c_{t-1}^f + \eta_t^{cf}, \quad \eta_t^{cf} \sim N(0, \sigma_{cf}^2) \]
Exogenous foreign interest rate process:

\[ r_t^f = \rho_t r_{t-1}^f + \eta_t^f, \quad \eta_t^f \sim N(0, \sigma_r^2) \]

Money supply shock (crisis shock) follows an AR(1) process:

\[ e_t^{m_{0,\text{crisis}}} = \rho_{m_{0,\text{crisis}}} e_{t-1}^{m_{0,\text{crisis}}} + \eta_t^{m_{0,\text{crisis}}}, \quad \eta_t^{m_{0,\text{crisis}}} \sim N(0, \sigma_{m_{0,\text{crisis}}}^2) \]

Money supply shock (non-crisis shock) follows an AR(1) process:

\[ e_t^{m_{0,\text{nocrisis}}} = \rho_{m_{0,\text{nocrisis}}} e_{t-1}^{m_{0,\text{nocrisis}}} + \eta_t^{m_{0,\text{nocrisis}}}, \quad \eta_t^{m_{0,\text{nocrisis}}} \sim N(0, \sigma_{m_{0,\text{nocrisis}}}^2) \]
Appendix D: Impulse Response Functions for Estimated model
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