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Abstract

Proteins are nature’s own nanomachines. Crafted through years of evolution, they are optimised to perform a range of cellular functions. To translate this into a useful nanotechnological application, proteins can be integrated into fundamental electronic devices known as carbon nanotube field-effect transistors (NT-FETs). I do this by engineering in non-natural amino acid p-azido-L-phenylalanine (AzF), which can be activated by UV light to covalently bind the carbon nanotube channel of an NT-FET. This creates an intimate environment for signal transduction, whereby an external biochemical signal (e.g., a chemical reaction, or incoming charge density from a protein-protein interaction) is transduced into an electrical signal. Potential applications for this will be dependent on the protein interfaced, but this thesis will consider two key themes: biosensing and optoelectronic gating.

Chapter 3 builds on previous research by the Jones and Palma collaboration to develop a biosensor for antibiotic resistance (ABR). I do this by covalently integrating BLIP-II (Beta-Lactamase Inhibitory Protein II) to an NT-FET, transducing binding events with ABR biomarkers, the class A β-lactamases. NT-FETs were functionalised with defined BLIP-II$^{AzF}$ variants to sample different orientations of analytes TEM-1 and KPC-2 β-lactamase. The distinct electrical signals generated correlated to the unique electrostatic surface being sampled, providing evidence for electrostatic gating.

Chapter 4 builds on the experimental results from Chapter 3 to consider whether the BLIP-II$^{AzF}$—NT-FET interface can be effectively modelled to predict AzF mutation site success in mediating proximal analyte sensing. Using molecular dynamics, data on AzF side chain rotamer propensity was extracted, and in silico modelling was performed to assess the possible binding orientations of BLIP-II$^{AzF}$ variants at the NT-FET interface. Distance and electrostatic potential of incoming β-lactamases were measured and showed correlation to the electrostatic gating observed in Chapter 3.

Chapter 5 was devised in collaboration with the Bobrinetskiy lab, as I looked to exploit nature’s own light-responsive elements by covalently integrating sfGFP (superfolder Green Fluorescent Protein) into an NT-FET platform. By defining sfGFP orientation through two distinct AzF anchor sites, light was shown to induce optoelectronic memory and optoelectronic gating. Further novelty was discovered as water regenerated the optoelectronic gating response after six months of protein dehydration.
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### List of Units

<table>
<thead>
<tr>
<th>Unit</th>
<th>Definition</th>
<th>Measure for</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Amps</td>
<td>Current</td>
</tr>
<tr>
<td>A W⁻¹</td>
<td>Amps per watt (of incident radiant power)</td>
<td>Photoresponse</td>
</tr>
<tr>
<td>Å</td>
<td>Angstrom</td>
<td>Distance</td>
</tr>
<tr>
<td>Å²</td>
<td>Angstrom²</td>
<td>B-factor</td>
</tr>
<tr>
<td>AU</td>
<td>Arbitrary unit</td>
<td>Relative quantity</td>
</tr>
<tr>
<td>AU µM⁻¹</td>
<td>Arbitrary unit per µM⁻¹</td>
<td>Relative quantity</td>
</tr>
<tr>
<td>aM</td>
<td>Attomolar</td>
<td>Concentration</td>
</tr>
<tr>
<td>cm</td>
<td>Centimetre</td>
<td>Distance</td>
</tr>
<tr>
<td>°C</td>
<td>Degrees centigrade</td>
<td>Temperature</td>
</tr>
<tr>
<td>fs</td>
<td>Femtosecond</td>
<td>Time</td>
</tr>
<tr>
<td>g</td>
<td>Grams</td>
<td>Mass</td>
</tr>
<tr>
<td>Hz</td>
<td>Hertz</td>
<td>Frequency</td>
</tr>
<tr>
<td>k_BTe⁻¹</td>
<td>Energy (product of Boltzmann constant and temperature) per unit charge</td>
<td>Electrostatic potential</td>
</tr>
<tr>
<td>K</td>
<td>Kelvin</td>
<td>Temperature</td>
</tr>
<tr>
<td>L</td>
<td>Litre</td>
<td>Volume</td>
</tr>
<tr>
<td>µA</td>
<td>Microamps</td>
<td>Current</td>
</tr>
<tr>
<td>µL</td>
<td>Microlitre</td>
<td>Volume</td>
</tr>
<tr>
<td>µm</td>
<td>Micrometre</td>
<td>Distance</td>
</tr>
<tr>
<td>Symbol</td>
<td>Unit</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>µM</td>
<td>Micromolar</td>
<td>Concentration</td>
</tr>
<tr>
<td>mL</td>
<td>Millilitre</td>
<td>Volume</td>
</tr>
<tr>
<td>mM</td>
<td>Millimolar</td>
<td>Concentration</td>
</tr>
<tr>
<td>mW</td>
<td>Milliwatt</td>
<td>Current</td>
</tr>
<tr>
<td>mW cm²</td>
<td>Milliwatt per centimetre²</td>
<td>Power</td>
</tr>
<tr>
<td>M</td>
<td>Molar</td>
<td>Concentration</td>
</tr>
<tr>
<td>M⁻¹cm⁻¹</td>
<td>Per molar per centimetre</td>
<td>Molar absorption coefficient</td>
</tr>
<tr>
<td>nA</td>
<td>Nanoamps</td>
<td>Current</td>
</tr>
<tr>
<td>nm</td>
<td>Nanometer</td>
<td>Distance</td>
</tr>
<tr>
<td>nM</td>
<td>Nanomolar</td>
<td>Concentration</td>
</tr>
<tr>
<td>N m⁻¹</td>
<td>Newton-metre</td>
<td>Torque</td>
</tr>
<tr>
<td>nN</td>
<td>Nanonewtons</td>
<td>Force</td>
</tr>
<tr>
<td>ns</td>
<td>Nanosecond</td>
<td>Time</td>
</tr>
<tr>
<td>%</td>
<td>Percent</td>
<td>Quantity</td>
</tr>
<tr>
<td>pM</td>
<td>Picomolar</td>
<td>Concentration</td>
</tr>
<tr>
<td>ps</td>
<td>Picosecond</td>
<td>Time</td>
</tr>
<tr>
<td>rpm</td>
<td>Revolutions per minute</td>
<td>Rotational frequency</td>
</tr>
<tr>
<td>s</td>
<td>Second</td>
<td>Time</td>
</tr>
<tr>
<td>S</td>
<td>Siemens</td>
<td>Resistance</td>
</tr>
<tr>
<td>V</td>
<td>Volt</td>
<td>Voltage</td>
</tr>
</tbody>
</table>
1. Introduction

Work in this chapter contributed to two published, peer-reviewed review papers where I am 1st, or joint 1st, author. With permission from the publisher, text and figures have been taken and adapted for my thesis.


1.1 Introduction to field of research

Pushing the boundaries of interdisciplinary research, this thesis covers the fields of synthetic biology, biochemistry, nanotechnology and physics. I look to integrate nature’s own nanomachines, proteins, into a fundamental electronic device, the field-effect transistor (FET).

FETs are characterised by their ability to impart an electric field on the semiconducting channel that connect its source and drain electrode. This external ‘gate voltage’ ultimately controls the flow of current between the source and drain and has significant application throughout the digital world. Carbon nanotube field-effect transistors (NT-FETs) represent a subset of FET that has gained significant momentum. Diversifying from traditional FETs, carbon nanotubes (CNTs) replace the traditional channel material of silicon to provide superior electronic and physical characteristics. Engineers and physicists recognise this as an opportunity to improve FET scaling and speed (Avouris 2007), while biochemists identify CNTs as a compatible interface for biological molecules and chemical groups, alike (Yao et al. 2021).

The concept of integrating proteins with CNTs in this setup is to establish an intimate communication platform to transduce an extraneous signal (e.g., a chemical reaction, or incoming charge density) into an electrical one (Kaisti 2017; Yao et al. 2021). Through a synergistic protein—CNT interface, signal transduction can have the same effect as a gating voltage, with conductance increasing or decreasing in response to the extraneous signal. Potential applications for this depend on the protein integrated, but this thesis will consider two key themes:
biosensing and optoelectronic gating. For biosensing, I integrate a receptor protein to the widespread markers of antimicrobial resistance: β-lactamase, to transduce protein binding events. For optoelectronic gating, I integrate the light-responsive superfolder green fluorescent protein to transduce light absorption at defined wavelengths. The generation of these bionanohybrid devices represents a step forward for sustainable electronics and advanced functional design, where highly evolved proteins are integrated into a sensitive electrical platform to function in useful way.

1.2 Carbon nanotube field-effect transistors (NT-FETs)

1.2.1 Background to NT-FETs

Field-effect transistors (FETs) are embedded in modern day electronics. First proposed in 1926 (Lilienfeld 1926), the transistor was conceptualised around a three terminal device with a source, drain and gate electrode. A semiconducting channel connecting the source and drain electrode was shown to have its conductance modulated by application of an external gate voltage, allowing conductance to be switched ‘on’ and ‘off’ (Kahng 1960; Horowitz 1998). This translates as the well-known binary states ‘1’ and ‘0’ used by logic circuits, and underlies their mass usage in the digital world (Service 2009).

In the years since their discovery, FETs have been diversified through experimentation with different channel materials, types of gate and gate-channel insulation (Pachauri and Ingebrandt 2016; Lee et al. 2022). The advent of carbon-nanotube FETs (NT-FET) in 1998 stimulated great interest, as the traditional silicon channel was replaced by one dimensional semiconducting carbon nanotubes (CNTs) (Martel et al. 1998; Tans et al. 1998). CNTs offered supreme electrical performance, with high charge mobility and effective coupling between the gate voltage and channel conductance (Dürkop et al. 2004; Avouris 2007). These properties excited physicists and engineers alike, with the scaling down of FETs a continual challenge for high-density and ultrafast logic circuits (Service 2009; Obite et al. 2018). The electrical platform and physical structure of CNTs then captured the attention of biochemists who recognised it could be adapted for protein integration through CNT functionalisation (Liu and Guo 2012; Lee et al. 2022). These unique properties have allowed NT-FET application to spread from logic
circuits and computing to biosensing and bionanohybrid devices, and will be covered in great detail throughout the introduction.

1.2.2 General structure and operating principle

NT-FETs are comprised of three key components: the channel, the electrodes (source, drain and gate), and the base substrate. Materials for these can vary between transistors, so the examples below will be specific to NT-FETs fabricated in this thesis. The channel is comprised of semiconducting single-walled carbon nanotubes (SWCNTs) which connect the gold metal contacts of the source and drain electrode (Figure 1.1). The base substrate is the main body of the NT-FET and is comprised of heavily doped silicon. In Figure 1.1, the substrate is shown to dual function as the bottom gate electrode when a voltage is applied. An insulative dielectric layer then exists between the channel and substrate, to prevent excess charge leaking from the gate (Service 2009).

Figure 1.1 – Schematic of typical NT-FET. The NT-FET has three terminals: source, drain and gate. In this example, the silicon substrate takes on the role of the bottom gate, imparting an electric field on the SWCNT channel to modulate the current passing through. An insulative layer of SiO₂ separates the gate from the semiconducting channel.

The general operating principle of an NT-FET is as follows. A bias voltage is applied between the source and drain electrode (V_{ds}) so charge carriers can flow in the semiconductor channel, forming the source-drain current (I_{ds}). Schottky energy barriers may have to be crossed as current passes between the two metal-
semiconductor junctions, depending on the type of metal contact used (Obite et al. 2018). Charge carriers in the semiconductor channel then have their flow regulated by a perpendicular electric field imparted by the gate electrode. The voltage applied to the gate ($V_G$) can be positive or negative and will directly affect conductance by increasing or decreasing charge carrier population, depending on the doping behaviour of the semiconductor (Pachauri and Ingebrandt 2016). The NT-FETs fabricated in this thesis used p-type semiconducting SWCNTs, which operate with positively charged holes as the majority charge carrier. N-type semiconducting SWCNTs, by contrast, use electrons as their majority charge carrier. When a positive gate voltage is applied to a p-type semiconductor, holes are repelled from the region under the gate, reducing conductance (Figure 1.2). When a negative gate voltage is applied to a p-type semiconductor, holes accumulate near the gating region, increasing conductance (Lee et al. 2009). The reverse gating effects then apply in n-type semiconductors (Avouris 2007). It is important to note that gate voltages will eventually reach a threshold ($V_T$) that switches the NT-FET from its ‘on’ high current state to its ‘off’ low current state, as charge carriers become immobile. In my p-type NT-FETs, the on > off threshold will be a positive $V_T$, and off > on threshold will be a negative $V_T$. Gate voltage sweeps collecting data on this are known as transfer characteristics.

![Figure 1.2 – Effect of gating voltage on p-type NT-FET.](image)

Applying a positive gate voltage repels holes from the region under the gate, while a negative gate voltage attracts them.

As an important note on charge mobility, the unipolar (e.g., p-type or n-type) flow of charge associated with NT-FET switching is controlled by aspects of transistor design (Figure 1.3 (A)). SWCNTs are naturally ambipolar, allowing simultaneous injection of positively charged holes and negatively charged electrons into the
valence and conductance band, respectively. The Schottky energy barrier between the metal source / drain electrodes and SWCNT channel has a considerable role to play, as it dictates how easy it is for charge to cross from one material to the other. To consider the height of the Schottky barrier, we look at the work function of the contact metal (Zorn and Zaumseil 2021). The gold electrodes used in my fabricated NT-FETs have a high work function (Hölzl and Schulte 1979), resulting in the metal’s highest energy level (Fermi level) lying close to the semiconductor valence band (Figure 1.3 (B)). This results in a small Schottky energy barrier for holes to overcome to cross into the semiconductor channel and presents as a small increase in resistance at the interface. By comparison, electrons wanting to move from the metal to conduction band have a far greater energy barrier to cross, which helps contribute to a unipolar flow of holes in this p-type device (Avouris 2007; Obite et al. 2018). P-type behaviour is then further instilled by the environment, where unintentional p-doping occurs from an adsorbed oxygen / water layer (Aguirre et al. 2009). Mechanisms to better control unipolar flow include double gating to increase the thickness of the Schottky barrier, and chemical doping in the contact regions to permit electron doping or accepting, but neither of these were employed in my NT-FET design (Avouris 2007; Chae and Lee 2014).

Figure 1.3 – Conduction and valence energy bands. (A) Schematic diagram of p-type and n-type semiconductors. Holes (e+) in the valence (E_v) band are the majority charge carrier in p-type, while electrons (e−) in the conduction (E_C) band are the majority charge carrier in n-type. (B) Energy band diagram of metal with high work function. The metal Fermi level (E_F) is close to the valence band of the
semiconductor, so holes cross the small Schottky energy barrier ($\phi_B$) to carry charge between the two.

1.2.3 Semiconductor channel: SWCNTs

The choice of material comprising the semiconductor channel has a significant impact on electrical characteristics. FETs in the traditional metal-oxide semiconductor setup use silicon and silicon dioxide as the channel and dielectric materials, respectively, but these have reached their effective electrical limit in the continued miniaturisation of transistors (Moore 1965; Service 2009). An effort to diversify the channel materials has led to the use of organic polymers and silicon nanowire, but the most promising material – and earmarked to replace silicon – are CNTs (Horowitz 1998; Tans et al. 1998; Avouris 2007; Bishop et al. 2020; Lee et al. 2022).

CNTs are formed from sheets of sp$^2$ hybridised graphene one atom thick, rolled into seamless hollow tubes. One complete graphene roll forms a single-walled CNT, while several nanotubes nested inside one another form a multi-walled CNT (Avouris 2007). SWCNTs were chosen to be my NT-FET channel material, as they possess remarkable physical and electrical properties. SWCNTs have a diameter of approximately 1-2 nm (Avouris 2007), but maintain an aspect ratio of up to 132,000,000:1 (Wang et al. 2009), which is testament to their exceptional mechanical strength and stiffness. Their extensive surface area enhances compatibility for integration with biological molecules, as proteins can attach around the majority of SWCNT circumference, and not just the apex. SWCNTs also possess unique electrical properties which vary inherently with the vector of the honeycomb lattice and tube curvature. Classified by their chiral index, and requiring stringent purification, SWCNTs can fall into three categories: zigzag, chiral and armchair (Figure 1.4; Ramnani et al. 2016). Armchair SWCNTs always possess metallic properties, having no band gap between the valence and conductance bands. Chiral and zigzag SWCNTs can be either metallic or semiconducting, with certain diameters and helicities inducing the large semiconducting band gap (Dresselhaus et al. 2004). The band gap separates the valence and conduction bands, where the majority of charge is transported for p-type and n-type SWCNTs, respectively.
Once fabricated in the NT-FET setup, distinct electrical properties have been observed for semiconducting SWCNTs. These include (i) ballistic conductance, where charge flows without losing energy, (ii) effective coupling between the gate voltage and channel, for supreme conductance switching, and (iii) no scattering of charge from ‘dangling’ bonds (Avouris 2007). These properties supersede those of conventional channel materials, and have established SWCNTs as the channel material of choice in future FET design (Obite et al. 2018).

1.2.4 Gate electrode

The gate electrode regulates the current flowing between the source and drain electrodes by imparting a perpendicular electric field on the channel. Four different types exist: bottom, top, extended, and liquid (Figure 1.5), and the choice is dependent on the experimental purpose. The bottom gate is used most frequently for biosensing, as it allows a general exploration of electrical characteristics, such as threshold voltage shifts, on/off ratio changes and conductance changes. Top and extended gates are often used for studying charged analyte gating effects when there is a risk of damaging the channel material, and a liquid gate will be used to focus on a narrow gate voltage range (Lee et al. 2022).
Figure 1.5 – Types of gate electrode. The bottom gate is most commonly used in NT-FETs with biosensing application, but top, extended and liquid gates also exist as alternative gating strategies. Figure copied with permission from Lee et al. (2022).

1.3 Operational mechanisms of NT-FETs

1.3.1 Conductance doping by proteins

NT-FETs are a prime signal transduction platform. The one-dimensional layer of carbon atoms is directly exposed to the environment, allowing small changes at the interface to translate as detectable electrical signals (Tran and Mulchandani 2016). On approach to the SWCNT surface, or through direct functionalisation, proteins use their inherent mass, size and electrostatic surface charge to induce a change in conductance through four key mechanisms. Firstly, direct charge transfer can occur between the protein and SWCNT. This interaction may donate electrons (n-doping), or accept electrons (p-doping), with the change in conductance dependent on p-type or n-type nature of the NT-FET (Bradley et al. 2004; Ghasemi and Salimi 2023). Proteins with inherent charge transfer pathways are more likely to utilise this mechanism, e.g., superfolder green fluorescent protein (sfGFP), where light absorption is coupled to electron donation (Bogdanov et al. 2009). The second mechanism, charge scattering, can occur as a side-effect of SWCNT functionalisation. Geometric deformations to the pristine sp² network can reduce conductance in both p-type and n-type NT-FETs (Star et al. 2003; Ee et al. 2007). Electrostatic gating from proximal charged proteins is the third mechanism and
operates similarly to a gate voltage. In a p-type NT-FET, proximal positive charge will repel holes and reduce conductance, while a proximal negative charge will attract holes and increase conductance (Artyukhin et al. 2006). The fourth mechanism is modification to the Schottky barriers at the interface of the carbon nanotube and metal contact. Protein adsorption here, regardless of charge, reduces the work function of the metal, correlating to an increase in Schottky barrier height and a decrease in conductance in p-type NT-FETs (Chen et al. 2004). Of these four mechanisms, Heller et al. (2008) identified electrostatic gating and Schottky barrier modifications to be primarily responsible for signal transduction in biosensing NT-FETs, paving the way for label-free sensing (Samuel and Rao 2022).

1.3.2 Output characteristics

To gather electrical data on NT-FETs and measure if any conductance doping has occurred, several different approaches can be taken. Firstly, current voltage characteristics (I/V) can be collected from the source and drain electrodes. NT-FETs should exhibit ohmic behaviour (current increasing linearly with voltage) if there is low contact resistance between the metal electrode and SWCNT channel. I/Vs can be compared before and after protein integration or sensing, where a change in conductance or resistance will present as a change in gradient – indicating physical or chemical changes to the surface of the SWCNT (Tlili et al. 2011). A second analysis technique is real-time sensing. Commonly used in biosensing assays, a constant voltage will be applied to the source electrode while current is measured in real-time from the drain electrode. Application of a gate voltage is optional and will depend on the type of assay. For example, the threshold voltage is often applied in analyte sensing assays to increase sensitivity, with a larger relative change in current induced by conductance doping. In a p-type NT-FET, a real-time increase in current can occur from negative electrostatic gating, whilst a decrease in current can occur from positive electrostatic gating or Schottky barrier modifications (Chen et al. 2004; Xu et al. 2021).

Transfer characteristics are a final form of output from NT-FETs, recording current from the drain electrode with a constant source voltage, and sweeping gate voltage. Collecting this data before and after protein integration or sensing can result in distinct electrical changes. In a p-type NT-FET, positive electrostatic charge in close proximity to SWCNTs equates to a negative gating voltage, shifting the transfer curve leftwards (Figure 1.6 (A)). Subsequently, negative electrostatic charge will
shift the transfer curve rightwards, towards more positive gate voltages. This horizontal shift along the $V_G$ axis is also anticipated to occur from direct charge transfer, with n-doping shifting the curve leftwards and p-doping rightwards (Heller et al. 2008). Schottky barrier modifications then induce a change of slope in the transfer curve. Depicted in Figure 1.6 (B) as an ambipolar device, the curve changes asymmetrically for the p- and n-branches as a direct consequence of protein adsorption at the metal-SWCNT junction. An increase in Schottky barrier height for p-type NT-FETs (and the p-branch of the ambipolar device) pushes the Fermi level further from the valence band, resulting in an increased energy barrier for holes to cross and a loss of conductance. The opposite effect is then observed in n-type NT-FETs (and the n-branch of the ambipolar device), with the increase in Schottky barrier aligning the Fermi level closer to the conduction band. This results in a smaller energy barrier for electrons to cross, and thus an increase in conductance (Heller et al. 2008; Tran and Mulchandani 2016).

**Figure 1.6 – Transfer characteristics in ambipolar NT-FET.** Before analyte addition (black) and after (red). (A) Electrostatic gating results in horizontal shifts along the $V_G$ axis, whilst modifications to the Schottky barrier (B) results in an asymmetrical change in slope. Figure adapted from Heller et al. (2008).

### 1.3.3 Debye screening effect

As one of the key mechanisms identified in conductance doping, electrostatic gating has an opposing parameter that is critical to its effect and function. The Debye screening effect is a phenomenon which occurs in ionic solutions to counter electrostatic potential (Stern et al. 2007). Through electrostatic interactions, solvated
counterions will surround charged biomolecules, and with increasing distance, electrostatic potential will decay towards zero (Israelachvili 1991). The point at which charge is fully neutralised is given by the Debye length ($\lambda_D$). Equation 1.1 shows the calculation of the Debye length in aqueous phase at room temperature; where $l_B$ is the Bjerrum length (0.7 nm), and $\rho_i$ and $z_i$ are the density and valence of ionic species, respectively (Israelachvili 1991).

\[
\lambda_D = \frac{1}{\sqrt{4\pi l_B \sum_i \rho_i z_i^2}}
\]

Equation 1.1

Considering $\rho_i$ and $z_i$, the salt concentration of a buffer has a significant role to play in NT-FET sensitivity. The Debye length for phosphate buffered saline (PBS), a common buffer used to mimic physiological conditions, is calculated at 0.7 nm. This highlights the limitations of NT-FETs in label-free sensing of biological samples, with common receptor proteins, e.g., antibodies, spanning 10-15 nm in height, and analytes needing to come within one Debye length to exert a gating effect (Rudikoff and Potter 1976; Teillaud et al. 1983).

To design biosensing NT-FETs that can operate within the Debye length, the protein—NT-FET interface must be systematically optimised through the analyte sensing mechanism, choice of receptor protein, and NT-FET functionalisation strategy. The latter two will be discussed in detail in sections 1.4 and 1.5, while the first will be considered here. The analyte sensing mechanism fundamentally depends on a shift in the charged environment within the Debye length of the SWCNT. Three different types of analyte can be considered: small charged biomolecules, small uncharged biomolecules, and large macromolecules, e.g., proteins. When small charged biomolecules bind NT-FETs, a change in conductance can be caused by the electrostatic gating effect. If the small biomolecule is uncharged, gating needs to be induced by changes to the charged receptor. For example, binding of an uncharged analyte to a DNA aptamer can induce a conformational change that shifts the phosphate-sugar backbone, in turn changing the negative charge density within the Debye length (Figure 1.7 (A); Zheng et al. 2016a). Gating can also be induced by charged products, if the uncharged analytes comprise as substrates for NT-FETs functionalised with
enzymes (Figure 1.7 (B); Lee et al. 2022). The situation is more complex for macromolecules such as proteins. Proteins have a 3D structure with an electrostatic surface profile that varies inherently with the charged amino acids that comprise it. The gating effect will thus depend on the nature of the electrostatic surface that comes with the Debye length, establishing the potential for proteins to be identified by unique electrostatic signatures (Figure 1.7 (C)).

Figure 1.7 – Analyte sensing mechanisms. Signals can be generated by: (A) conformational changes of the charged receptors, (B) charged molecules produced from an enzymatic reaction and (C) changes in local charge from analyte binding. Figure copied with permission from Lee et al. (2022).
1.4 Integrating biomolecules into NT-FETs and their applications

The integration of biomolecules into NT-FETs can be considered from two perspectives: SWCNT functionalisation, or biomolecule functionalisation. Functionalisation in this instance describes the introduction of specific chemical reactivity to covalently or non-covalently link two typically unreactive species (SWCNTs and biomolecules). The methodologies available to both strategies are discussed in detail below, with examples noted for devices involved in biosensing and optoelectronic transduction. A final focus is then placed on the functionalisation strategy used in this thesis, regarding key aspects around genetic reprogramming, mechanistic pathways and conformational rotamers.

1.4.1 Functionalisation of SWCNTs for biomolecule attachment

Once an NT-FET has been fabricated, SWCNTs can undergo functionalisation to introduce biochemically compatible handles and linker groups. This can be done via covalent or non-covalent approaches (Figure 1.8) and allows the selective and controllable interfacing with biomolecules.

![Functionalisation strategies](image)

**Figure 1.8 – Biocompatible nanocarbon functionalisation strategies.** Covalent modification introduces functional groups directly into the carbon lattice, and these can conjugate biomolecules directly or indirectly (via attachment of linker molecule). Non-covalent functionalisation utilises hydrophobic interactions and π-π stacking of biomolecules to directly decorate the surface of nanocarbon. Linker molecules can...
play an adaptor role; covalently or non-covalently interfacing with nanocarbon, whilst providing reactive biochemical handles for biomolecule conjugation. Modifications shown are not to scale. Figure copied with permission from Lee et al. (2022).

1.4.1.1 Covalent functionalisation

Covalent functionalisation of nanocarbon can be defined as the breaking of the sp² carbon lattice to create a new chemical bond. This represents a vast field of research (Dyke and Tour 2004; Mallakpour and Soltanian 2016; Schroeder et al. 2019), with reviews by Guy and Walker (2016) and Dubey et al. (2021) going into great detail on the wet and dry chemistry techniques behind these modifications. While charge mobility may be slightly hampered (Zeng et al. 2008), the flexibility and functionality of new chemical groups magnifies nanocarbon usefulness as a transistor. In particular, it offers NT-FETs discrete sites for direct and indirect biomolecule conjugation (Figure 1.8) so creating a spatially intimate environment for binding events to be monitored (Schasfoort et al. 1990). For these reasons, covalent functionalisation remains a popular strategy in NT-FET design, and a range of examples will be discussed below.

Carboxylation is one of the most common functionalisation techniques (Martín et al. 2013), as carboxyl groups make a prime target for further derivatisation. Oxygen-containing groups are typically introduced by a strong oxidising agent (Dyke and Tour 2004; Scaffaro et al. 2012; Guy and Walker 2016), and act as an anchor for direct and indirect biomolecule conjugation. EDC/NHS (1-Ethyl-3-(3-dimethylaminopropyl)carbodiimide/N-Hydroxysuccinimide) coupling is a popular choice for direct protein attachment (Huang et al. 2002; Jiang et al. 2004), with stable amide bonds formed between the free amines in the peptide backbone or side chain, and the activated NHS-ester (Gao and Kyratzis 2008). Indeed, this was the functionalisation method of choice in the recently developed SARS-CoV-2 antigen FET-biosensor. Polyclonal antibodies to the spike 1 protein were conjugated onto SWCNTs to achieve ultrasensitive levels of antigen detection (0.55 fg mL⁻¹) (Shao et al. 2021). This illustrates the potential NT-FETs have to modernise diagnostic techniques, replacing time consuming laboratory-based assays.

Amination is a less commonly employed functionalisation technique, but like carboxylation, it has the potential to react with native functional groups in biomolecules. As a proof of concept in graphene-based FETs, primary amines were
substituted for oxygen containing groups and conjugated to HIV antibodies via carbodiimide activation of native protein carboxylic acid groups (Ramanathan et al. 2005; Islam et al. 2019), proving a successful biosensor.

Thiolation is comparatively new to the field of nanocarbon functionalisation, and has only been used to attach biomolecules indirectly via gold substrates (Katz and Willner 2004; Spampinato et al. 2016). With a recent development in the fabrication of thiolated SWCNTs (Mao et al. 2018), there is potential for direct protein functionalisation via cysteine residues. This would be advantageous to carboxylation and amination because surface exposed cysteines with free thiol groups are relatively rare (compared to, for example, lysine), giving greater control over protein orientation. This is an exciting template for future NT-FET design.

1.4.1.2 Non-covalent functionalisation

Non-covalent functionalisation is the alternative strategy for interfacing SWCNTs with biomolecules. Hydrophobic interactions, electrostatic interactions or π-π stacking between the two species provide bioreactivity without compromising the structural or electrical integrity of nanocarbon (Zhou et al. 2019b). Whilst this has obvious advantages over covalent functionalisation, it is important to consider the factor of Debye length in the NT-FET design. Proteins, such as antibodies, are large in size, so the use of physiologically relevant high salt buffers can place the functional centres of these proteins beyond the sensing region of the biosensor (Schasfoort et al. 1990). The design, especially in terms of the interface site between the receptor and SWCNT, is therefore crucial to the success of non-covalently functionalised NT-FET.

Protein adsorption is the simplest method to directly functionalise SWCNTs, using π-π stacking from aromatic amino acids and general hydrophobic interactions from the protein surface. Some of the earliest attempts at interfacing proteins with nanocarbon used the adsorption of enzymes, such as glucose oxidase (Guiseppi-Elie et al. 2002) and α-chymotrypsin (Karajanagi et al. 2004). Whilst the former enzyme displayed evidence of electron transfer, the latter retained only 1% of its activity due to it unfolding on SWCNT. Weak physical bonding between the protein and nanocarbon also contributes to a loss of protein immobilisation (Zhou et al. 2019b), meaning this strategy tends to be avoided in the design of modern NT-FETs. However, the importance of these early experiments will not be forgotten, as
they highlight the importance of protein structure and function in these hybrid systems.

In contrast to proteins, single stranded DNA (ssDNA) represents a biomolecule that’s highly suited to non-covalent interaction with nanocarbon. The inherent structure of the polymeric nucleic acid complements SWCNTs; with planar nucleobases forming π-π stacking interactions with the side-walls, and the polar sugar-phosphate backbone providing sufficient torsion to wrap the nanotube (Zheng et al. 2003). Applications in NT-FETs are expansive, being used throughout SWCNT functionalisation techniques to disperse and control available surface area (Freeley et al. 2017; Freeley et al. 2021), directly as a DNA probe to sense for target sequences (Star et al. 2006) and indirectly, with additional chemistries incorporated to create a platform for further biomolecule attachment (Xu et al. 2018b).

### 1.4.1.3 Linker groups

Linker molecules represent the final category of SWCNT functionalisation and can be characterised through their bifunctional ability to covalently or non-covalently interact with nanocarbon, whilst simultaneously providing a reactive handle to covalently interface with a biomolecule. Coming under the same wing as non-covalent functionalisation, this approach again benefits from the undisrupted sp² network; but is at risk of pushing biomolecules beyond the Debye length (Schroeder et al. 2019; Xu et al. 2021).

Pyrene based linkers represent a significant class of linker, utilising their aromatic pyrene group to π-stack onto SWCNTs (Fernando et al. 2004). One of the most commonly employed is 1-pyrenebutanoic acid succinimidyl ester (PBASE), which uses the ester group in a nucleophilic substitution reaction with free amines on a protein (Chen et al. 2001; Kodali et al. 2011; Seo et al. 2020). To achieve better control over the protein—NT-FET interface, however, the linker attachment residue can be defined. Xu et al. (2021) demonstrate this, by selectively incorporating azide mutations into a receptor protein and reacting with a dibenzylcyclooctyne (DBCO)-based pyrene linker in a click-chemistry cycloaddition reaction. As a result, the receptor protein’s orientation was systematically varied on the nanotube axis and differential electrostatic gating effects were observed.

Polymeric linkers are amphiphilic molecules typically consisting of a hydrophobic alkyl backbone with protruding polar groups for biofunctionalisation and water solubilisation (Richard et al. 2003). Acting in much the same way as pyrene-based
linkers, polymeric linkers are simply larger in size and can wrap helically around SWCNTs (Dubey et al. 2021). In an example of bio-optoelectronic control, bacteriorhodopsin was functionalised to an NT-FET via an amphiphilic polymer and showed evidence of charge transfer from light-induced proton pumping (Bakaraju et al. 2020). For this to occur via an indirect and non-covalent linkage is testament to the complex nature of optical doping in bionanohybrids.

Gold nanoparticles (NPs) are a final, popular example of linker molecule. Biocompatibility arises from their naturally high affinity to thiol groups (Uvdal et al. 1992) and easily modifiable surface for EDC/NHS chemistry (Jazayeri et al. 2016), while adaptability stems from their covalent and non-covalent SWCNT attachment methods (Han et al. 2007; Salice et al. 2014; Alim et al. 2018; Danielson et al. 2020). Another example from the narrow field of bio-optoelectronic nanocarbon-FETs used the immobilisation of photosystem 1 to gold NPs, where an increase in conductivity was recorded after red light irradiation (Nishiori et al. 2019). This highlights the potential biomolecules have at converting optical energy into electrical.

1.4.2 Functionalising biomolecules for SWCNT attachment

To consider the conjugation of biomolecules to nanocarbon from a different perspective, one can explore the functional chemistries that biomolecules themselves have to offer. Most examples discussed above exploit the native functional groups present in protein and nucleic acids, so these will be summarised briefly below. The newest trend, and most likely future direction, that biology is heading in is the use of synthetic biology. Combining in silico modelling with the ever-evolving methods of SWCNT functionalisation, new chemistries and new blueprints for biomolecule design can be incorporated at the genetic level to tackle some of the problems faced by NT-FETs (Figure 1.9).
1.4.2 Native biology

When looking to attach biomolecules to nanocarbons, a plethora of functional groups already exist to mediate the conjugation. Proteins, if using the standard genetic code, can have up to twenty different side chains present, supplying a mixture of charged, polar, neutral, and hydrophobic properties. Carboxylic acids can be found on the side chains of aspartic acid and glutamic acid and can be targeted for carbodiimide activation to covalently crosslink a protein with available amine groups on SWCNTs (Awasthi et al. 2009; Islam et al. 2019). Subsequently in the reverse strategy, amine groups found on the side chains of lysine can be crosslinked to carboxylic acid groups present on SWCNTs via an EDC/NHS coupling reaction (Huang et al. 2002; Jiang et al. 2004). Cysteines offer an alternative conjugation site to gold NPs with their thiol group; assuming these are accessible and aren’t pre-disposed in structural disulphide bonds or other functional

Figure 1.9 – Biomolecule functionalisation strategies. Native biomolecules have a range of functional chemistries at their disposal. Proteins can utilise carboxyl, amine, thiol, and hydrophobic groups as prospective SWCNT interfacing sites, whilst ssDNA and ssRNA (single stranded RNA) can stack via π-π interactions. Tweaking of biomolecules via synthetic biology introduces new capabilities for proteins, such as azide functionalisation sites and novel N/C terminal mutations to incorporate carbon or gold binding peptides. Aptamers constructed from ssDNA and ssRNA represent its own field of biochemistry but offers huge potential in NT-FET design. Figure copied with permission from Lee et al. (2022).
centres (Ljungblad 2009; Jazayeri et al. 2016). Finally, hydrophobic amino acids can mediate non-covalent protein adsorption through the aromatic side chains of phenylalanine and tryptophan, and aliphatic side chains of isoleucine, leucine, and valine (Gu et al. 2015).

Although native proteins are easier to generate and use, this does come with a lack of control over conjugation orientation. Target residues, such as glutamate and lysine, will be found commonly across the surface of proteins which risks multiple attachment orientations. Cysteine is affected to a lesser extent as it is the only amino acid offering a free thiol group and is present in proteins at a much lower frequency (Miseta and Csutora 2000). Nevertheless, any duplication of accessible, reactive side chains risks NT-FET function, e.g., by binding the SWCNT at its functional centre, or in its analyte binding region. This builds the case for selective, defined attachment residues.

Nucleic acids are better suited in their native form for SWCNT attachment than proteins. Single-stranded DNA or RNA can naturally wrap SWCNTs through the π-π interactions of the nucleobases (Zheng et al. 2003), providing an immediate template for hybridisation-based NT-FETs (Tran and Mulchandani 2016). Meanwhile, many of the biofunctionalised NT-FETs in the literature exploit ssDNA to aid SWCNT dispersion, control protein conjugation sites and mediate the non-covalent attachment of other biomolecules to the nanocarbon (Han et al. 2007; Freeley et al. 2017; Xu et al. 2018b; Freeley et al. 2021). These properties are thus highly desirable and will be used in NT-FETs for generations to come.

1.4.2.2 Synthetic biology

Synthetic biology offers considerable promise to the field of NT-FETs, with biomolecules systematically refined, repurposed, and rebuilt to introduce novel and useful functionalities. This can boost device performance by (i) controlling biomolecule orientation for maximum functionality, and (ii) defining a consistent biomolecule―SWCNT interface.

The first strategy uses azide functionalisation as a novel example of proteins instigating the biochemical link to SWCNTs. Here, the non-natural amino acid (nnAA) p-azido-L-phenylalanine (AzF) is incorporated into a recombinant protein at a defined residue through an expanded genetic code (Chin et al. 2002; Reddington et al. 2013b). Phenyl azide chemistry opens up two new routes to SWCNT functionalisation. The first, mentioned above, uses bio-orthogonal click chemistry to
attach the protein to a strained-alkyne linker. The second is a direct link between the protein and SWCNT via UV irradiation: the mechanism of choice for NT-FET functionalisation in this thesis. The advantage azide functionalisation brings over other strategies is selective control over the protein attachment residue, where protein orientation and functionality can be defined. Applications for this have been showcased by lab members past and present, and AzF chemistry will be discussed in further detail below (Reddington et al. 2013b; Freeley et al. 2017; Zaki et al. 2018; Thomas et al. 2020; Freeley et al. 2021; Xu et al. 2021; Gwyt her et al. 2022).

A second strategy is the development of carbon or gold binding peptides as genetic fusions to the N- and/or C-terminus of a protein. Protein adsorption to SWCNTs is at the fundamental core of carbon binding peptide (CBP) design, as research groups exploited phage display technology (Parmley and Smith 1988) to selectively identify peptides and motifs with a strong affinity for SWCNTs (Wang et al. 2003; Su et al. 2006; Zheng et al. 2009). Coyle et al. (2013) then furthered the research by developing CBPs with differing affinities for sp² and sp³ carbon, and eventually, gold binding peptides (Dunakey et al. 2019). By incorporating both the CBP and gold-binding peptides into sfGFP, a dual-material binding biomolecule was established (Dunakey et al. 2019). Meanwhile Kuang et al. (2010) showed CBPs were effective in NT-FETs for chemosensing, by fusing the peptide to a fragment of an insect receptor protein and detecting the chemical trinitrotoluene in both chemical vapour and liquid-gated configurations.

A final synthetic biology approach, and one set to revolutionise the design of biomolecules for NT-FETs involved in analyte sensing, is the aptamer. Single-stranded oligonucleotides (including DNA and RNA) undergo a systematic evolution process (Tuerk and Gold 1990) to generate a sequence that’s capable of forming high affinity 3D structures to bind any target protein. Their significance in NT-FET design lies within their ability to mimic proteins without being a protein. Antibodies, for example, are perfectly crafted for ligand recognition, but their large size (10-15 nm) (Rudikoff and Potter 1976; Teillaud et al. 1983) risks any incoming analyte being beyond the Debye length and thus impossible to sense (So et al. 2005). This, paired with the ethical costs of antibody production from animals (Ruscito and DeRosa 2016), the functionalisation strategy needed for antibody conjugation and the risk of permanent denaturation from changing conditions, offers a challenging proposition for their continued use. Aptamers, being much smaller in size (1-2 nm) (So et al. 2005), cheaper to produce and arguably easier to functionalise, offer the perfect alternative (Maehashi et al. 2007). Considerations into aptamer use,
however, must include the presence of nucleases within clinical samples, as these can degrade the aptamers before any sensing can take place (Moon et al. 2008).

1.4.3 AzF functionalisation

1.4.3.1 Genetic reprogramming

As a nnAA, AzF requires genetic reprogramming for the cell to (i) recognise the site of AzF incorporation, and (ii) charge a compatible tRNA molecule with AzF. The genetic code can be expanded for this purpose by reprogramming the amber stop codon (UAG). This is the least used codon in the *E. coli* genome, terminating only 7.5 % of genes encoded by model *E. coli* strain K-12 (Blattner et al. 1997; Smolskaya and Andreev 2019). Repurposing this particular codon for AzF incorporation ensures the minimum possible number of read through events for endogenous TAG-terminated genes. Cell lines remain viable while AzF-containing proteins are expressed, albeit with a reduced yield due to competition with terminator of protein synthesis: release factor 1 (RF1; Chin 2017). For regular or large-scale expression of nnAA containing proteins, optimised *E. coli* strains should be considered. For example, Mukai et al. (2015) developed a strain which has recoded all endogenous amber stop codons for TAA, and has constitutive expression of RF1 switched off.

Repurposing the amber stop codon in practise requires a simple site-directed mutagenesis procedure to introduce the TAG mutation in the target gene sequence (Liu and Schultz 2010; Zitti and Jones 2023). The accompanying translational machinery then comes from a co-transformed vector, e.g., pDULE-cyanoRS, encoding a bio-orthogonal tRNA / aminoacyl tRNA synthetase pair from *Methanocaldococcus jannaschii* (Miyake-Stoner et al. 2010). The tRNA is engineered to recognise the UAG stop codon through a CUA anticodon (tRNA<sub>CUA</sub>), while the tyrosol-tRNA synthetase is engineered to recognise tyrosyl derivative nnAAs (e.g., AzF) and catalyse the attachment to its cognate tRNA<sub>CUA</sub> (Blight et al. 2004; Chin 2017). Recombinant protein expression will then occur when the relevant induction molecules are present, and an exogenous supply of AzF is added to the culture (Figure 1.10).
Figure 1.10 – Schematic of nnAA incorporation during translation. The mRNA transcribes the TAG mutation from the gene sequence as UAG. The engineered tRNA$_{CUA}$ recognises the UAG codon during mRNA translation and incorporates the nnAA (e.g., AzF) into the growing polypeptide chain, suppressing normal termination by RF1. Figure copied with permission from Bowen (2020).

1.4.3.2 Functionalisation chemistry

Once incorporated into the protein, AzF has various chemical pathways available due its highly reactive phenyl azide (Ph-N$_3$) group. The two routes relevant to SWCNT functionalisation are UV-induced photoreactivity and strain-promoted azide-alkyne cycloaddition via bio-orthogonal click chemistry (Figure 1.11).
**UV-induced photoreactivity**

![Diagram of UV-induced photoreactivity]

**Selective reactivity (click chemistry)**

![Diagram of selective reactivity]

**Figure 1.11 – Chemical pathways of AzF: photoreactivity and click chemistry.**

UV-induced activation of the azide group can generate a highly reactive nitrene radical that can pursue numerous downstream reactions. [2+1] cycloaddition is used to covalently functionalise SWCNTs. Selective click chemistry reaction between the azide group and a target alkyne will form a triazole ring. A planar linker molecule with strained-ring alkyne moiety can be used in conjunction with AzF-containing proteins to non-covalently functionalise SWCNTs.

UV-induced photoreactivity causes the phenyl azide group of the AzF residue to decompose under short UV wavelengths (< 310 nm), releasing N₂ and generating a highly reactive nitrene radical (Figure 1.11; Chin et al. 2002). Depending on its chemical environment, the radical can insert into N-H or C-H σ-bonds, reduce into an amine or expand into the phenyl group to form a seven-membered ketenimine ring (Gritsan and Platz 2010; Reddington et al. 2013b; Hartley et al. 2016). In the presence of SWCNTs, however, a [2+1] cycloaddition reaction can take place to covalently link the AzF residue and SWCNT (Figure 1.12). The mechanism for this allows the nitrene radial to diverge into singlet-state or triplet-state, but both converge on attacking the π electron-rich side walls of SWCNTs to generate a three membered aziridine ring (Holzinger et al. 2004). This is a highly strained intermediate structure that is expected to open and re-hybridise into a hetero-bridged structure, e.g., losing the C-C bond and maintaining two C-N bonds, with the nitrogen and connecting ‘R’ group positioned perpendicularly above the nanotube (Setaro et al. 2017). The lone pair of electrons from the nitrogen atom is then thought to be donated to the π electron network, increasing electron density...
and preserving SWCNT conductance (Setaro et al. 2017). In my joint 1st author paper (Thomas, Jamieson, Gwyther et al. 2020), I used this approach to covalently attach four different proteins to SWCNT side walls in a site-specific and defined manner. The protein—SWCNT interface was dictated by the attachment residue, and coupling between the two species could be observed from a change in single-molecule behaviour. This intimate and defined protein—SWCNT interface lends itself to the design of my protein-integrated NT-FETs, as I exploit protein function to modulate SWCNT conductance.

**Figure 1.12 – Mechanism of AzF cycloaddition to SWCNTs.** UV irradiation extrudes N₂ and generates a nitrene radical. The radical electrophilically attacks the SWCNT to form an intermediate aziridine ring, before relaxing into a hetero-bridged structure.

Azide-alkyne cycloaddition (AAC) is another chemical pathway AzF can pursue to attach SWCNTs, albeit indirectly via a linker molecule. The biorthogonal reaction between the azide in the protein and alkyne group of the linker is an example of the Nobel Prize winning ‘click chemistry’, considered modular by design, selective, high yielding and operating with a high thermodynamic driving force to reaction completion (Rostovtsev et al. 2002; Tornøe et al. 2002; Baskin et al. 2007). The reaction produces a five-membered triazole ring, and typically requires a copper (I) catalyst to proceed at room temperature (Bräse et al. 2005). As Cu⁺ ions are known to promote formation of reactive oxygen species which damage protein structure (Gaetke et al. 2014), a strain-promoted AAC (SPAAC) reaction is better suited to
biomolecules (Agard et al. 2004). A DBCO-pyrene linker molecule is well-positioned for this role (Figure 1.13 (A)), with DBCO comprising the strained alkyne moiety, and pyrene comprising a planar polycyclic structure, suitable for π-π stacking onto SWCNTs. We showed this to be an effective methodology for NT-FET functionalisation, as AzF-containing receptor proteins were conjugated to DBCO-pyrene linker molecules (Figure 1.13 (B)) that decorated the SWCNTs in a defined and homogenous manner (Figure 1.13 (C); Xu, Bowen, Gwyther et al. 2021). Receptor protein function remained intact and electrostatic gating was observed from exposure to analytes. This was seen to vary with receptor protein orientation, and consequently highlighted the importance of AzF location, as the protein anchor.

**Figure 1.13 – SPAAC reaction and SWCNT functionalisation.** (A) DBCO-pyrene linker molecule synthesised from DBCO-amine and 1-pyrenebutyric acid-NHS ester. (B) The azide group of AzF reacts with the strained-ring alkyne DBCO in a SPAAC reaction, forming a covalent triazole ring. (C) SWCNT functionalisation via the AzF-triazole-pyrene linker. A 3D representation of the linker group, optimised computationally via Prof. Alexander Nemukhin (Xu et al. 2021), demonstrates the π-π stacking of the pyrene group onto the SWCNT.
1.4.3.3 Conformational rotamers

Considering the importance of AzF location in anchoring proteins to SWCNTs (Thomas et al. 2020; Xu et al. 2021; Gwyther et al. 2022), one should also consider the conformational side chain rotamers AzF can occupy to better model the protein—SWCNT interface. A protein’s amino acid side chains will regularly cycle through rotameric states, and their propensity can be influenced by a number of external factors: changes to the local backbone angle (φ and ψ), secondary structure, intramolecular bonding, and the physicochemical environment e.g., pH and electrostatic potential (Dunbrack 2002; Chamberlain and Bowie 2004). Understanding the rotamers of AzF and their propensity will help to optimise NT-FET design, as the orientation of the AzF anchor ultimately dictates the orientation of the protein on the SWCNT, and thus their ability to function.

To derive rotamers for AzF, a background in bond angles and structural constraints is essential. Rotamers arise from the conformational space available to them, with the backbone and side chain dihedrals defining the steric constraints: φ, between N and Cα, ψ, between Cα and C, ω, between C and N, and χn, between successive side chain atoms (Figure 1.14 (A)). Side chain dihedrals (χn) will generally cluster around -60° (gauche+), 60° (gauche-) and 180° (trans) in a sp3—sp3 bonded configuration as it allows the pi orbitals to stagger against their opposite atomic groups; lowering the potential energy (Dunbrack 2002). The gauche− configuration of the χ1 angle is an exception to this, because the γ side chain atom is too close to the main chain atoms (C=O and N-H) for this conformation to be favourable. This means AzF is likely to favour the gauche+ and trans states at χ1, producing a large 120° swing between side chain rotamers (Figure 1.14 (B)), a trend mirrored by other symmetric aromatic residues (Ruvinsky et al. 2011). The χ2 angle, by comparison, has little effect on AzF rotamers. Cβ is bonded to the sp2 hybridised Cγ, so dihedrals are limited to +/- 90°. This only twists the planar phenyl ring and will not induce global movement of the side chain. Considering both χ1 and χ2 constraints, I would anticipate AzF’s major rotamers to be gauche+ and trans as a function of χ1.
Figure 1.14 – 2D and 3D structural representations of AzF. The 2D structure details AzF nomenclature including the carbon naming order and dihedral angles $\varphi$, $\psi$, $\chi_1$, and $\chi_2$. The 3D representations illustrate the gauche$^+$ and trans side chain conformations arising as a function of $\chi_1$. AzF is viewed along the $C_\beta$ and $C_\alpha$ bond, so $C_\alpha$ isn’t visible from the 3D representations.

1.5 Exploiting protein function for NT-FET application

1.5.1 BLIP-II

The rise of antibiotic resistance (ABR) poses an unprecedented threat to public health (Baquero 2021). In the interest of designing an NT-FET as sensing platform for AMR, I look to use a receptor protein that can test for a distinguishable, but ubiquitous resistance marker. Alas, the natural variability of bacterial resistance mechanisms prevents this, so the NT-FET should instead target the most common marker: the $\beta$-lactamase.

The receptor protein chosen as bait for the $\beta$-lactamases is the aptly named $\beta$-lactamase inhibitor protein-II (BLIP-II). BLIP-II is a 28 kDa potent proteinaceous inhibitor of class A $\beta$-lactamases, arising from soil bacterium *Streptomyces exfoliatus* (Lim et al. 2001a). Its ability to interact with manifold $\beta$-lactamases in picomolar to femtomolar affinity arises from its inherent structure (Lim et al. 2001a;
Brown and Palzkill 2010; Brown et al. 2013b). BLIP-II appears highly symmetrical with a seven-bladed β-propeller structure (Figure 1.15 (A)); the apical β-turns and loops of which form the β-lactamase binding interface (Figure 1.15 (B)) (Lim et al. 2001a). The magnitude of affinity between BLIP-II and β-lactamases has been attributed to its concentric arrangement of hydrophobic and hydrophilic residues (the red and orange atoms in Figure 1.15 (A), respectively). Its central cluster of aromatic residues is responsible for mediating hydrophobic contacts to the conserved loop-helix region of β-lactamase, adjacent to the active site. The BLIP-II loop containing W53, N50 and D52 is then positioned to sterically block the active site, preventing the entrance of antibiotics (Lim et al. 2001a). This scaffold complements the O-ring hotspot hypothesis, which defines a hotspot as a residue which can cause a 2.0 kcal/mol loss in binding energy after alanine substitution (Bogan and Thorn 1998; Brown et al. 2011). Hotspots are typically aromatic, whilst the surrounding residues are hydrophilic, as depicted at BLIP-II’s binding interface. Research by Brown et al. confirmed this, with W53, Y73, F74, W152, Y191 and W269 observed to have the greatest effect on binding affinity between BLIP-II and the β-lactamases TEM-1, KPC-2, Bla1 and CTX-M-14 (Brown et al. 2013b). The purpose of the surrounding hydrophilic residues is then to exclude solvent access to the binding interface. In addition to the complementary protein-protein interactions, the enthalpic and entropic component of BLIP-II’s binding interface is key to it being one of the tightest protein-protein interactions ever recorded. Its structural rigidity prohibits any major conformational change when binding to a β-lactamase, minimising the entropic cost. This in turn favours an enthalpic decrease, as intramolecular interactions are not lost, and new non-covalent intermolecular interactions are formed, upon β-lactamase association (Brown et al. 2011).
Figure 1.15 – Binding interface of BLIP-II. (A) Face-on view of BLIP-II’s binding interface. The central ring of mostly hydrophobic residues (in red: W53, Y73, F74, N112, W152, Y191, I229, F230, E268, W269, N304) have been shown to have the biggest effect on BLIP-II’s binding affinity. Meanwhile, the outer ring residues (in orange: N50, D52, T57, L91, Y113, D131, D167, S169, D170, D206, Y208, F209, Y248, R286) tend to contribute more to the binding specificity of BLIP-II. Residues N50, D52 and W53 have been highlighted as the residues responsible for sterically blocking the active site of incoming β-lactamases (grey), as seen in (B).

Considering the extreme affinity between BLIP-II and the β-lactamases, and its broad range specificity, the protein is well placed to function as a receptor to class A β-lactamases. The structure of BLIP-II lends itself to my AzF functionalisation strategy, with the repeating β-propeller structure offering regular protrusions from which to anchor BLIP-II by. This could offer distinct electrostatic surface sampling of incoming β-lactamases and would allow us to build a library of unique electrical signatures. The design, testing and modelling of my BLIP-IIAzF variants as receptor proteins in NT-FETs will be covered in Chapters 3 and 4.

To discuss the research timeline to date, the Jones group demonstrated covalent attachment of BLIP-IIAzF to SWCNTs in 2020 (Thomas, Jamieson, Gwyther et al. 2020). The TEM-1 β-lactamase was added after BLIP-IIAzF integration, and distinct increases in height were attributed to formation of the BLIP-IIAzF—TEM-1 complex on the SWCNT surface. In collaboration with the Palma lab at Queen Mary University London (QMUL), the first BLIP-II functionalised p-type NT-FETs were then developed in 2021 (Xu, Bowen, Gwyther et al. 2021). Functionalising the
SWCNTs non-covalently via a DBCO-pyrene linker, three BLIP-II\textsuperscript{AzF} variants (BLIP-II\textsuperscript{41AzF}, BLIP-II\textsuperscript{49AzF} and BLIP-II\textsuperscript{213AzF}) were attached via click chemistry. The BLIP-II\textsuperscript{41AzF} and BLIP-II\textsuperscript{213AzF} functionalised NT-FETs responded to increasing concentrations of TEM-1 by a real-time increase, and decrease, in conductance respectively. These measurements were linked to differential electrostatic gating by TEM-1 – as defined by BLIP-II orientation. This thesis will focus on the second generation of BLIP-II functionalised p-type NT-FETs, as I look to integrate BLIP-II covalently and explore device characteristics.

1.5.2 Class A \(\beta\)-lactamases

Underpinning the most prevalent form of ABR, the \(\beta\)-lactamase enzyme family have evolved to hydrolyse the four-membered ring of \(\beta\)-lactam antibiotics (Abraham and Chain 1940). The family is subdivided into four classes using the Ambler classification system (Ambler 1980). Class A, C and D evolved from the membrane-bound penicillin binding proteins, differentiating by specific sequence motifs but sharing the same serine-based hydrolytic mechanism (Massova and Mobashery 1998; Tooke et al. 2019). Class B is evolutionarily ambiguous, but is part of the metalloprotein superfamily and uses \(\text{Zn}^{2+}\) ion(s) in its hydrolytic mechanism (Carfi et al. 1995; Alderson et al. 2014; Mojica et al. 2016). There is considerable structural divergence associated with the two hydrolytic mechanisms, and consequently hydrolytic activity and inhibitor interaction varies between the classes (Kaderabkova et al. 2022).

As the general inhibition targets of BLIP-II, only class A \(\beta\)-lactamases will be produced and tested for in this body of work. However, the impact on ABR biosensing is still significant. Class A is the most diverse and abundant of all \(\beta\)-lactamase classes and contains many clinically concerning \(\beta\)-lactamases that would be beneficial to test for in a medical setting (Philippon et al. 2016; Furniss et al. 2022; Kaderabkova et al. 2022). The class A \(\beta\)-lactamases produced as analytes for my BLIP-II\textsuperscript{AzF}—NT-FETs are considered in detail below.

1.5.2.1 TEM-1

The most common plasmid-encoded \(\beta\)-lactamase of gram negative bacteria is TEM-1, causing resistance to key antibiotics including penicillins and cephalosporins (Shah et al. 2004). As a class A \(\beta\)-lactamase, TEM-1’s catalytic mechanism uses a
triad of conserved residues: Ser70, Lys73 and Glu166 (Figure 1.16 (A)). The mechanism, in brief, involves Lys73 deprotonating the side chain hydroxyl group of Ser70 to give a charged oxygen atom (Figure 1.17). This acts as a nucleophile and attacks the carbonyl group of the β-lactam ring, breaking the amide bond and forming an acyl-intermediate. A water molecule coordinated in the active site is deprotonated by Glu166 to attack the acyl-intermediate, hydrolysing the β-lactam ring and completing the catalysis (Kaderabkova et al. 2022). Crucially, substitutions of residues proximal to the active site are known to broaden TEM-1’s β-lactam substrate profile. Mutations such as E104K, R164S/H, M182T and G238S have arisen in response to oxyimino-cephalosporins, a form of extended-spectrum antibiotic introduced in the 1980s (Bush 2002; Salverda et al. 2010). The TEM extended spectrum β-lactamases are characterised by increased conformational flexibility at the active site, combatting the large and inflexible oxyimino side chain (Palzkill 2018). The prevalence and rapidly evolving substrate specificity of TEM-1 thus make for desirable analyte attributes, and testing with BLIP-IIAzF functionalised NT-FETs will give valuable insight into the potential clinical usefulness.

As an analyte for NT-FETs, the electrostatic surface potential of TEM-1 has the potential to play a significant role in conductance doping. In Figure 1.16 (B), we can see the surface of TEM-1 is clustered with patches of negative and positive charge. The active site, shown in the 90° rotation, is characterised by a notably strong negative potential. However, pockets of polar charge are seen to vary uniquely across the 3D surface. The effect on conductance doping therefore will depend on the specific orientation TEM-1 adopts from binding BLIP-II, and if its overall positioning is successful at breaching the Debye length.
Figure 1.16 – TEM-1 structure and electrostatic profile. (A) The three key catalytic residues of TEM-1 are highlighted in a spherical form as Ser70, Lys73 and Glu166. (B) Electrostatic map of TEM-1, following a 360° rotation around its x axis. Yellow box highlights the active site region.
Figure 1.17 – Hydrolytic mechanism of serine β-lactamases. Lys$^{73}$ deprotonates the side chain hydroxyl of Ser$^{70}$ for the charged oxygen to acylate the β-lactam ring. In the subsequent de-acylation step, a coordinated water molecule is deprotonated by Glu$^{166}$ to hydrolyse the acyl-intermediate. The inactive β-lactam is then released, and the β-lactamase active site restored.

1.5.2.2 KPC-2

KPC-2 is a potent and highly evolved class A β-lactamase. With a broader substrate profile than TEM-1, KPC-2 can inactivate penicillins, cephalosporins and carbapenems (Papp-Wallace et al. 2010). Its carbapenemase activity, and ability to evade common β-lactamase inhibitors such as clavulanic acid, have contributed to the Centers for Disease Control and Prevention declaring KPCs a major threat to public health (Spellberg and Bonomo 2016). There is thus considerable clinical interest to test KPC-2 as an analyte for my BLIP-II functionalised NT-FETs.

As a class A β-lactamase, KPC-2 uses the same conserved residues as TEM-1 to hydrolyse β-lactam rings: Ser70, Lys73 and Glu166 (Figure 1.18 (A); Levitt et al.)
The difference in substrate profile comes from mutations around the active site, where a wider and shallower structure can accommodate bulkier β-lactams (Ke et al. 2007). KPC-2 and TEM-1 also share 45% sequence homology which results in a similar tertiary structure. However, the electrostatic surface potential is notably different, with the overall charge appearing more positive for KPC-2, and more negative for TEM-1 (Figure 1.18 (B)). Polar charge is still seen to cluster across the KPC-2 surface, but the difference is apparent around key areas such as the active site, which is largely neutral in KPC-2 and strongly negative in TEM-1. Tailoring the orientation of the β-lactamases through systematic design of BLIP-II$^{A2F}$ variants will therefore allow distinct electrical signatures to be generated.

**Figure 1.18 – KPC-2 structure and electrostatic profile.** (A) The three catalytic residues of KPC-2 are highlighted in a spherical form as Ser70, Lys73 and Glu166. (B) Electrostatic map of KPC-2, following a 360° rotation around its x axis. Yellow box highlights the active site region.
1.5.3 sfGFP

The green fluorescent protein (GFP), first isolated from the jellyfish *Aequorea victoria*, was subject of the 2008 Nobel Prize (Shimomura et al. 1962). Its discovery and subsequent developments generated one of the most important tools for contemporary biological research as a genetically encoded autofluorescent probe (Chalfie et al. 1994). This yielded significant application for cell imaging, monitoring gene expression and aiding recombinant protein solubility (Tsien 1998; Zimmer 2009). Developments attributed to its widespread use include improved stability for culturing in cells at 37 °C, and shifting excitation and emission wavelengths to alter fluorescent properties (Heim et al. 1995; Cormack et al. 1996). The enhanced GFP variant (EGFP) boasted increased fluorescence through an improved quantum yield (Yang et al. 1996), while the superfolder GFP (sfGFP) variant was generated from EGFP several years later through a process of directed evolution. Appropriately named, sfGFP benefitted from rapid folding and maturation – even when fused to poorly folding proteins (Pédelacq et al. 2006; Wu et al. 2009). The sfGFP variant is therefore favoured in the Jones lab, and I will study it in this thesis as a means to investigate GFP’s light-induced electron donor behaviour (Bogdanov et al. 2009). It is hypothesised that by integrating sfGFP into the NT-FET platform, I can mediate optoelectronic transduction through light absorption.

Distinct in structure, sfGFP is comprised of an eleven stranded β-barrel structure (Figure 1.19 (A)). Its functional centre, the chromophore, resides in the middle of the barrel; shielded from solvent and held rigidly in place by hydrogen bonds and hydrophobic side chains (Remington 2011). The chromophore forms post-translationally as residues Thr⁶⁵, Tyr⁶⁶ and Gly⁶⁷, in the presence of molecular oxygen, autocatalytically cyclise, dehydrate and oxygenate to form an extended delocalised π electron system: p-hydroxybenzilideneimidazolinone (Tsien 1998). The chromophore can exist in two protonation states: the less populated CroA, featuring a neutral protonated state on the phenol group of tyrosine 66 (λ<sub>max</sub> = ~400nm), or the more fluorescent and highly populated CroB with a charged phenolate (λ<sub>max</sub> = ~485nm); giving rise to its characteristic spectral properties (Figure 1.19 (B); Pédelacq et al. 2006). Following light absorption at either of the protonation states, an electron is promoted from the highest occupied to the lowest unoccupied molecular orbital (LUMO). Spontaneous transition back to the LUMO ground state then releases a photon at ~510 nm (Remington 2011).
Figure 1.19 – Wild type sfGFP structure and absorbance properties. (A) sfGFP has an eleven stranded β-barrel structure, which shields an internal chromophore (coloured spheres) from solvent. (B) Characteristic absorbance spectrum of wild type sfGFP. The neutral protonated state of Tyr66 (CroA) has a $\lambda_{\text{max}} = \sim 400\text{nm}$, whilst the predominant charged phenolate state (CroB) has a $\lambda_{\text{max}} = \sim 485\text{nm}$.

As part of the fluorescence mechanism, charge transfer can also occur. Excited state proton transfer (ESPT) was elucidated in the chromophore of wild type (WT) GFP to explain how the predominant CroA emits green light ($\sim 510\text{ nm}$) while absorbing at 397 nm. The Boxer group identified CroA shifting to an intermediate state (CroI) following excitation, with a proton shuttling from the phenol group of Tyr66 to Glu222. These two residues are connected by a ‘proton wire’, consisting of a water molecule and a hydrogen bond (Agmon 2005). Decay to ground state then emits the green photon, with the proton shuttling back to complete the photocycle (Chattoraj et al. 1996; Brejc et al. 1997). While these mechanisms have only been proven in WT GFP, a similar occurrence is anticipated for sfGFP which predominates in its deprotonated CroB form. Water molecules have been identified in the local chromophore environment, so it’s possible that these may accept and / or transport the proton as the chromophore shifts from CroA to CroB (Arpino et al. 2012). Further proton shuttling routes have been identified by Shinobu and Agmon (2015) that link the chromophore with the external bulk solvent.

Considering charge transfer of the opposite polarity, enhanced GFP (EGFP; predecessor to the sfGFP variant) has been identified as an electron donor following excitation (Bogdanov et al. 2009). Electron acceptor molecules present in the
medium with EGFP were reduced after irradiation at 488 nm, proving direct electron transfer to an external oxidant. The Jones group also showed evidence of this when covalently integrating sfGFP to the side walls of a SWCNT (Thomas et al. 2020). A loss of fluorescence intensity upon UV irradiation was attributed to fewer photocycles, as electrons promoted to the LUMO were transferred to the SWCNT, rather than returning to ground state. Interestingly, an increase in photobleaching resistance was observed with the sfGFP132AzF variant, suggesting some feedback to individual sfGFP molecules was possible through a water-based charge transfer pathway. The coupling residue will therefore be of great significance as I look to electrically integrate sfGFP into my NT-FETs.

1.6 Computational methods to optimise NT-FET design

1.6.1 In silico modelling

A methodology central to all research chapters in this thesis is in silico modelling. Comparable to the experimental techniques of in vitro and in vivo, the term ‘in silico’ is broadly defined as any form of computational experiment (Ekins et al. 2007). For the purpose of this thesis, however, I narrow that definition and use ‘in silico modelling’ as a phrase to describe the study of 3D protein and carbon nanotube structure using the molecular visualisation software, PyMOL (Schrödinger and Delano 2015). This is a fundamental tool for macromolecule analysis and allows me to consider all aspects of structure and spatial dimension.

To give a few examples of application, the proteins first chosen to be integrated into NT-FETs would have their crystal structure studied in silico to locate compatible sites for AzF incorporation. Consideration would be given to a residue’s accessibility, and inherent role in protein functionality and tertiary structure, before shortlisting for AzF substitution. The SwissSwidechain plugin (Gfeller et al. 2013) would then be used to selectively mutate the residue, introducing the non-natural AzF. In another example of application, manual docking of the AzF-modified protein with carbon nanotubes would allow me to replicate the NT-FET setup. This would yield particularly useful in Chapter 3 and Chapter 4, where incoming analyte proteins could be modelled against the BLIP-II—SWCNT complex, and distance could be measured to give insight on the likelihood of Debye length breaches. Finally, the Adaptive Poisson-Boltzmann Solver (APBS) is a useful plugin that exists within PyMOL to calculate electrostatic surface potential (Baker et al. 2001). Understanding the strength and polarity of charge that decorates a protein’s surface
is key to elucidating potential sources of electrostatic gating and would find application in all research chapters of this thesis.

1.6.2 Molecular dynamics modelling

A methodology that complements and builds upon in silico modelling is molecular dynamics. This simulation-based study allows the movement of atoms in a protein to be predicted over time, rather than being studied through a static snapshot. Its valuable insight on dynamic processes, structural stability and conformational flexibility is well-placed to feature alone, or alongside wet-lab experiments, as recognised by a growing trend of top journal publications (Hollingsworth and Dror 2018). Its success today, however, is testament to the scientific advancements made over the last 70 years.

To give a brief history, molecular dynamic simulations were developed from early models of hard sphere interactions by solving classical equations of motion for each particle, simultaneously (Alder et al. 1957). This progressed to encompass liquid water molecules (Rahman et al. 1971) and eventually the first protein model: bovine pancreatic trypsin inhibitor (McCammon et al. 1977). Further developments throughout the 1980s and 1990s allowed algorithms to be refined, computing power to increase, and user-friendly software packages to be produced, improving simulation accuracy and accessibility (Ciccotti et al. 2022). The significance of molecular dynamics, and its contribution to science, was finally recognised by award of the 2013 Nobel Prize for Chemistry to laureates Martin Karplus, Michael Levitt and Arieh Warshel (Levitt and Warshel 1975; Warshel and Levitt 1976; Brooks et al. 1983). Through a combination of quantum and classical physics, their collaborative efforts were responsible for building the first computer programme to effectively model a biochemical process. This would form the foundation of many modern day simulation programs.

In this thesis, molecular dynamics will be used in Chapter 4 to study the effect of introducing AzF into BLIP-II. As a non-natural amino acid, AzF will be structurally and chemically diverse from the canonical amino acid it substitutes for (e.g., alanine in BLIP-II^{41AzF}, and threonine in BLIP-II^{213AzF}). Key data to extract will therefore be around the structural stability of the protein, exploring the impact AzF has on local and global structure. The other major area for data extraction will be AzF conformation and flexibility. As the anchor residue in the NT-FET setup, understanding AzF’s side chain rotamer propensity will provide valuable insight into
BLIP-II’s likely binding conformation after UV irradiation. Representative structures will be extracted and manually docked to a SWCNT, using the known geometry of the [2+1] cycloaddition (Setaro et al. 2017). Downstream in silico modelling will then allow analyte proteins to align, and electrostatic potential to be calculated. If these models support the experimental data (Chapter 3), it will showcase molecular dynamics as an effective prediction tool to calculate biomolecular electrostatic gating; a synergistic example of dual-approach (computational and wet-lab) research.

1.7 Aims and objectives

Pushing the boundaries of biotechnology, this thesis encompasses synthetic biology and nanotechnology to develop protein-integrated NT-FETs with useful application. Chapter 3 builds on previous research by the Jones and Palma collaboration to develop a biosensor for antibiotic resistance. Our first prototype NT-FET used non-covalently functionalised BLIP-II to detect class A β-lactamase, TEM-1, via electrostatic gating (Xu et al. 2021). However, this setup is limited by the height of the DBCO-pyrene linker molecule and is more exposed to Debye screening effects. I therefore look to directly and covalently attach BLIP-II to the SWCNT channel of the NT-FET, via UV irradiation of the incorporated AzF moiety. I then investigate the sensing of two class A β-lactamases: TEM-1 and KPC-2. This chapter will cover the design, engineering, and production of BLIP-II<sup>AzF</sup> variants and β-lactamase enzymes, followed by the characterisation, functionalisation, and β-lactamase sensing experiments with the NT-FET devices.

Chapter 4 builds on the experimental results from Chapter 3, modelling the BLIP-II<sup>AzF</sup>—NT-FET interface to establish whether I can predict AzF mutation site success in mediating proximal analyte sensing. Using molecular dynamics to extract data on AzF side chain rotamer propensity, in silico modelling will be performed to align BLIP-II conformers onto a SWCNT bundle with interacting β-lactamase proteins. Distance and electrostatic potential will then be calculated to consider how likely electrostatic gating is to occur within the Debye length. A correlation between Chapter 3 experimental data and computational models would allow a new pipeline to be developed, where prototype BLIP-II<sup>AzF</sup> variants can be assessed prior to production.

Chapter 5 diverts from biosensing NT-FETs to a focus on optoelectronic NT-FETs. In collaboration with the Bobrinetskiy lab, I look to exploit nature’s own light-
responsive elements by covalently integrating sfGFP into an NT-FET platform, via UV irradiation of an incorporated AzF moiety. By exposing the device to different light wavelengths and intensities, I look to investigate if light can be effectively transduced as an electrical signal, and how this may vary through two different sfGFP attachment positions. This chapter will cover the design, engineering and production of sfGFP<sup>AzF</sup> variants, followed by the characterisation, functionalisation, and light sensing experiments with the NT-FET devices.
2. Materials and Methods

2.1 Materials

2.1.1 Routine laboratory chemicals

For the following sets of methodologies, a standard range of chemicals were used. Product sources and related specification or preparation notes are detailed in Table 2.1. Stock solutions were prepared by dissolving chemicals in deionised water (dH2O).

<table>
<thead>
<tr>
<th>Chemical</th>
<th>Specification / Preparation</th>
<th>Product source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetic acid</td>
<td>≥ 99.5 % purity</td>
<td>Scientific Laboratory Supplies (SLS)</td>
</tr>
<tr>
<td>Acrylamide: Bis-Acrylamide</td>
<td>40 % (w/v) Acrylamide: Bis-Acrylamide 29:1</td>
<td>Geneflow</td>
</tr>
<tr>
<td>Agarose</td>
<td>Molecular biology grade</td>
<td>Appleton Woods</td>
</tr>
<tr>
<td>Ammonium persulphate (APS)</td>
<td>Prepared as 10 % (w/v) stock</td>
<td>Melford</td>
</tr>
<tr>
<td>L-Arabinose</td>
<td>≥ 98 % purity</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>β-mercaptoethanol</td>
<td>≥ 99 % purity</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>Bromophenol blue</td>
<td>Technical grade</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>Coomassie blue</td>
<td>Coomassie Brilliant Blue R250</td>
<td>Thermo Fisher Scientific</td>
</tr>
<tr>
<td>Deoxyadenosine triphosphate (dATP)</td>
<td>Prepared as 10 mM stock</td>
<td>Promega</td>
</tr>
<tr>
<td>Deoxycytidine triphosphate (dCTP)</td>
<td>Prepared as 10 mM stock</td>
<td>Promega</td>
</tr>
<tr>
<td>Chemical</td>
<td>Specification / Preparation</td>
<td>Product source</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>----------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Deoxyguanosine triphosphate (dGTP)</td>
<td>Prepared as 10 mM stock</td>
<td>Promega</td>
</tr>
<tr>
<td>Deoxothymidine triphosphate (dTTP)</td>
<td>Prepared as 10 mM stock</td>
<td>Promega</td>
</tr>
<tr>
<td>Dimethyl sulfoxide (DMSO)</td>
<td>≥ 99.5 % purity</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>Ethanol</td>
<td>≥ 99.8 % purity</td>
<td>VWR</td>
</tr>
<tr>
<td>Ethidium bromide</td>
<td>Prepared as 10 mg mL⁻¹ stock; ≥ 95 % purity</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>Ethylenediaminetetraacetic acid (EDTA)</td>
<td>EDTA disodium salt dihydrate; ≥ 99 % purity</td>
<td>Apollo Scientific</td>
</tr>
<tr>
<td>D-Glucose</td>
<td>Anhydrous</td>
<td>Melford</td>
</tr>
<tr>
<td>Glycerol</td>
<td>Analytical grade</td>
<td>Thermo Fisher Scientific</td>
</tr>
<tr>
<td>Glycine</td>
<td>Glycine free base</td>
<td>Melford</td>
</tr>
<tr>
<td>Imidazole</td>
<td>≥ 99 % purity</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>Isopropyl β-d-1-thiogalactopyranoside (IPTG)</td>
<td>Prepared as 1 M stock</td>
<td>Melford</td>
</tr>
<tr>
<td>Isopropanol</td>
<td>≥ 99.5 % purity</td>
<td>Thermo Fisher Scientific</td>
</tr>
<tr>
<td>Lactose</td>
<td>≥ 98 % purity</td>
<td>Sigma-Aldrich</td>
</tr>
<tr>
<td>Magnesium sulphate</td>
<td>Analytical grade</td>
<td>Thermo Fisher Scientific</td>
</tr>
<tr>
<td>Methanol</td>
<td>≥ 99.8 % purity</td>
<td>Thermo Fisher Scientific</td>
</tr>
<tr>
<td>Sodium chloride</td>
<td>≥ 99.5 % purity</td>
<td>Thermo Fisher Scientific</td>
</tr>
</tbody>
</table>
2.1.2 Routine laboratory buffers

For the following sets of methodologies, a standard range of buffers and solutions were used. Buffer and solution composition is detailed in Table 2.2, with respective pH and filter sterilisation requirements. For the base solvent, dH2O was used for all buffers/solutions without filter sterilisation, and ultra-pure water (Select Fusion; Suez) was used for those with filter sterilisation.
Table 2.2 – Routine buffers, media and solutions. If no pH adjustment was required, ‘~’ is denoted. Buffers purchased from external companies indicated by (‘product source’) and confidential materials / quantities denoted by ‘*’.

<table>
<thead>
<tr>
<th>Buffer / Media / Solution</th>
<th>Composition</th>
<th>pH</th>
<th>Filter sterilised</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autoinduction media (Studier 2005)</td>
<td>1X 2x YT broth (see composition below)</td>
<td>7</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>1X trace metals (see composition below)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>50 mM ammonium chloride</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>25 mM sodium phosphate dibasic</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>25 mM potassium phosphate monobasic</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 mM sodium sulphate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 mM magnesium sulphate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5 % (v/v) glycerol</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.2 % (w/v) lactose</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.05 % (w/v) glucose</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.05 % (w/v) L-arabinose</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BugBuster (Merck)</td>
<td>Confidential *</td>
<td>~</td>
<td>✓</td>
</tr>
<tr>
<td>Coomassie destain buffer</td>
<td>40 % (v/v) methanol</td>
<td>~</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>10 % (v/v) acetic acid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coomassie stain buffer</td>
<td>40 % (v/v) methanol</td>
<td>~</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>10 % (v/v) acetic acid</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1 % (w/v) R250 Coomassie blue</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buffer / Media / Solution</td>
<td>Composition</td>
<td>pH</td>
<td>Filter sterilised</td>
</tr>
<tr>
<td>----------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>------</td>
<td>-------------------</td>
</tr>
<tr>
<td>CutSmart buffer 10X (New England Biolabs)</td>
<td>50 mM potassium acetate, 20 mM Tris-acetate, 10 mM magnesium acetate, 100 µg mL⁻¹ recombinant albumin</td>
<td>7.9</td>
<td>✓</td>
</tr>
<tr>
<td>DC Protein Assay Reagent A</td>
<td>Alkaline copper tartrate solution *</td>
<td>13.6</td>
<td>✓</td>
</tr>
<tr>
<td>DC Protein Assay Reagent B</td>
<td>Dilute Folin reagent *</td>
<td>&lt; 2.1</td>
<td>✓</td>
</tr>
<tr>
<td>Dulbecco’s phosphate buffered solution (DPBS; Thermo Fisher Scientific)</td>
<td>8.0 g L⁻¹ sodium chloride, 2.16 g L⁻¹ sodium phosphate dibasic, 0.2 g L⁻¹ potassium chloride, 0.2 g L⁻¹ potassium phosphate monobasic</td>
<td>7</td>
<td>✓</td>
</tr>
<tr>
<td>Gel loading dye no SDS 6X (New England Biolabs)</td>
<td>60 mM EDTA, 19.8 mM Tris-HCl, 15 % Ficoll®-400, 0.12 % Dye 1, 0.006 % Dye 2</td>
<td>8</td>
<td>✓</td>
</tr>
<tr>
<td>Buffer / Media / Solution</td>
<td>Composition</td>
<td>pH</td>
<td>Filter sterilised</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-------------</td>
<td>----</td>
<td>------------------</td>
</tr>
<tr>
<td>GoTaq G2 Green Master Mix 2X (Promega)</td>
<td>400 µM dATP 400 µM dCTP 400 µM dGTP 400 µM dTTP 3 mM magnesium chloride GoTaq G2 DNA polymerase * Yellow dye * Blue dye *</td>
<td>8.5</td>
<td>✓</td>
</tr>
<tr>
<td>Ion exchange elution buffer</td>
<td>1 M sodium chloride 50 mM Tris-HCl</td>
<td>8</td>
<td>✓</td>
</tr>
<tr>
<td>Lysogeny broth (LB) agar (Neogen)</td>
<td>10 g L⁻¹ tryptone 5 g L⁻¹ yeast extract 10 g L⁻¹ sodium chloride 15 g L⁻¹ agar</td>
<td>~</td>
<td>X</td>
</tr>
<tr>
<td>Magnesium sulphate solution</td>
<td>5 mM magnesium sulphate</td>
<td>~</td>
<td>✓</td>
</tr>
<tr>
<td>N3 buffer (Qiagen)</td>
<td>4.2 M guanidium hydrochloride 0.9 M potassium acetate</td>
<td>4.8</td>
<td>✓</td>
</tr>
<tr>
<td>Ni affinity elution buffer</td>
<td>250 mM imidazole 50 mM Tris-HCl</td>
<td>8</td>
<td>✓</td>
</tr>
<tr>
<td>Ni affinity wash buffer</td>
<td>50 mM Tris-HCl 10 mM imidazole</td>
<td>8</td>
<td>✓</td>
</tr>
<tr>
<td>Buffer / Media / Solution</td>
<td>Composition</td>
<td>pH</td>
<td>Filter sterilised</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----</td>
<td>-------------------</td>
</tr>
<tr>
<td>P1 buffer (Qiagen)</td>
<td>50 mM Tris-HCl</td>
<td>8</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>10 mM EDTA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100 µg mL⁻¹ RNase A</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.1 % (v/v) LyseBlue</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2 buffer (Qiagen)</td>
<td>200 mM sodium hydroxide</td>
<td>~</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>1 % (w/v) SDS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PB buffer (Qiagen)</td>
<td>5 M guanidium hydrochloride</td>
<td>~</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>30 % (v/v) isopropanol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PE buffer (Qiagen)</td>
<td>100 mM sodium chloride</td>
<td>7.5</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>10 mM Tris-HCl</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>80 % (v/v) ethanol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Periplasmic extraction buffer</td>
<td>50 mM Tris-HCl</td>
<td>8</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>20 % (w/v) sucrose</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 mM EDTA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q5 Reaction Buffer 5X (New England Biolabs)</td>
<td>Confidential *</td>
<td>8.5</td>
<td>✓</td>
</tr>
<tr>
<td>Q5 High GC Enhancer 5X (New England Biolabs)</td>
<td>Confidential *</td>
<td>~</td>
<td>✓</td>
</tr>
<tr>
<td>Buffer / Media / Solution</td>
<td>Composition</td>
<td>pH</td>
<td>Filter sterilised</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>------</td>
<td>-------------------</td>
</tr>
</tbody>
</table>
| Quick Ligase reaction buffer 2X (New England Biolabs) | 66 mM Tris-HCl  
10 mM magnesium chloride  
1 mM dithiothreitol  
1 mM adenosine triphosphate  
7.5 % (v/v) polyethylene glycol; PEG600 | 7.6  | ✓                 |
| SDS-PAGE loading buffer   | 0.2 M Tris-HCl pH 6.8  
10 % (v/v) β-mercaptoethanol  
8 % (w/v) glycerol  
2 % (w/v) SDS  
0.04 % (w/v) bromophenol blue | ~    | X                 |
| Sodium phosphate buffer   | 50 mM sodium phosphate dibasic / sodium phosphate monobasic  
20 g L⁻¹ tryptone  
5 g L⁻¹ yeast extract  
0.5 g L⁻¹ sodium chloride  
2.4 g L⁻¹ magnesium sulphate  
0.186 g L⁻¹ potassium chloride | 7    | ✓                 |
| Super optimal broth (SOB; Melford) | 192 mM glycine  
25 mM Tris base  
0.1 % (w/v) SDS | 8.3  | X                 |
| Sodium hydroxide solution | 1 M sodium hydroxide                                                        | ~    | X                 |
2.1.3 Media

All media types (LB agar, SOB and 2x YT) were prepared with dH₂O as per the manufacturer's instructions and sterilised by autoclaving at 121 °C for 15 minutes. Further media modifications then took place in a laminar flow cabinet (Microflow), sterilised by 70 % ethanol:

- LB agar was cooled to 50 °C before selective antibiotic supplementation and plate pouring. Once set, the plates were sealed with Parafilm and stored at 4 °C for up to 2 weeks.

- SOB was cooled to room temperature before supplementation with 4 % (w/v) glucose, sterilised by passing through a 0.22 µM syringe filter. This super
optimal condition (SOC) broth was then aliquoted in 500 µL volumes, into sterile 1.5 mL Eppendorf tubes and stored at -20°C until required.

- 2x YT was cooled to room temperature and stored until required. If the media was being taken forward for an autoinduction protocol, supplementary salts, sugars and trace metals were added, pre-inoculation, by passing through a 0.22 µM syringe filter.

2.1.4 Antibiotics

Antibiotics were prepared as 1000X stock solutions (except Tetracycline which was prepared to 200X), sterilised by filtration through 0.22 µM cellulose acetate syringe filters (Sartorius) and stored at -20°C. Table 2.3 details the antibiotics used, final working concentration, solvent and product source.

Table 2.3 – Antibiotic preparations.

<table>
<thead>
<tr>
<th>Antibiotic</th>
<th>Working concentration</th>
<th>Solvent</th>
<th>Product source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbenicillin</td>
<td>50 µg mL(^{-1})</td>
<td>dH(_2)O</td>
<td>Thermo Fisher Scientific</td>
</tr>
<tr>
<td>Chloramphenicol</td>
<td>35 µg mL(^{-1})</td>
<td>Ethanol</td>
<td>Melford</td>
</tr>
<tr>
<td>Kanamycin</td>
<td>30 µg mL(^{-1})</td>
<td>dH(_2)O</td>
<td>Duchefa Biochemie</td>
</tr>
<tr>
<td>Tetracycline</td>
<td>12.5 µg mL(^{-1})</td>
<td>Ethanol</td>
<td>Duchefa Biochemie</td>
</tr>
</tbody>
</table>

2.1.5 Enzymes

Commercial enzymes were used for various molecular biology methods. Table 2.4 details the specific activity of these enzymes and their source company.

Table 2.4 – Enzyme parameters.

<table>
<thead>
<tr>
<th>Enzyme</th>
<th>Activity</th>
<th>Product source</th>
</tr>
</thead>
<tbody>
<tr>
<td>DpnI</td>
<td>20,000 units mL(^{-1})</td>
<td>New England Biolabs</td>
</tr>
</tbody>
</table>
2.1.6 Bacterial strains

Two strains of *E. coli* bacteria were used for plasmid transformation and protein expression, and both are detailed in Table 2.5.

Table 2.5 – Bacterial strains.

<table>
<thead>
<tr>
<th>Strain</th>
<th>Genotype</th>
<th>Proteins expressed</th>
<th>Product source</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>E. coli</em></td>
<td>λ DE3 = λ sBamHlo ΔEcoRI-B int:(lacI::PlacUV5::T7 gene1) i21 Δnin5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>One Shot™ TOP10</td>
<td>F- mcrA Δ( mrr-hsdRMS-mcrBC) Φ80lacZΔM15 Δ lacX74 recA1 araD139 Δ( araleu)7697 galU galK rpsL (StrR) endA1 nupG</td>
<td>sfGFP</td>
<td>Thermo Fisher Scientific</td>
</tr>
<tr>
<td><em>E. coli</em></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.1.7 Vectors for protein expression

A variety of plasmid constructs (Table 2.6) were used in this project to host the genes for recombinant protein expression.

BLIP-II and TEM-1 proteins were both expressed using a pET-24a vector. This used IPTG to induce expression under the T7/lac promoter system and contained a selective kanamycin resistance gene. The BLIP-II vector was made and sourced from the Palzkill lab (Brown and Palzkill 2010) whilst the TEM-1 vector was made and sourced from the Makinen lab (Sosa-Peinado et al. 2000).

KPC-2 protein was expressed using a pTP123 vector, assembled and gifted by the Palzkill lab (Petrosino et al. 1999). This vector used a trc promoter system, a hybrid of tryptophan and lactose promoters, which used IPTG as the inducer molecule and contained a selective chloramphenicol resistance gene.

sfGFP protein was expressed using a pBAD vector. The vector contained the selective ampicillin resistance gene, and sfGFP expression was under the control of an arabinose inducible promoter. The plasmid was kindly donated by the DDJ lab (Reddington et al. 2012).

The introduction of nnAAs relied upon the vector pDULE-cyanoRS. It was designed by the Mehl lab (Miyake-Stoner et al. 2010), and contains a bio-orthogonal tRNA / aminoacyl tRNA synthetase pair from Methanocaldococcus jannaschii. The tRNA has been engineered to recognise the UAG stop codon, whilst the tyrosol-tRNA synthetase recognises tyrosine derivative ncAAs (e.g., AzF) and catalyses the attachment to the tRNA (Blight et al. 2004).
Table 2.6 – Plasmid constructs. Plasmid maps were generated by SnapGene software (Insightful Science 2022).

<table>
<thead>
<tr>
<th>Plasmid map</th>
<th>Summary</th>
</tr>
</thead>
</table>
| **pET-24a BLIP-II** 6130 bp | **Vector:** pET-24a  
**Protein expressed:** BLIP-II  
**Selective marker:** Kanamycin R  
**Source:** Palzkill lab  
(Brown and Palzkill 2010) |
| **pET-24a TEM-1** 6023 bp | **Vector:** pET-24a  
**Protein expressed:** TEM-1  
**Selective marker:** Kanamycin R  
**Source:** Palzkill lab  
(Brown and Palzkill 2010) |
Vector: pTP123
Protein expressed: KPC-2
Selective marker: Chloramphenicol $R$
Source: Palzkill lab (Petrosino et al. 1999)

Vector: pBAD
Protein expressed: sfGFP
Selective marker: Ampicillin $R$
Source: Jones lab (Reddington et al. 2012)

Vector: pDULE-cyanoRS
Protein expressed: Tyrosyl-tRNA synthetase
RNA transcribed: Engineered AzF tRNA
Selective marker: Tetracycline $R$
Source: Mehl lab (Miyake-Stoner et al. 2010)
2.1.8 \( p \)-Azido-L-phenylalanine

Non-natural amino acid \( p \)-Azido-L-phenylalanine (AzF; Insight Biotechnology) was prepared by dissolving in a minimal volume of sodium hydroxide solution (Table 2.2). Once growth media reached an optical density (OD\(_{600}\)) of 0.6, AzF was added to a final concentration of 1 mM. Dark conditions were maintained throughout all stages to prevent premature photolysis of AzF.

2.1.9 Nitrocefin

The \( \beta \)-lactamase chromogenic substrate, nitrocefin (Stratech), was prepared fresh for the relevant assays. Dissolved in the minimal volume of DMSO, nitrocefin was then diluted for use with dH\(_2\)O. Concentration was determined by measuring the absorbance of nitrocefin in dH\(_2\)O, using a molar extinction coefficient (\( \varepsilon_{390} \)) of 17,700 M\(^{-1}\) cm\(^{-1}\).

2.1.10 DBCO-Cy3

A fluorescent probe to test for azide incorporation, dibenzocyclooctyne-Cy3 (DBCO-Cy3) was prepared by dissolving in a minimal volume of DMSO and diluting to 2 \( \mu \)M with dH\(_2\)O. Concentration was determined by measuring absorbance at 548nm, with \( \varepsilon = 92,000 \) M\(^{-1}\) cm\(^{-1}\). Aliquots were then stored at -20 °C.

2.1.11 Single-walled carbon nanotubes (SWCNTs)

SWCNTs, purchased from Sigma-Aldrich, were \( \geq 95 \) % semiconducting with a (7,6) chirality. To prepare the solution for casting, 0.1 mg of SWCNTs were suspended in 500 \( \mu \)L 1 % SDS solution and dispersed via 1 hour of bath sonication. The SWCNT solution was centrifuged at 15000 rpm for 1 hour, with the supernatant taken forward for a further 500X dilution in 1 % SDS solution.

2.2 Computational modelling and analysis

2.2.1 \textit{In silico} modelling

All aspects of \textit{in silico} modelling were performed using molecular visualisation software, PyMOL (Schrödinger and Delano 2015). Protein structures were downloaded as .pdb files from the Protein Data Bank (Table 2.7; Berman et al.
2000). CNT structures were downloaded as .pdb files from TubeGen (Frey and Doren 2011), after building to the specification used experimentally (Materials 2.1.11).

Table 2.7 – PDB files used for in silico modelling.

<table>
<thead>
<tr>
<th>PDB code</th>
<th>Protein(s)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1JTD</td>
<td>BLIP-II and TEM-1</td>
<td>(Lim et al. 2001a)</td>
</tr>
<tr>
<td>3QHY</td>
<td>BLIP-II and Bla1</td>
<td>(Brown et al. 2011)</td>
</tr>
<tr>
<td>2OV5</td>
<td>KPC-2</td>
<td>(Ke et al. 2007)</td>
</tr>
<tr>
<td>2B3P</td>
<td>sfGFP</td>
<td>(Pédelacq et al. 2006)</td>
</tr>
</tbody>
</table>

2.2.2 AlphaFold

To generate starting structures for molecular dynamics (MD) analysis, a simplified version of AlphaFold (Jumper et al. 2021) v2.1.0 was used via the Google Colab notebook. Gene sequences were translated in Serial Cloner (Perez 2013), and copied into AlphaFold with signal sequences and the initiator methionine removed (Appendix Table 8.1). To predict the structure of the AzF variants, the desired mutation site was substituted with a tyrosine residue.

The predicted structure was then passed through the SWISS-MODEL (Waterhouse et al. 2018) structure assessment to check protonation states, with the processed co-ordinates taken forward as the starting structure for MD.

2.2.3 Molecular dynamics

2.2.3.1 GROMACS software

GROMACS (GROningen Machine for Chemical Simulations) is a free software package and was chosen to perform MD simulations (Bekker et al. 1993). Preparation of the topology file, energy minimisation and simulation analysis were carried out using GROMACS 2022.3, whilst the computationally demanding stages
of two-step equilibration and production MD were allocated to the Supercomputing Wales HAWK Server (project code SCW1631), using GROMACS 2021.5.

### 2.2.3.2 CHARMM36 forcefield

Forcefields are the backbone of MD simulations, using a collection of equations and constants to define the potential energy acting on the system. CHARMM36 was my forcefield of choice, being the most recently developed forcefield by the MacKerell group for general protein simulation (Best et al. 2012). Here, the potential energy function is described simply in Equation 2.1 (Croitoru et al. 2021). The sum of intermolecular (non-bonded) energy \( U_{\text{inter}} \) and intramolecular (bonded) energy \( U_{\text{intra}} \) determines the potential energy \( U \).

**Equation 2.1**

\[
U = U_{\text{inter}} + U_{\text{intra}}
\]

To break this down further, intermolecular energy is contributed by terms for electrostatic interaction and van der Waals forces, as detailed in Equation 2.2 (Croitoru et al. 2021). The electrostatic interaction term is described by Coulomb’s law, where \( q_i \) and \( q_j \) denote the partial atomic charges assigned to a pair of atoms \( i \) and \( j \), while \( r_{ij} \) is the distance between them. The dielectric constant, \( \varepsilon \), describes the ability of the space between two atoms to hold an electrical charge, and in combination with the electrostatic function, it describes a scenario where increasing distance between two atoms will reduce the electric force between them. Van der Waals can arise between two atoms through attractive or repulsive forces, and this interaction is commonly represented through the Lennard-Jones (LJ) potential curve (González 2011). In this curve we observe potential interaction energy plotted against the distance between atoms \( i \) and \( j \), and derive the point at which the minimum potential energy \( \varepsilon_{ij} \) is reached and its associated atom distance \( R_{\text{min,}ij} \). The repulsive forces are then represented by the bracketed function with an exponent of 12, while attractive forces have the exponent of 6.
\[ U_{\text{inter}} = \sum_{\text{electrostatic}} \frac{q_i q_j}{4\pi \varepsilon_0 r_{ij}} + \sum_{\text{vdW}} \varepsilon_{ij} \left( \left( \frac{R_{\text{min},ij}}{r_{ij}} \right)^{12} - 2 \left( \frac{R_{\text{min},ij}}{r_{ij}} \right)^6 \right) \]

The potential energy from intramolecular bonding in Equation 2.3 is contributed to by terms for bonds \((b)\), valence angles \((\theta)\), Urey-Bradley \((r)\), dihedral angles \((\phi)\) and improper dihedral angles \((\varphi)\) (Croitoru et al. 2021). To consider the effect of geometrical deviations from atomic coordinates, these quadratic expressions take the calculated value for \(b, \theta, r_{1-3}\) and \(\varphi\) and subtract the equilibrium value for \(b_0, \theta_0, r_{1-3,0}\) and \(\varphi_0\), respectively.

Bond length \((b)\) will take the distance between two bonded atoms in Å. Valence angles \((\theta)\) identifies the angle between three bonded atoms. Urey-Bradley \((r_{1-3})\) considers three linearly bonded atoms and will take the distance (Å) between the 1\(^{st}\) and the 3\(^{rd}\) atom, to account for angle bending as a result of non-bonded interaction (Simanouti 1949). Improper dihedral angles are included to ensure planar groups remain planar, and so consider four atoms, whereby atoms \((j, k, l)\) are bound to a central atom \((i)\). The angle \((\varphi)\) is taken from the angle between two planes of atoms: \((i, j\) and \(k\)) and \((j, k\) and \(l\)). Each term also contains a corresponding force constant \((K_b, K_\theta, K_{UB} \text{ and } K_\varphi)\), which is obtained through vibrational analysis studies, theoretically or experimentally.

The dihedral angle term is more complex and considers four sequentially bonded protein backbone atoms \((a, b, c \text{ and } d)\). Atoms \(b\) and \(c\) lie in the same plane, while \(a\) and \(d\) protrude in different directions, resulting in two planes of atoms: \(P_{abc}\) and \(P_{bcd}\). The angle between these planes is defined as \(\phi\). As the \(bc\) bond rotates from \(-180^\circ\) to \(+180^\circ\), atoms \(a\) and \(d\) move between favourable and unfavourable conformations, (energy minima and maxima). This periodic oscillation in dihedral potential energy is expressed as a cosine function: \(K_n (1 + \cos(n\phi - \delta_n))\) where \(n\) is the multiplicity, e.g., the number of energy minima in a full 360° bond rotation, \(\delta_n\) is the phase between each multiplicity (°), and the force constant, \(K_n\) is the amplitude. To account for the periodicity of \(bc\) bond torsion, the dihedral term can be expanded up to six times in a Fourier series \((\sum_{n=1}^{N} )\) to accurately model the most common torsion potential (Brooks et al. 2009). Finally, CMAP (crossterms and 2D dihedral energy grid
correction map) is an additional term employed by CHARMM36 to prevent the systematic biasing towards certain secondary structures (Mackerell et al. 2004).

Equation 2.3

\[
U_{\text{intra}} = \sum_{\text{bonds}} K_b (b - b_0)^2 + \sum_{\text{angles}} K_\theta (\theta - \theta_0)^2 + \sum_{\text{Urey-Bradley}} K_{UB} (r_{1-3} - r_{1-3,0})^2 \\
+ \sum_{\text{dihedral}} \sum_{n=1}^N K_n (1 + \cos(n\phi - \delta_n)) + \sum_{\text{improper}} K_\phi (\phi - \phi_0)^2 + \text{CMAP}
\]

2.2.3.3 Parameterisation of amino acid \( p \)-Azido-L-phenylalanine

The parameterisation of AzF involved the definition of new atom types, bond lengths, dihedral angles and partial charges for the AzF residue. The structural coordinates of AzF were prepared by former lab member, Dr. Harley Worthy, and incorporated into PyMOL via a .pkl file using the SwissSidechain plugin (Gfeller et al. 2013; Schrödinger and Delano 2015). To derive the values for parameterisation, the AzF residue was saved as a .pdb file and input to the AnteChamber PYthon Parser interfacE (ACPYPE; Sousa Da Silva and Vranken 2012). Partial charges were derived using the bond charge corrections method, and bond lengths and dihedral angles were calculated. Parameterisation output values were written in a format compatible with the CHARMM36 forcefield, including the CHARMM specific atom names. A text editor was then used to introduce the values to the CHARMM36 forcefield parameter files, including the atom type (.atp), residue type (.rtp), bonded interactions (ffbonded.itp) and non-bonded interactions (ffnonbonded.itp) as detailed in Appendix Table 8.2 – 8.11. The hydrogen database was not amended as no new hydrogens were added, but an addition was made to the termini database (Appendix Table 8.12 – 8.15) for BLIP-II\(^{41\text{AzF}}\), to account for the NH3\(^+\) cap.

2.2.3.4 Input structure preparation

Starting structural coordinates were derived from AlphaFold and SWISS-MODEL (Methods 2.2.2). For the WT BLIP-II protein, no further adjustments were made. For the AzF variants of BLIP-II, the structural coordinates were loaded into molecular visualisation software, PyMOL (Schrödinger and Delano 2015), and using the SwissSidechain (Gfeller et al. 2013) plugin, the AzF was substituted in for tyrosine.
at the desired mutation site. A new .pdb file was written, and this was taken forward as the input structure for MD.

Using GROMACS, the pdb file was converted to Gromos87 format (.gro), adding hydrogen ions where required. Parameters from the adapted CHARMM36 forcefield were used to inform GROMACS on AzF topology and charge, and the tip3p water model was employed. The unit cell was then defined, with the protein centred and kept at least 1 nm from the box edge in the dodecahedron cell. Next, the simulation box was solvated with spc216.gro, an equilibrated 3-point water model. Overall charge was calculated, and sodium ions were added in to neutralise the system.

### 2.2.3.5 Energy minimisation

In order to achieve the protein’s most stable conformation before production MD, energy minimisation (EM) was performed. Here, steric clashes were relieved and potential energy was lowered using the steepest descent algorithm. The step size was set at 0.01 nm and the maximum number of steps was 50000. The minimisation had to converge under 1000 kJ mol$^{-1}$ nm$^{-1}$ to ensure simulation stability.

Interactions between atoms and their neighbours were also considered during EM, with a neighbour list updated every step using the Verlet cut-off scheme and grid framework. The Particle-Mesh Ewald (PME) algorithm helped to determine total electrostatic and van der Waals energy, with a 1.2 nm cut off chosen for both coulombs and van der Waals. Finally, periodic boundary conditions (PBC) were applied in xyz dimensions.

### 2.2.3.6 Two-step equilibration: temperature and pressure

Two-step equilibration follows EM to equilibrate the solvent around the protein. Parameters regarding PBC, atom neighbour finding, and atom interactions are maintained from EM, with the addition of a cubic interpolation for PME and 0.16 nm grid spacing for fast Fourier transformations, which finely balances the accuracy of electrostatics and van der Waals. The run control algorithm, however, changes from steep descent to leap-frog to integrate Newton’s equations of motion. Equilibration was run for 100 ps for both temperature and pressure, with a 2 fs time step for integration.
Further parameters included are bond parameters. Here, the holonomic constraints employed to replace bond vibration are corrected for by a LINCS algorithm. This resets bonds to their correct length following rotation through one iteration and uses the highest order (4) constraints. All bonds to hydrogen atoms are further converted into constraints. To ensure a constant temperature (300 K), velocity-rescale temperature coupling is used for both protein and non-protein groups every 0.1 ps. Finally, no dispersion correction is applied for energy and pressure due to the use of the CHARMM36 forcefield.

Temperature and pressure equilibration do have parameters specific to their own simulation. For temperature, there is no pressure coupling and velocities are generated according to the Maxwell distribution using a random seed. For pressure, velocity generation is switched off, as it continues from the temperature equilibrated trajectory. Isotropic Berendsen pressure coupling is now employed to ensure a constant pressure every 2 ps, with a reference pressure of 1 bar and reference compressibility of water at $4.5 \times 10^{-5}$ bar$^{-1}$.

2.2.3.7 MD production run

All parameters, topologies and trajectory coordinates from the pressure equilibration run were carried as input into the final MD production run. The only change saw the number of steps increase, to account for a 200 ns run with energies and coordinates being saved every 10 ps.

2.2.3.8 Post MD analysis

Once the simulation had reached completion, the trajectory file was converted to remove the water molecules and the molecular mass was centred in the box as treatment for the periodic boundary conditions. The structure was then fitted to the reference structure file by translation.

2.2.3.9 Structural stability analysis

For each repeat, RMSD data was extracted using an index file for the $\text{C}_\alpha$ atoms of the protein without the extended His tag (residues 41 – 310). Radius of gyration data was then extracted for the same structure but collected protein data rather than
Following structural stability analysis, the trajectory file had the first 10 ns trimmed to remove any data bias from ‘warm up’ phase of the simulation.

**2.2.3.10 RMSF and B-factor**

For each repeat, RMSF and B-factor data was extracted using an index file for the protein without the extended His tag. Using the trimmed trajectory file, values were calculated per residue. Data was collated from the three repeats, and average RMSF and B-factor values were then calculated. Average B-factor values were loaded into a BLIP-II structure on PyMOL to generate the cartoon putty figure.

**2.2.3.11 RMSD of AzF residue**

For each repeat, RMSD data was extracted for the AzF residue using the trimmed trajectory file. The first stage of the RMSD calculation required least squares fitting of the residue to the $C_\alpha$, $C_\beta$, and CO atoms in the supplied reference structure. Next, the RMSD calculation was performed on phenyl ring of AzF.

This data was plotted in an RMSD vs time plot, and additionally by population frequency analysis, which used a bin cut-off of 0.01 nm. Once peaks had been defined, modal groups were identified. A search of the RMSD data for points within these groups yielded specific timepoints, allowing a simple simulation frame extraction to correlate the modal group to a specific rotamer.

**2.2.3.12 BLIP-II:SWCNT modelling with $\beta$-lactamases**

Extracted BLIP-II structures with differing AzF rotamers were loaded into PyMOL with a SWCNT bundle. To model the $\beta$-lactamase binding, the BLIP-II:TEM-1 crystal structure was loaded into the session and aligned to the BLIP-II protein. For KPC-2, the crystal structure was loaded into the session, and aligned to the TEM-1 protein due to inherent homology and predicted binding to the same BLIP-II interface. To accurately represent the bonding geometry between AzF and a SWCNT, the protein was oriented to have AzF inserting into the bundle perpendicularly. The protein complex was then rotated about the SWCNT bundle (maintaining the perpendicular angle of the phenylazide group) until a minimum distance from the $\beta$-lactamase was
achieved. APBS electrostatics was finally performed on both TEM-1 and KPC-2 to reveal electrostatic surface potential (Baker et al. 2001).

### 2.2.4 Signal peptide prediction

The SignalP 5.0 peptide prediction software (Almagro Armenteros et al. 2019) was used to test the β-lactamase protein sequences, to ensure the correct fractionation protocol was applied after expression. For job submission, the protein sequence was entered in FASTA format, and the gram-negative organism group selected. The output file then contained a detailed breakdown of signal peptide probability, along with signal peptide type and the predicted cleavage site. If signal peptide probability was > 0.8, a periplasmic extraction protocol (Methods 2.4.4.4) was followed to isolate the protein.

### 2.2.5 Isoelectric point and molecular mass calculator

Two key protein parameters, isoelectric point (pI) and molecular mass, were essential to identify for downstream techniques such as ion exchange chromatography and SDS-PAGE analysis. Here, the online ExPASy server was used (Walker et al. 2005) by inputting the protein sequence in FASTA format and calculating the pI and molecular mass with average resolution.

### 2.3 Molecular biology and recombinant DNA methods

#### 2.3.1 Oligonucleotide primers

Oligonucleotide primers were designed for site-directed mutagenesis and gene amplification (Table 2.8) using Serial Cloner software (Perez 2013), and optimised using AmplifX software (Jullien 2021). Melting temperature (Tm) was calculated using an online Tm Calculator (New England Biolabs 2022). Lyophilised primers were then ordered from Integrated DNA technologies and rehydrated as per manufacturer instructions.
Table 2.8 – Oligomeric primer sequences for gene amplification or target mutation sites. Mutations introduced are highlighted in red.

<table>
<thead>
<tr>
<th>Gene/Mutation site</th>
<th>Forward Sequence</th>
<th>Reverse Sequence</th>
<th>Tm (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T7 (sequencing)</td>
<td>TAA TAC GAC TCA</td>
<td>CTA TAG GG</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>CTA TAG GG</td>
<td>CAG CGG T</td>
<td></td>
</tr>
<tr>
<td>pBAD (sequencing)</td>
<td>ATG CCA TAG CAT</td>
<td>GAT TTA ATC TG</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>TTT TAT CC</td>
<td>ATC AGG</td>
<td></td>
</tr>
<tr>
<td>BLIP-II Y73 TAG</td>
<td>AGG TGG TTA GTT</td>
<td>GCA ATT GCA TCC</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>TCA TGG GCT</td>
<td>ACA CCA CT</td>
<td></td>
</tr>
<tr>
<td>BLIP-II D131 TAG</td>
<td>CGG TAA CGA GTA</td>
<td>CCC CAA GCA ATC</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>GGG CCA AA</td>
<td>ACT TCC C</td>
<td></td>
</tr>
<tr>
<td>BLIP-II T135 TAG</td>
<td>AAA CTT AGG TGC</td>
<td>GGC CAT CCT CGT</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>CGG CCG A</td>
<td>TAC CGC</td>
<td></td>
</tr>
<tr>
<td>BLIP-II A138 TAG</td>
<td>CCC GTT CCG GTG</td>
<td>CCT CCT ACG GCA</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>TAG ATG CTA TT</td>
<td>CCG TAG TTT</td>
<td></td>
</tr>
<tr>
<td>BLIP-II Y191 TAG</td>
<td>TGG TGT GTA GTA</td>
<td>CCA TCC AGC GCG</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>CCG CGC T</td>
<td>GTC AC</td>
<td></td>
</tr>
<tr>
<td>BLIP-II N198 TAG</td>
<td>GTA AAA TAG GGT</td>
<td>TGC CAG CGC GGT</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>GGT GTT ATT GCG</td>
<td>ATA CA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLIP-II E217 TAG</td>
<td>CGG GCG TAG GCT</td>
<td>CAC TGT GGT CTG</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>CAG T</td>
<td>GCC AAA ATA ATT</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ATC C</td>
<td></td>
</tr>
<tr>
<td>BLIP-II F230 TAG</td>
<td>GGC GCT GAA AGA</td>
<td>AGG CTG TGC TAG</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>TGG TAA AGT TAT T</td>
<td>ATG CCG</td>
<td></td>
</tr>
</tbody>
</table>
2.3.2 DNA amplification by polymerase chain reaction (PCR)

DNA amplification was performed as part of whole plasmid inverse PCR (for site-directed mutagenesis) and colony PCR protocols. For whole plasmid inverse PCR, a high-fidelity DNA polymerase was desirable to ensure the primers carrying the mutation for site-directed mutagenesis were accurately amplified into the plasmid DNA. Thus, the Q5 High-Fidelity DNA Polymerase kit (New England Biolabs) was purchased. The established reaction setup and PCR protocol used can be seen in Table 2.9.

Table 2.9 – Whole plasmid inverse PCR for site-directed mutagenesis. Tm denotes the melting temperature specified for primer pairs in Table 2.8.

<table>
<thead>
<tr>
<th>Material</th>
<th>Volume in 50 µL reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nuclease free water</td>
<td>13.5</td>
</tr>
<tr>
<td>5X Q5 Reaction Buffer</td>
<td>10</td>
</tr>
<tr>
<td>5X Q5 High GC Enhancer</td>
<td>10</td>
</tr>
<tr>
<td>Template DNA (1 ng µL⁻¹)</td>
<td>10</td>
</tr>
<tr>
<td>Forward primer (10 µM)</td>
<td>2.5</td>
</tr>
<tr>
<td>Reverse primer (10 µM)</td>
<td>2.5</td>
</tr>
<tr>
<td>dNTPs (10 mM)</td>
<td>1</td>
</tr>
<tr>
<td>Q5 High-Fidelity DNA Polymerase</td>
<td>0.5</td>
</tr>
</tbody>
</table>

PCR conditions

<table>
<thead>
<tr>
<th>Initial denaturation</th>
<th>30 reaction cycles</th>
<th>Final extension</th>
<th>Hold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denaturation</td>
<td>Annealing</td>
<td>Extension</td>
<td></td>
</tr>
<tr>
<td>98°C 30 seconds</td>
<td>98°C 10 seconds</td>
<td>Tm °C 30 seconds</td>
<td>72°C 2 minutes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>72°C 30 seconds</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>kb⁻¹</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Infinite</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For colony PCR, a ready-to-use GoTaq G2 Green master mix containing GoTaq G2 polymerase (Promega) and all the necessary reaction components was favoured. Template DNA was prepared by picking colonies from transformed bacteria (Methods 2.3.8) and suspending the cells in 10 µL of nuclease free water. These were heated at 98°C for 10 minutes, then centrifuged for 3 minutes at 13000 rpm. The supernatant achieved constituted the template DNA, which was taken forward into the reaction mix. The complete reaction mix and PCR protocol are detailed in Table 2.10.

**Table 2.10 – Colony PCR.**

<table>
<thead>
<tr>
<th>Material</th>
<th>Volume in 25 µL reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>2X GoTaq G2 Green Master Mix</td>
<td>12.5</td>
</tr>
<tr>
<td>Template DNA</td>
<td>5</td>
</tr>
<tr>
<td>Nuclease free water</td>
<td>5</td>
</tr>
<tr>
<td>Forward primer (10 µM)</td>
<td>1.25</td>
</tr>
<tr>
<td>Reverse primer (10 µM)</td>
<td>1.25</td>
</tr>
</tbody>
</table>

**PCR conditions**

<table>
<thead>
<tr>
<th>Initial denaturation</th>
<th>30 reaction cycles</th>
<th>Final extension</th>
<th>Hold</th>
</tr>
</thead>
<tbody>
<tr>
<td>98°C 2 minutes</td>
<td>98°C 30 seconds</td>
<td>55°C 30 seconds</td>
<td>72°C 1 minute</td>
</tr>
<tr>
<td></td>
<td>Denaturation</td>
<td>Annealing</td>
<td>Extension</td>
</tr>
<tr>
<td></td>
<td>72°C 1 minute</td>
<td>72°C 5 minutes</td>
<td>4°C Infinite</td>
</tr>
<tr>
<td></td>
<td>kb^1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### 2.3.3 Agarose gel electrophoresis

To analyse DNA fragment sizes, 1 % (w/v) agarose gels were prepared by heating and dissolving 1 g of agarose in 100 mL TAE buffer. Ethidium bromide was then supplemented to a final concentration of 0.3 µg mL\(^{-1}\) and the gel cast. Once solidified, the gel was submerged in a tank (Cleaver) containing TAE buffer, and comb retracted. For sample preparation, DNA products from site-directed mutagenesis were mixed with 6X gel loading dye on Parafilm to achieve 1X concentration, while DNA products from colony PCR required no dye addition. Samples were loaded in 10 µL volumes and DNA ladder (1 kb / 1 kb plus; New England Biolabs) in a 2 µL volume. Electrophoresis was performed for 45 minutes at 140 V, with the separated DNA bands then visualised using the GelDoc-It UV-transilluminator (Ultra-Violet Products Ltd).

### 2.3.4 DNA purification

For DNA to be utilised in downstream applications e.g., cloning or sequencing, residual impurities must be removed. The QIAquick PCR purification kit (Qiagen) was used in this instance. To describe briefly, of the volume of DNA sample to be purified, 5 times that volume of PB buffer was used to mix in with the sample, and this was applied to the QIAquick spin column. The spin column was placed in a collection tube and centrifuged at 13000 rpm for 1 minute, binding the DNA to the silica membrane and allowing the impurities to be discarded in the flow-through. To wash the spin column, 750 µL of PE buffer was added and centrifuged for 1 minute at 13000 rpm two times, discarding the flow-through after each spin. Finally, the DNA was eluted in nuclease free water by moving the spin column to a sterile 1.5 mL tube and applying the desired volume of water. For recovery of PCR product, 10 µL was applied to the membrane, while recovery of plasmid from a miniprep used a larger volume of 50 µL. After waiting for 1 minute, the spin column was centrifuged at 13000 rpm for 1 minute, and the eluted sample taken as purified DNA. If the DNA wasn’t for immediate use, it was placed in the freezer for long term -20 °C storage.

### 2.3.5 DNA phosphorylation and ligation

The next step in the cloning process was to functionalise the plasmid DNA produced by PCR. For this, 5 µL of purified PCR product were combined with 10 µL of Quick Ligase reaction buffer, 2 µL of CutSmart buffer, 1 µL of DpnI and 1 µL of T4 PNK
(Table 2.4), and left to incubate for 30 minutes at 37°C. To ensure only the mutated DNA could be recircled, DpnI was used to recognise and degrade the methylated template. T4 PNK was then used phosphorylate the 5’ terminus of DNA fragments, a prerequisite for ligation.

Once the first incubation had finished, the mixture was moved to room temperature conditions and 1 µL of Quick Ligase (Table 2.4) was added. This was incubated for 5 minutes to enable plasmid recircularisation. The mixture then underwent an additional DNA purification (Methods 2.3.4) step to remove the enzymes and buffer salts. DNA quantification (Methods 2.3.6) confirmed the concentration and purity, before taking the DNA forward for bacterial transformation (Methods 2.3.8).

2.3.6 DNA quantification

To confirm the quantity and quality of purified DNA, a quick check on the NanoDrop ND 1000 Spectrophotometer (Thermo Fisher Scientific) was carried out. Using the nucleic acids setting, a blank measurement was taken using 2 µL of nuclease free water. The pedestal was wiped clean using a lens tissue, and 2 µL of the DNA sample was then applied and measured. Absorbance ($A_{260}$) was measured using Equation 2.4.

To calculate DNA concentration, the Beer-Lambert equation was then used (Equation 2.5). The equation terms are defined as concentration ($c$), molar extinction coefficient ($\epsilon$) and pathlength ($l$). The molar extinction coefficient uses the units (ng/µL)$^{-1}$ cm$^{-1}$, and the accepted value for double stranded DNA is 50 (ng/µL)$^{-1}$ cm$^{-1}$. The NanoDrop uses two different pathlengths of 1.0 mm and 0.2 mm.

From purified PCR constructs, a usable quantity was considered to be ≥ 10 ng µL$^{-1}$. Whereas plasmids from a miniprep required a concentration of ≥ 50 ng µL$^{-1}$ before they could be sent for sequencing. The quality of DNA was also assessed from the curve of the absorbance vs wavelength plot. A desirable curve of purified DNA would show only one clear peak at 260 nm, while contaminants such as salt and protein produce additional peaks at 230 nm and 280 nm respectively.

Equation 2.4

\[ A_{260} = - \log \left( \frac{\text{Intensity}_{\text{sample}}}{\text{Intensity}_{\text{blank}}} \right) \]

Equation 2.5

\[ c = \frac{(A \times \epsilon)}{l} \]
2.3.7 Competent cell preparation

For the purposes of bacterial transformation, competent cells were bulk prepared, aliquoted and stored at -80°C. The preparation protocol was spread across two days, and all stages were completed in an ethanol sterilised laminar flow cabinet (excluding the incubation) using autoclaved materials and equipment. On the first day, 2 L of 10% glycerol, 1 L of SOB in a two-litre growth flask, 10 mL of SOB in 50 mL growth flask, centrifuge bottles, 0.5 mL tubes, 400 µL and 200 µL filter tips were autoclaved at 121°C for 15 minutes. A starter culture (Methods 2.4.1) was set up using 10 mL of SOB and 100 µL of competent cells (Table 2.5) fresh from a new aliquot. No antibiotic was added, and the flask was sealed for 16 hours of incubation at 37°C and 200 rpm.

On the second day, 1 L of SOB was prewarmed to 37°C. The media was then inoculated with 1 mL from the starter culture, sealed and left to incubate at 37°C and 200 rpm. Periodic 500 µL samples were taken to check the OD$_{600}$. Meanwhile, centrifuge bottles were pre-chilled in ice and the centrifuge pre-cooled to 4°C. Once OD$_{600}$ hit 0.6, the culture was immediately removed from the incubator and left to chill on ice for 15 minutes. The culture was then divided between centrifuge bottles and spun at 4°C and 5000 rpm for 15 minutes. The supernatant was poured off and 1 L of 10% glycerol replaced the lost volume of media. Cells were resuspended through vortexing and centrifuged again at the same conditions. This supernatant removal, resuspension and centrifugation cycle was repeated once more with the second 1 L of 10% glycerol. After the final centrifugation, the supernatant was removed, and the cells were resuspended in the residual glycerol. Aliquots of 50 µL were produced and flash frozen in liquid nitrogen, to be stored long term at -80°C.

Testing of the competent cells was necessary before experimental use. Cells were plated on LB agar plates (Materials 2.1.3) of all antibiotics and tested by electroporation with a known plasmid to confirm transformation ability. Working competent cells would be indicated by no colonies on the antibiotic plates, and colonies on the selective antibiotic plate of the tested plasmid.

2.3.8 Bacterial transformation and selection of electrocompetent *E. coli* cells

Plasmids were transformed into both *E. coli* BL21 and TOP10 (Table 2.5) cells through a process of electroporation. A 50 µL aliquot of competent cells was mixed
with 1 µL of plasmid DNA at concentration of 50 ng µL⁻¹ (or the equivalent volume for ~50 ng of plasmid DNA) and chilled on ice for 5 minutes in the electroporation cuvette. In the case of double transformation, ~25 ng of each plasmid DNA was added to the cells. The cuvette was then placed in the Flowgen Cellject electroporator and given a short pulse at 2500 V, with 500 µL of SOC media added immediately after. The cells were transferred to sterile 1.5 mL tube and left to incubate for 1 hour at 37°C and 200 rpm.

After incubation, cells transformed with plasmid from PCR products were pelleted to achieve a higher cell density media for plating. This involved centrifugation for 1 minute at 13000 rpm, and 400 µL of the supernatant being removed. The cells were then resuspended in the remaining supernatant, and the entire volume spread onto the appropriate antibiotic plate (Materials 2.1.3). In the case of plasmids transformed from a stock, the lower cell density media was sufficient for plating, so 100 µL was spread directly on the selective antibiotic plate and the rest discarded. Plates were then left to incubate at 37°C overnight, and stored for a maximum of 2 weeks at 4°C.

### 2.3.9 Plasmid DNA extraction from bacterial cells

To extract plasmid DNA from a starter culture (Methods 2.4.1), the QIAprep Spin Miniprep kit was used. The kit is comprised of a series of buffers, which when used in a stepwise manner, facilitates the lysis of bacterial cells and DNA adsorption to the silica membranes of the QIAprep spin columns. A clean-up procedure, mirroring that of the QIAquick PCR purification protocol (Methods 2.3.4), completes the plasmid extraction.

To describe the protocol in brief, 10 mL of starter culture was centrifuged at 4000 rpm for 10 minutes to pellet the cells. The supernatant was removed, and the pellet resuspended in 250 µL of P1 buffer. Next, 250 µL of lysis (P2) buffer was added and incubated for 5 minutes at room temperature. To neutralise the alkaline solution and prepare the DNA for silica membrane adsorption, 350 µL of N3 buffer was added. The tube was inverted several times and then centrifuged hard at 13000 rpm for 10 minutes. The resulting supernatant contains the plasmid DNA and is added QIAprep spin column. The spin column is placed in a collection tube and centrifuged for 1 minute at 13000 rpm. The supernatant is discarded.

The plasmid DNA now undergoes the same clean-up protocol as in Methods 2.3.4 to remove residual salts and endonucleases. The only changes to the protocol are
the use of a set volume (500 µL) of PB buffer, and the continued use the QIAprep
spin columns, not QIAquick. The eluted plasmid DNA was then quantified (Methods
2.3.6).

2.3.10 Sequencing
To sequence plasmids, the Eurofins TubeSeq service was used. Here, 20 µL
samples comprising of 2 µL primer (forward or reverse, depending on the desired
read) and 18 µL plasmid, were aliquoted. Plasmid DNA was diluted for use using
nuclease free water, aiming for a concentration of 50 – 100 ng µL⁻¹. In the case of
BLIP-II\textsuperscript{AzF} variants, a Power Read sequencing upgrade was purchased to account
for the high GC percentage, which would otherwise result in poor sequencing
results.

2.4 Recombinant protein expression and purification methods

2.4.1 Starter cultures
Starter cultures are the crucial first step in numerous downstream protocols, e.g.,
plasmid extraction and protein expression. Prepared in a sterile laminar flow
cabinet, 10 mL of freshly autoclaved 2x YT media (Materials 2.1.3) was aliquoted
into a sterile 25 mL universal tube, and the appropriate selective antibiotic(s) were
added to their respective working concentrations (Table 2.3). A fresh colony was
picked from the LB agar plate and expelled into media to inoculate it. The culture
was then sealed and left to grow overnight at 37°C and 200 rpm.

2.4.2 Expression of AzF protein variants
To incorporate nnAA AzF into proteins, a dual-vector expression system was
required. The first plasmid contained the mutated gene of interest with the TAG
amber stop codon, and the second (pDULE-cyanoRS) carried the engineered tRNA
/ aminoacyl tRNA synthetase pair to facilitate AzF incorporation (Materials 2.1.7). A
cell line was established through dual transformation of both plasmids (Methods
2.3.8) and successful colony growth on a double selection LB agar plate (Table 2.3).
A single colony was then taken forward to set up a starter culture (Methods 2.4.1).
2.4.2.1 BLIP-II

BLIP-II\textsuperscript{AzF} variants were produced using the vectors pET-24a (BLIP-II) and pDULE-cyanoRS (Table 2.6) using \textit{E. coli} BL21 cells. A 10 mL starter culture was used to inoculate 1 L of 2x YT media supplemented with kanamycin and tetracycline (Table 2.3) and incubated at 37°C and 200 rpm. Once an OD\textsubscript{600} of 0.6 was reached, the growth flask was covered in foil and moved to the dark room. AzF was solubilised (Materials 2.1.8) and both IPTG and AzF was added to a final concentration of 1 mM. The culture was then incubated at 22°C for 16 hours. The next day, cells were pelleted at 5000 rpm and 5°C for 20 minutes in the Fiberlite\textsuperscript{TM} F9-6 x 1000 LEX rotor, with care being taken to not expose the cells to any light. The supernatant was removed, and the pellet resuspended in 30 mL of Tris buffer, before lysis by sonication to extract the expressed protein (Methods 2.4.4.2).

2.4.2.2 sfGFP

sfGFP\textsuperscript{AzF} variants were produced using the vectors pBAD and pDULE-cyanoRS (Table 2.6) using \textit{E.coli} TOP10 cells. A 10 mL starter culture was used to inoculate 1 L of autoinduction media supplemented with carbenicillin and tetracycline (Table 2.3) and incubated at 37°C and 200 rpm. After 90 minutes of incubation, the growth flask was covered in foil and moved to the dark room. AzF was solubilised (Materials 2.1.8) and AzF was added to a final concentration of 1 mM. The culture was then incubated at 37°C for 16 hours. The next day, cells were pelleted at 5000 rpm and 5°C for 20 minutes in the Fiberlite\textsuperscript{TM} F9-6 x 1000 LEX rotor, with care being taken to not expose the cells to any light. The supernatant was removed, and the pellet resuspended in 30 mL of Tris buffer, before lysis by French press to extract the expressed protein (Methods 2.4.4.3).

2.4.3 Expression of β-lactamases

The β-lactamases are expressed into the periplasmic space but follow a similar protocol to that of the AzF variants. Differences become apparent in the downstream processes, where lysis and purification methodologies vary.
2.4.3.1 TEM-1

TEM-1 uses the vector pET-24a (TEM-I) to facilitate expression (Table 2.6) in *E.coli* BL21 cells. A 10 mL starter culture was used to inoculate 1 L of 2x YT media supplemented with kanamycin (Table 2.3) and incubated at 37°C and 200 rpm. Once an OD<sub>600</sub> of 0.6 was reached, IPTG was added to a final concentration of 1 mM. The culture was then incubated at 22°C for 16 hours. The next day, cells were pelleted at 5000 rpm and 5°C for 20 minutes in the Fiberlite<sup>™</sup> F9-6 x 1000 LEX rotor, and the supernatant removed. The pellet then underwent periplasmic extraction to carefully extract the protein, without lysing the whole cells (Methods 2.4.4.4).

2.4.3.2 KPC-2

KPC-2 uses the vector pTP123 to facilitate expression (Table 2.6) in *E.coli* BL21 cells. A 10 mL starter culture was used to inoculate 1 L of 2x YT media, and following protocol set by Mehta et al. (2015), the working concentration of chloramphenicol was reduced to 12.5 µg mL<sup>-1</sup>. The culture was incubated at 37°C and 200 rpm, and once an OD<sub>600</sub> of 0.6 was reached, IPTG was added to a final concentration of 1 mM. The culture was then incubated at 22°C for 16 hours. The next day, cells were pelleted at 5000 rpm and 5°C for 20 minutes in the Fiberlite<sup>™</sup> F9-6 x 1000 LEX rotor, and the supernatant removed. The pellet then underwent periplasmic extraction to carefully extract the protein, without lysing the whole cells (Methods 2.4.4.4).

2.4.4 Cell lysis

There were numerous lysis techniques used to extract the proteins from the whole cell, or from specific cellular compartments. The methods chosen were based on the protein itself and culture volume.

2.4.4.1 BugBuster

Before protein was expressed on a large scale, 10 mL starter cultures would often be put through expression testing to identify the optimum conditions. In this
instance, BugBuster was chosen as the whole cell lysis technique, with the protocol as follows.

An aliquot (1 mL) was taken from culture before and after 3 hours of expression. The OD$_{600}$ was read for both samples, and the volume of the post-expression sample was adjusted to ensure the cell density was equivalent to that of the pre-expression sample. The samples were then pelleted by centrifugation at 13000 rpm for 1 minute. Next, 100 µL of BugBuster was added and the cells were resuspended through pipetting. After leaving to incubate for 5 minutes at room temperature, the cells were centrifuged for 3 minutes at 13000 rpm.

The resulting mixture would resemble clear supernatant (the soluble fraction) atop a small white pellet (the insoluble fraction). The supernatant was removed and stored in a new tube, whilst 100 µL of Tris buffer (Table 2.2) was added to the insoluble fraction to resuspend the pellet. Both fractions were then taken forward for SDS-PAGE analysis.

**2.4.4.2 Sonication**

Sonication was the whole cell lysis technique chosen to purify BLIP-II$_{AzF}$ variants. Under dark conditions, the resuspended cell pellet was emptied into a 50 mL beaker placed into an ice box and covered with foil. The probe sonicator was sterilised with 70 % ethanol, and the glass window covered with foil to stop light entering. The ice box was then placed in the sonicator (Sonics VCX 750), and the height adjusted until the probe was fully submerged but not touching the bottom of the beaker. The door was closed and the sonicator switched on for 30 sonication cycles of 10 seconds on at 225 W and 20 seconds off. Once complete, the ice box was recovered with foil and the probe cleaned with 70 % ethanol. The lysed cells were then decanted into a centrifuge tube and spun at 4 °C and 25000 rpm for 1 hour in the Fiberlite™ F21-8 x 50y rotor, with the supernatant generated containing the soluble BLIP-II$_{AzF}$ proteins ready for purification.

**2.4.4.3 French press**

The French press was the whole cell lysis technique chosen to purify sfGFP$_{AzF}$ proteins, as the yield with sonication was shown to be poor. Under dark conditions, the resuspended cell pellet was poured into the chilled French pressure cell and the piston fitted. The cell was mounted into the Aminco press, and pressure applied up
to 1250 psi. The lysed cells were collected in a foil-covered centrifuge tube and spun at 4 °C and 25000 rpm for 1 hour in the Fiberlite™ F21-8 x 50y rotor, with the supernatant generated containing the soluble sfGFP<sup>AzF</sup> proteins ready for purification.

2.4.4.4 Periplasmic extraction

Periplasmic extraction is an outer membrane lysis technique and was used to purify β-lactamase proteins from the periplasmic space. In brief, the cell pellet from inoculated culture was resuspended in 30 mL periplasmic extraction buffer (Table 2.2) and stirred slowly at room temperature for 10 minutes. The cells were then repelleted by centrifugation at 10000 x g at 4 °C for 10 minutes, in the Fiberlite™ F21-8 x 50y rotor. Supernatant was discarded, and the cells resuspended in 30 mL chilled magnesium sulphate solution, being stirred slowly over ice for 10 minutes to release the periplasmic proteins. Next, the centrifugation step was repeated again, with the supernatant generated containing the soluble periplasmic proteins. This was then mixed in equal volumes with Tris buffer to prepare for column binding.

2.4.5 Protein purification

To purify protein from the lysed cell / membrane mixture, different purification columns were used to exploit the protein’s physical and chemical properties. Flowgen HiFlow Nickel-NTA FPLC 5mL columns were used for nickel affinity chromatography, while the Cytiva Resource Q column and HiLoad™ 16/600Superdex™ S75 pg column were used for ion exchange and size exclusion chromatography, respectively. All columns were used with either an ÄKTA Prime Plus or ÄKTA Purifier FPLC system.

2.4.5.1 Nickel affinity chromatography

Nickel affinity chromatography was chosen to purify proteins with engineered 6X His tags at their N-terminus (e.g., BLIP-II) or C-terminus (e.g., sfGFP). The principle behind this technique uses coordination bonds formed between the immobilised nickel ions in the column matrix and the electron donor groups of histidine’s imidazole ring (Bornhorst and Falke 2000), to anchor the proteins. Washing steps
follow to remove the unbound protein, while competitor compound imidazole is finally loaded onto the column to elute the His-tagged protein.

To describe the method in detail, the HiFlow Nickel-NTA column was first equilibrated through a run of 25 mL deionised water and 25 mL Ni affinity wash buffer (Table 2.2). The soluble supernatant obtained from cell lysis was then loaded onto the column at a flow rate of 1 mL min⁻¹. Wash buffer continued to flow while the absorbance was monitored at 280 nm for BLIP-II and 485 nm for sfGFP. When the absorbance returned back to baseline (typically ~40 mL after loading the sample), elution could begin.

Ni affinity elution buffer (Table 2.2) was run from a 0 – 100 % gradient over 30 mL, and the absorbance closely monitored to observe the anticipated peak from His-tagged proteins. Fractionation into 1.8 mL volumes began when the absorbance trace started to rise and ended when the trace hit baseline. For the AzF variants, monitoring was switched off as soon as a slight increase in absorbance was observed to prevent premature photolysis, and fractionation started and continued until the elution buffer hit 100 %. After the protein was eluted, the AKTA continued to pump 100 % elution buffer for 5 minutes clean the column, before switching back to a 25 mL water wash and 25 mL 20 % ethanol wash for storage purposes.

**2.4.5.2 Ion exchange chromatography**

Ion exchange chromatography was chosen to purify the proteins lacking an affinity tag, e.g., TEM-1 and KPC-2. The principle behind this technique is the use of environmental pH to control the ionisation of protein functional groups and thus their overall net charge. This is then exploited to trap a population of charged proteins in a matrix of oppositely charged resin, before eluting with an increasing salt gradient. In the case of the Resource Q anion exchange column, the stationary phase consisted of positively charged ammonium groups, so proteins had to be negatively charged to bind. The first stage of the protocol thus required the isoelectric point to be calculated (Methods 2.2.4), to ensure the Tris buffer was at least 0.5 pH units above pI to deprotonate the protein.

To begin the ion exchange protocol, the column was equilibrated with 30 mL dH₂O and 30 mL Tris buffer. Next, the periplasmic supernatant (mixed 50:50 with Tris buffer) was loaded on at a speed of 1 mL min⁻¹, with absorbance being monitored at 280 nm. At this stage, flow through was collected to ensure any protein failing to bind was caught. After absorbance returned to baseline, ion exchange elution buffer
(Table 2.2) could then be run from a gradient of 0 – 100 % over 30 mL, with fractionation in 1.8 mL volumes starting as soon as increase in absorbance was observed. Once the gradient had completed, the AKTA was washed sequentially in 30 mL dH₂O and 30 mL 20 % ethanol for storage purposes.

2.4.5.3 Size exclusion chromatography

Size exclusion chromatography was chosen as the follow up purification technique to nickel affinity and ion exchange, as not only did it help to remove contaminant proteins, but it simultaneously buffer exchanged out the excess salts. The principle behind this technique uses a protein’s hydrodynamic volume to dictate the speed at which it can elute through a porous beaded matrix. Small proteins can access the total column volume by diffusing into the pores, while larger proteins are excluded and eluted in the column’s void volume. The elution volume is thus specific to each protein and allows the careful separation into distinct fractions.

The HiLoad™ 16/600Superdex™ S75 pg column was the column of choice for all proteins purified, as they had a similar molecular weight range of 27 kDa – 32 kDa. To begin the protocol, the column was first washed with 120 mL dH₂O followed by 120 mL Tris buffer. Meanwhile, the protein sample to load was concentrated in a 10 kDa molecular weight cut off column (Fisher Scientific) at 4000 rpm, until the total protein volume reached 1 mL. Once the column was equilibrated, the protein sample was loaded and run at 1 mL min⁻¹, with absorbance being monitored at 280 nm, or 485 nm for sfGFP. All visible absorbance peaks were fractionated in 1.8 mL volumes and analysed by SDS-PAGE. Crucially, for the AzF variants, the wild type proteins were run first to identify the elution volume. This allowed UV monitoring to be switched off for their purification, and fractionation to occur around the estimated volume. Once all protein had been collected, the column was switched back to dH₂O for a 120 mL wash, followed by 20 % ethanol for a 120 mL wash and storage.

2.4.6 Protein analysis

2.4.6.1 Sodium dodecyl sulphate polyacrylamide gel electrophoresis (SDS-PAGE)

SDS-PAGE analysis was performed after protein expression trials, purification, and modification, to analyse any changes in protein composition. Based on LaemmLi’s approach (LaemmLi 1970), protein samples were treated with SDS to coat
polypeptides with a negative charge, while β-mercaptoethanol and heat were applied to denature the proteins. Samples were then loaded into polyacrylamide gels to undergo electrophoresis. This resulted in protein being separated by molecular mass and produced a band pattern to be analysed.

To begin the SDS-PAGE protocol, 12.5 % resolving gels were produced in 5 mL volumes (Table 2.11) and poured into the 0.75 mm glass plate mould, topped with 500 µL isopropanol to burst any bubbles and flatten the gel. Once set, the isopropanol was drained off and 2.5 mL of stacking gel (Table 2.11) poured on, with a 10 or 15-well comb inserted. Meanwhile, the protein samples were mixed with the 5X SDS-PAGE loading buffer and heated at 98°C for 5 minutes. Once the gel was set, the comb was removed, and the gel sealed in a cassette with a dummy plate. The cassette was then placed in the mini-PROTEAN 3 Cell (Bio-Rad) and submerged in SDS-PAGE running buffer.

BLUeye Pre-Stained Protein Ladder was loaded in the first well of each gel at a volume of 2 µL. Protein samples were then loaded into the others, at a volume of 5 µL for highly concentrated protein mixtures, or 10 µL for lesser concentrated. Gels were run at 200 V for 50 minutes, before being placed into 50 mL Coomassie stain buffer. The gel was heated in the microwave for 30 seconds and then left to incubate on a rocker for 10 minutes. The Coomassie stain was removed, and the gel rinsed in dH₂O. Finally, the gel was placed in 50 mL Coomassie destain buffer, sealed to prevent evaporation and left overnight on the rocker.

To record images, the gel was placed on a white tile and photos were taken with both my phone camera and the GelDoc-It, using the white light setting.

**Table 2.11 – Composition of SDS-PAGE resolving and stacking gels.** For the resolving gel, 1.5 M Tris-HCl pH 8.8 was used; for the stacking, 0.5 M Tris-HCl pH 6.8 was used.

<table>
<thead>
<tr>
<th>Material</th>
<th>Resolving gel (12.5 %)</th>
<th>Stacking gel</th>
</tr>
</thead>
<tbody>
<tr>
<td>dH₂O (v/v)</td>
<td>42.2 %</td>
<td>73.8 %</td>
</tr>
<tr>
<td>Acrylamide: Bis-Acrylamide (v/v)</td>
<td>31.3 %</td>
<td>13.0 %</td>
</tr>
</tbody>
</table>
2.4.6.2 Protein quantification: Bio-Rad DC assay

Once fractions had been collected from size exclusion chromatography and analysed with SDS-PAGE, the purest were pooled (and in some cases, further concentrated) before protein quantification. The Bio-Rad DC assay was used for proteins without a known molar extinction coefficient. This is a colorimetric assay which uses the reaction of amino acids (most notably tyrosine and tryptophan) to alkaline DC Protein Assay Reagent A, to reduce Cu$^{2+}$ ions. Consequently, when mixed with DC Protein Assay Reagent B, Cu$^{+}$ reduces the Folin reagent which generates a spectrally detectable species proportional to the concentration of protein.

To describe the protocol in brief, a bovine serum albumin (BSA) standard curve was first prepared at five concentrations between 0.2 – 1.5 mg mL$^{-1}$. Protein standards or samples (20 μL) were combined with 100 μL of Reagent A in a disposable cuvette. Reagent B (800 μL) was then added to each cuvette and mixed by pipetting. The cuvettes were placed on a rocker and left to incubate for 15 minutes. Finally, absorbance was read at 750 nm on the Cary 60 spectrophotometer (Agilent) with a 1 cm pathlength, and the protein concentration of the standards plotted against absorbance to generate a standard curve. If the unknown protein sample had a concentration above the curve, the necessary dilution was performed, and experiment repeated.

2.4.6.3 Absorption spectroscopy

The Cary 60 spectrophotometer (Agilent) was used to record all absorption readings and UV-visible spectra in 1 cm pathlength cuvettes. Absorption readings were taken for cell density and DC assays in disposable cuvettes (Fisher Scientific). Spectral readings were taken for sfGFP in quartz cuvettes (Hellma), recording from 250 –
700 nm at a rate of 300 nm min⁻¹. Absorption spectroscopy also allowed protein concentration to be calculated for wild type sfGFP and its AzF variants if their molar extinction coefficient was known (Table 2.12). This was calculated using the Beer-Lambert law (Equation 2.5).

Table 2.12 – Molar extinction coefficients. Values used for protein concentration calculation at λ₄₈₅.

<table>
<thead>
<tr>
<th>Protein variant</th>
<th>Molar extinction coefficient (M⁻¹ cm⁻¹)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>sfGFP WT</td>
<td>49,000</td>
<td>(Reddington et al. 2013b)</td>
</tr>
<tr>
<td>sfGFP¹³²AzF</td>
<td>45,000</td>
<td>(Reddington et al. 2012)</td>
</tr>
<tr>
<td>sfGFP²⁰⁴AzF</td>
<td>55,000</td>
<td>(Reddington et al. 2012)</td>
</tr>
</tbody>
</table>

2.4.6.4 Fluorescence spectroscopy

The Varian Cary Eclipse fluorescence spectrophotometer (Agilent) was used to record fluorescence spectra for wild type sfGFP and its AzF variants. Samples were placed in 101.057-QS quartz cuvettes (Hellma), pathlength 5 mm x 5 mm. Using a scan rate of 1200 nm min⁻¹ and slit width of 5 nm, emission spectra were collected at 2 nm data intervals between 400-600 nm. A fixed wavelength was used to excite the sfGFP samples, namely 445, 470 or 590 nm.

2.4.6.5 Detection of AzF incorporation by Click Chemistry

To confirm whether AzF had been successfully incorporated into the protein and that the reactivity was still intact, DBCO-Cy3 was used in a strain-promoted azide-alkyne cycloaddition (SPAAC) reaction. Under dark conditions, 10 µM of purified protein in Tris buffer was mixed with a fivefold molar excess of DBCO-Cy3. The tube was then wrapped with foil and incubated on a rotation mixer for 1 hour at room temperature. Next, the samples were analysed via SDS-PAGE (Methods 2.4.6.1).

Before Coomassie staining could take place, the gel was imaged in the GelDoc-It under UV light. The fluorescent bands observed constituted dye-labelled protein,
while the excess dye can be seen further down the gel. Upon analysis by ImageJ (Abràmoff et al. 2004), the intensity ratio between these two bands allowed the concentration of clicked dye to be determined. The Coomassie stained protein band could then be compared with the fluorescent protein band to determine a Click efficiency.

2.4.7 Construction and analysis of protein functionalised NT-FETs

2.4.7.1 Fabrication of NT-FET devices (QMUL)

NT-FET devices were kindly prepared by collaborators at Queen Mary University London (QMUL; Dr. Mark Freeley and Dr. Chang-Seuk Lee) and the full methodology for device fabrication can be found here (Xu et al. 2018b).

To summarise briefly, device fabrication began with 400 nm of SiO$_2$ being grown onto a p-doped silicon wafer to form the base substrate. A combination of laser and electron beam lithography were used to apply a predesigned electrode pattern (Figure 2.1), followed by electron beam evaporation to apply a 5 nm adhesive layer of chromium and a 40 nm layer of gold. The devices were 10 mm x 10 mm in size and consisted of 2 sets of 8 electrodes, paired with a reference electrode and separated by a 300 nm gap. To connect the device to a voltage supply and electrical monitoring equipment (via the PS-100 probe station, Lakeshore), one contact pad was supplied per electrode pair, with the reference electrode on the reciprocal side.

![Figure 2.1 – NT-FET device (QMUL) electrode pattern.](image)

There are two sets of 8 electrodes (1-8 and 9-16) which are paired with the reference (REF) electrode. Each
electrode has a contact pad for electrical interfacing. Between the pairs, a 300 nm gap (highlighted in green) exists as the site for SWCNT dielectrophoresis.

To complete NT-FET assembly, the 300 nm gap between electrode pairs were bridged with the pre-prepared SWCNT solution (Figure 2.2), via a process of dielectrophoresis. Here, 5 µL of SWCNT solution was cast onto the device and probes were connected to a contact pad and reference electrode. An alternating current voltage was then applied between the electrodes \( (V_{pp} = 2 \text{ V}, \text{ frequency} = 400 \text{ kHz}) \) for 15 seconds. This created a nonuniform magnetic field to induce partial dipoles along the SWCNT fragments, with the established dielectrophoretic force pulling the SWCNTs down to the electrodes to bridge them (Tian et al. 2009). To confirm the successful deposition of SWCNTs, current voltage (I/V) characteristics were recorded via the semiconductor parameter analyser in a -1 – 1 V bias sweep before and after dielectrophoresis (Methods 2.4.7.6). AFM analysis (Methods 2.4.7.5) was then used to visually confirm the presence of SWCNTs and the quality of the junction.

**Figure 2.2 – Schematic diagram of NT-FET device (QMUL) fabrication.** The base substrate is formed by thermal oxidation of the silicon wafer. A combination of laser and electron beam lithography then applied the predesigned electrode pattern, followed by casting of SWCNT solution and dielectrophoresis to bridge the electrodes with SWCNTs.
2.4.7.2 Fabrication of NT-FET devices (MIET)

NT-FET devices were kindly prepared by collaborators at the Moscow Institute of Electronic Technology (MIET; Nikita Nekrasov and Aleksei Emelianov), and the full methodology for device fabrication can be found here (Emelianov et al. 2021).

To describe in brief, a p-doped silicon wafer was thermally oxidised to grow a thin 300 nm layer of SiO$_2$ and form the base substrate. Thermal decomposition of ferrocene in the presence of carbon monoxide then triggered the growth and deposition of SWCNTs by gas-phase formation onto the cold silicon wafer. This process lasted only 15 seconds to ensure low density of SWCNT growth, averaging ~1 nanotube per 10 µm$^2$. Source and drain 100/15 nm Au/Ti electrodes and contact pads were then applied through a photolithographic lift-off process, with an interelectrode distance of 12 µm established (Figure 2.3). Femtosecond laser processing ensured only one SWCNT bridged the gap, while laser scribing isolated the individual devices. Finally, chips were cut to size around the perimeter of three devices and treated with acetone boiling and 250°C vacuum heating to eliminate any organic residuals or photoresist. To characterise the devices, I/V curves were recorded in a -0.5 – 0.5 V bias sweep before and after dielectrophoresis. AFM analysis then confirmed the successful deposition of a SWCNT across the junction (Figure 2.4).

Figure 2.3 – Schematic diagram of NT-FET device (MIET) fabrication. The base substrate is formed by thermal oxidation of the silicon wafer. SWCNTs are then deposited via thermal decomposition of ferrocene, followed by photolithography to apply source and drain electrodes.
2.4.7.3 UV photo-attachment of proteins to SWCNTs (QMUL)

The apparatus for photolysis was set up as shown in Figure 2.5. To ensure uniform distance of the NT-FET from the 302 nm UV lamp (Analytik Jena), the chip was placed on top of a lidded 6-well plate sandwiched between two Eppendorf racks, with the UV lamp balanced across. This left a gap of approximately 5 mm between the UV lamp and the chip. An argon flow was then fixed to the 6-well plate, with flow directed at the chip, to minimise UV-light enhanced oxygen adsorption to the SWCNTs (Muckley et al. 2016).

To begin the functionalisation protocol, 25 µL of 1 µM BLIP-II^AzF variants was drop cast onto the centre of the chip under dark conditions. The UV lamp was then switched on for 5 minutes of irradiation. Once complete, the chip was rinsed thoroughly under a jet of 500 mL dH₂O to remove any unbound protein and then dried under the argon flow.
Figure 2.5 – Apparatus setup for NT-FET functionalisation. (A) The chip is placed on top of a lidded 6-well plate, while sandwiched between two Eppendorf racks. (B) An argon flow is affixed to the side of the 6-well plate and UV lamp switched on to induce photolysis.

2.4.7.4 UV photo-attachment of proteins to SWCNTs (MIET)

To attach protein to the chips sent by MIET, an initial sterilisation took place to remove any impurities that may have accumulated during transportation. The chips were thus soaked in ethanol for 1 hour, followed by a 60 second rinse under deionised water and dried under a nitrogen flow.

Meanwhile, the photolysis apparatus was set up. An airtight lockbox with a nitrogen source and drain was placed inside a purpose-built glovebox. A 305 nm light emitting diode (LED; intensity 18 W m$^{-2}$) was affixed to the roof of the lockbox and a stage was mounted beneath to hold the chip. Once all experimental components were placed inside the box, gloves were attached to the holes of the glovebox and the nitrogen flow was switched on (Figure 2.6). Humidity was reduced to 10 % before the nitrogen flow was slowed and hands could slowly be placed inside the glovebox to close the lid of the lockbox. When humidity reached 1 %, the lockbox was reopened to drop cast 25 µl of 100 nM sfGFP$^{Aef}$ variant onto the centre of the chip. The lockbox was then reclosed, and the LED switched on for 5 minutes of irradiation. Once complete, the LED was switched off and rinsed thoroughly under a jet of 500 mL dH$_2$O to remove any unbound protein and dried under the nitrogen flow.
Figure 2.6 – Glovebox for protein attachment. Transparent yellow sheeting minimises the ambient and UV light from passing through, while nitrogen gas floods the chamber to displace the oxygen.

### 2.4.7.5 Atomic force microscopy

To analyse the fabrication of protein-functionalised NT-FET devices, atomic force microscopy (AFM) was carried out. AFM works to produce a topographical image of a 3D surface using the reflection of a laser from a sharp-tipped cantilever as it raster scans across the sample. The cantilever bends in response to the tip contacting the surface and this is detected by the photodiode (Figure 2.7).
**Figure 2.7 – AFM schematic.** The stage (1) holds the sample / chip (2), while the piezo (3) oscillates the cantilever (4) tip (5). The deflection of the tip as it moves across the surface is monitored by the reflection of the laser beam (6) from the cantilever onto the photodiode detector (7).

The AFM systems used were a Bruker Dimension Icon AFM at QMUL (Figure 2.8) and a NT-MDT Solver Pro AFM at MIET. Samples were measured using tapping mode in air and under ambient conditions. The probe (tip) attached to the cantilever differed between the AFMs, with a ScanAsyst silicon nitride probe used with the Bruker and a pure silicon ScanSens probe used with the NT-MDT. The probes had a spring constant of 0.4 N m\(^{-1}\) and 3.5 N m\(^{-1}\), respectively. Quick 2 Hz scans would initially be performed over a 10 µm\(^2\) scan area to identify an NT-FET junction, before zooming in to ~ 1.5 µm\(^2\) and slowing the scan rate to 1 Hz per line, with a set point of 0.03 V.

AFM measurements were taken after dielectrophoresis, after BLIP-II\(^{AzF}\) / sfGFP\(^{AzF}\) functionalisation, and in the case of the sensing experiments, after β-lactamase binding. The appearance of new globular objects or an increase in height after functionalisation was taken as a successful attachment of protein. A large increase in height was not expected following β-lactamase addition due to the anticipated lateral binding. Analysis took place with NanoScope Analysis software (Bruker Corporation 2015), with images flattened, cropped (if necessary) and sections taken to extrapolate the height profiles of proteins on and along the SWCNT. Using Origin
(OriginLab Corporation 2022), average height profiles were then built and compared to observe the height difference after protein addition.

Figure 2.8 – Bruker Dimension Icon AFM. The AFM (left) is sat within an acoustic hood on an air table, to minimise the effect of environmental vibrations. This connects to the adjacent computer, where the AFM is controlled, and samples are visualised.

2.4.7.6 Electrical measurements

Electrical measurements were performed at QMUL using a PS-100 probe station (Lakeshore) connected to a 4200-SCS semiconductor parameter analyser (Keithley). At MIET, measurements were recorded with a homemade probe station connected to a semiconductor parameter analyser (IPPP 1/5, MNIPPI).

For the I/V characteristics, the NT-FET chips were placed in the probe station chamber (Figure 2.9), with the source probe connected to an individual electrode contact pad and the drain probe to the common reference electrode. The source probe was set to bias sweeping mode (-1 V to 1 V for QMUL, -0.5 to 0.5 V for MIET) at a step of 0.05 V, while the drain probe and silicon gate electrode were grounded. The I/V characteristics were recorded at room temperature before dielectrophoresis,
after dielectrophoresis, after protein functionalisation, and after incremental β-lactamase additions. For the β-lactamase sensing experiment, the electrical setup was kept the same, while 10 µL of DPBS buffer was pipetted onto the NT-FET chip and left for 100 s. I/Vs were recorded in a -1 V to 1 V bias sweep and this baseline reading would be normalised for all the following readings. 10 µl of analyte was added every 100 s, mixed by pipetting and a 10 µl volume removed. After the 100 s, I/Vs were recorded and the next analyte addition could take place. This process took place with eight incremental concentrations of DPBS doped with β-lactamase: 2, 10, 20, 100, 400, 700, 1000 and 2000 nM. The experiment concluded after waiting 100 s from the final analyte addition, and recording the final I/V.

For the real-time sensing experiments, the source and drain probe were connected as above. A fixed voltage of 0.1 V was applied to the source, while the reference and gate electrode were grounded. The analyser was then set to record current as a function of time. To initiate the experiment, 10 µL of DPBS buffer was pipetted onto the NT-FET chip and left for 100 s for the baseline to settle. To ensure the volume of buffer / analyte remained the same throughout the analyte additions, analyte was added in a 10 µL volume every 100 s (or 200 s if the current was unsettled), mixed by pipetting and then a 10 µL volume was removed. This process took place with eight incremental concentrations of DPBS doped with β-lactamase: 2, 10, 20, 100, 400, 700, 1000 and 2000 nM. The experiment concluded after waiting 100 s from the final analyte addition. Results were plotted in Origin (OriginLab Corporation 2022).

For the illumination experiments, a small patch of SiO₂ was scratched off to allow a third probe to connect to the underlying gate electrode. Here, a negative $V_{GS} \leq -10$ V was applied so the device could reach $V_T$ and thus its operational state in the p-type region; opening the FET channel and allowing current to flow from the source to drain electrodes. $V_{DS}$ was set to 1 V. Irradiation of the sfGFP-modified SWCNT transistors took place with 445, 470 and 590 nm light emitting diodes (LEDs) mounted on a fixed holder. LED intensity and time intervals varied with individual experiments. LEDs were switched off to allow device recovery, but in situations of no observable recovery in the dark, a gate voltage sweep from -15 to 15 V was employed to reset the device.
Figure 2.9 – Probe station setup. In real-time sensing experiments, the source probe is connected to the individual electrode, and the drain to the reference. The protein / buffer droplet is pipetted onto the electrode junctions at the centre of the NT-FET chip.

2.4.7.7 Raman spectroscopy

Raman spectra were carried out on micro-Raman spectrometer Centaur HR (Nanoscan Technology). The SWCNTs across the NT-FET were characterised before and after sfGFP functionalisation, using a ×100 objective at 532 nm (Cobolt), a beam spot of ∼1 μm² and laser power of 1 mW.
3. Building a biosensor: Covalent integration of BLIP-IIAzF into a NT-FET device for β-lactamase sensing

Work in this chapter contributed to a published, peer-reviewed paper where I am joint 1st author. With permission from the publisher, figures have been taken and adapted for my thesis.


**Statement of work**

Work in this chapter was performed in collaboration with the Palma lab at QMUL. I collected all the data shown except the AFM and electrical measurements of the NT-FETs, which required the specialist assistance of Dr. Mark Freeley or Dr. Chang-Seuk Lee. All data presented in this chapter has been plotted and analysed by me.

3.1 Introduction

The rise of antibiotic resistance (ABR) is one of the greatest threats to modern day society. Misuse and overuse of mainstream antibiotics has applied a selective pressure to bacteria, encouraging their evolution into novel resistant strains (Bell and MacLean 2018). One source of this is blind antibiotic prescription, where patients are prescribed an antibiotic without diagnosing (i) if the infection is bacterial, or (ii) if the infection is harbouring ABR. In these scenarios, conventional diagnostic testing is seen as a tedious and time-consuming process, taking up to 60 hours for bacterial culturing and phenotypic testing (Mayrhofer et al. 2008; Burnham et al. 2017). If rapid, point-of-care diagnostic tools could be developed to replace these practises, then the accuracy of antibiotic prescriptions would improve significantly; buying crucial time for research and development into alternative antibiotic therapies.

In the context of ABR, carbon nanotube-based field-effect transistors (NT-FETs) offer the perfect platform for the development of rapid diagnostic tools. These electrical sensing devices are solid-state, miniaturised and label-free (Luo and Davis
comprising of a receptor and transducer in an electrical circuit. The receptor is typically a biomolecule (e.g. DNA or protein) which takes on the molecular recognition role. The transducer is a semiconducting material which connects the receptor to the circuit, and converts biomolecular events (e.g. protein binding) into a measurable electrical signal. Single-walled carbon nanotubes (SWCNTs) are well-suited for this role, being compatible in size to biomolecules, having multiple functionalisation routes for biomolecule interfacing, and semiconducting at specific chiralities (Dresselhaus et al. 1995; Jariwala et al. 2013). Their success in a wide range of biosensing FET applications has shown they are prime candidates for use in my FET (Allen et al. 2007; Deng et al. 2022).

For my NT-FET to effectively detect ABR, the receptor element – and its target analyte – is crucial to its function. ABR operates through a variety of mechanisms, and as such, there is no ubiquitous marker to target. The NT-FET will therefore focus on the most common marker: the β-lactamase. This enzyme family has arisen in response to the most prescribed antibiotic class, the β-lactams (Dolk et al. 2018). Subdivided into different classes, class A β-lactamases are the most abundant (Philippon et al. 2016) and thus would have a large influence clinically if targeted by my NT-FET receptor. As such, two of the most prevalent enzymes in this class: TEM-1 and KPC-2, have been produced recombinantly as analytes for my NT-FET (Eiamphungporn et al. 2018). To find a receptor capable of binding to these proteins, competitive bacterial evolution has yielded several natural inhibitor proteins. One of these, β-lactamase inhibitor protein-II (BLIP-II), demonstrates picomolar affinity to a diverse range of class A β-lactamases (Brown and Palzkill 2010) and would be the perfect bait in my NT-FET setup, offering rapid and selective binding.

In order to attach my receptor protein to the transduction material, either BLIP-II or the SWCNTs must undergo a functionalisation process to introduce the novel chemistry required to facilitate an interaction between the two species. My joint 1st author peer-reviewed review with Dr. Chang-Seuk Lee goes into great detail on the methodologies available (Lee et al. 2022), with the non-natural amino acid (nnAA) p-azido-L-phenylalanine (AzF) chosen for my NT-FET approach. The approach works by incorporating AzF into a recombinant protein at designed residue positions through an expanded genetic code and utilising the inherent photochemistry of the phenyl azide group (Introduction 1.4.3.2; Chin et al. 2002; Reddington et al. 2013b). UV irradiation generates a nitrene radical from the phenyl azide to facilitate an electrophilic attack on electron-rich surfaces via a [2+1] cycloaddition; a process
shown to work with an alternative allotrope of carbon, graphene (Freeley et al. 2017; Zaki et al. 2018). The key benefit of this approach is that I can define protein attachment. By systematic design, I tether the protein through a single mutation site that ensures the analyte binding-site is accessible, that an incoming analyte wouldn’t sterically clash with the SWCNTs and that the analyte will be in close enough proximity to influence the conductance of the SWCNT. This design ensures consistent analyte sampling, a marked departure from early biosensing FETs which used random receptor interfacing via lysine/arginine residues (Figure 3.1; Huang et al. 2002). Hoping to build from the latest results in the Jones and Palma collaboration (Xu et al. 2021), AzF will be used in BLIP-II to test covalent functionalisation of the SWCNTs. Extensive covalent functionalisation (e.g., by chemical oxidation) is known to damage inherent electrical conductance, but a valuable study by Setaro et al. (2017), highlighted the potential for azide-mediated [2+1] cycloaddition mechanisms to preserve the sp² electronic network upon SWCNT functionalisation. Through restricted covalent functionalisation events, AzF will facilitate intimate binding between BLIP-II and the SWCNTs without damaging the electrical integrity, and will mediate analyte binding proximal to the SWCNT surface.

Figure 3.1 – Random vs defined protein-SWCNT interfacing approaches.
Random lysine attachment can lead to no signal being produced if the receptor protein (grey) binds unfavourably. Defined receptor attachment through a singular
AzF residue ensures regular analyte binding (multi colour) with consistent signal transduction.

The type of signal transduced upon receptor-analyte interaction is dependent on the analyte itself. Proteins can impart a gating effect across the semiconducting SWCNT channel and change the charge carrier population within it, by their own uniquely charged surface potential. The electrostatic distribution varies by a protein’s tertiary structure and charged amino acid population, conferring distinct electrostatic ‘signatures’ to individual analytes. For protein-protein binding events to be effectively transduced, however, the electrostatic surface potential (ESP) must come within one Debye length (Introduction 1.3.3; Stern et al. 2007). This is a parameter which describes the screening ability of ions in an aqueous solution to counter the surface charge of a biomolecule, and dictates from the buffer in my NT-FET setup that a biomolecule must come within 0.7 nm of the SWCNTs to induce a gating effect (Israelachvili 1991; Xu et al. 2021). Once it comes within this distance, the net electrostatic charge can either increase or decrease current, depending on the n- or p-type nature of the semiconducting channel. My NT-FET device utilises p-type SWCNTs, which use positively charged holes as the majority charge carrier. Here, a positive gate voltage will deplete the charge carrier population and reduce conductance (Figure 3.2), while a negative gate voltage causes an accumulation of charge carriers and will increase conductance (Lee et al. 2009). When testing my NT-FET against specific β-lactamase analytes, I will study the change in conductance to try and establish the gating mechanisms at play.
Figure 3.2 – Schematic diagram of p-type SWCNTs influenced by a gating voltage. Incoming positive electrostatic potential (blue) depletes holes at the SWCNT surface, reducing current flow. Meanwhile, incoming negative electrostatic potential (red) causes an accumulation of holes, increasing current flow.

This chapter aimed to further develop the NT-FETs produced by the Jones and Palma collaboration (Xu et al. 2021) by testing new methodologies. In my approach, I designed new BLIP-II$_{AzF}$ variants to functionalise the NT-FETs via UV-induced covalent attachment. Experiments into the impact of covalent functionalisation revealed the [2+1] cycloaddition of BLIP-II$_{AzF}$ to the SWCNTs defied the dogma and boosted electrical conductance across the NT-FETs, possibly through a gating mechanism. The defined attachment position of BLIP-II, as mediated by AzF, then ensured the receptors were acting in unison to provide a clear and consistent electronic signal upon analyte binding. Tested against prevalent β-lactamases: TEM-1 and KPC-2, the BLIP-II variants showed that signal strength depended on the location of the AzF mutation, and that electrical conductance varied with the type of β-lactamase present. Finally, in silico modelling was performed to identify
potential electrostatic surface potential on incoming β-lactamases that could be inducing a gating voltage.

3.2 Results and Discussion

3.2.1 In silico design of BLIP-IIAzF variants

To construct a highly sensitive NT-FET, the receptor element (BLIP-II) must be interfaced in a precise manner, with the β-lactamase binding site unobstructed and near the SWCNT surface. Ultimately, the location of the protein anchor (AzF) will dictate this, so in silico modelling was performed with BLIP-II to identify potential mutation sites. Surface-exposed residues were prioritised over buried residues to minimise any possible conformational change as a result of the AzF substitution, and to reduce the risk of steric clash between BLIP-II and SWCNT. An array of potential mutation sites was selected, and Figure 3.3 highlights these as yellow spheres. Here, A41, G49 and T213 were chosen to continue on from previous research, with AzF substitutions at A41 and T213 shown to mediate electrostatic gating from TEM-1 with our non-covalently BLIP-IIAzF functionalised NT-FET (Xu et al. 2021). G49 was designed as a control protein, with AzF substituted in at the β-lactamase binding interface. This would prevent BLIP-II from binding a β-lactamase when integrated into the NT-FET. Six further residues (T135, A138, T174, N198, G210 and E217) were then selected after in silico rotation of the BLIP-II—TEM-1 complex. Parallel alignment of BLIP-II—TEM-1 to the SWCNT highlighted the fundamental differences in height between the two proteins (~4 nm vs ~5 nm; Figure 3.3), so AzF mutations were introduced along the flattest part of the BLIP-II—TEM-1 axis to reduce the chance of steric obstruction.
**Figure 3.3 – BLIP-II\textsuperscript{AzF} variants.** BLIP-II (blue) interfaced with TEM-1 (grey). Yellow spheres indicate AzF mutation sites. Sites were chosen to be surface exposed, with the β-lactamase binding site parallel to the SWCNT.

### 3.2.2 Site-directed mutagenesis to introduce the TAG mutation

To provide BLIP-II with the functionality to covalently bind SWCNTs, AzF was incorporated into BLIP-II using an expanded genetic code (Chin et al. 2002; Reddington et al. 2013b). Here, the amber stop codon (TAG) is repurposed to code for AzF, while the complementary translational machinery is transformed into the cell line before recombinant protein expression (Introduction 1.4.3.1; Miyake-Stoner et al. 2010). The BLIP-II gene was optimised for the repurposed amber stop codon with the terminal codon encoded as TAA rather than TAG. Plasmids encoding the TAG codon at A41, G49 and T213 had already been prepared by Dr. Ben Bowen, but new primers were designed to introduce the TAG codon mutations at gene positions equivalent to T135, A138, T174, N198, G210 and E217. A range of annealing temperatures were then tested (62°C, 65°C and 68°C) to maximise the chance of whole plasmid inverse PCR working. Successful plasmid amplification was observed for all variants, as illustrated by the fluorescent bands at ~6 kb on the agarose gel (Figure 3.4). T174 showed the weakest amplification, with only a faint band at 65°C, so several PCR runs were needed to generate sufficient DNA for ligation. N198 was another notable variant, requiring new primers to be designed.
after failing the first round of PCR. These primers were more successful, as evidenced by the strong fluorescent band at ~6kb.

Figure 3.4 – Site-directed mutagenesis of wild type BLIP-II to introduce TAG mutations. Different annealing temperatures were tested for each variant, and bands at 6 kb represent successful amplification of the pET-24a plasmid. Gels were 1% w/v agarose and had 10μl samples loaded.

Following site-directed mutagenesis PCR, the products were purified, phosphorylated, ligated and eventually transformed into E. coli BL21 (DE3) competent cells. Colony PCR was then performed to check the cloning process, using primers which flanked the gene insertion site (Figure 3.5). The presence of a full length gene encoding BLIP-II would produce a band of ~1.1 kb, so colonies 1, 2 and 5 were taken forward from T135, while only colony 4 was taken forward from A138. Band sizes greater than 1.1 kb would suggest an unidentified DNA fragment was present, while some colonies failed to produce any bands at all, suggesting the BLIP-II gene or flanking primer sequences weren’t present. These colonies were abandoned. Successful colonies were cultured overnight and underwent plasmid extraction for sequencing. Four of the six variants had TAG successfully incorporated: T135, A138, N198 and E217.
Colonies were picked to test gene insertion success using T7 primers flanking the gene insertion site. Following amplification, bands appearing ~1.1 kb in size had their colony taken forward for plasmid miniprepping and sequencing.

### 3.2.3 BLIP-II\textsuperscript{AzF}: Expression, functionality testing and purification

Once the BLIP-II TAG plasmids (pET-24a) had been verified through sequencing, \textit{E. coli} BL21 (DE3) cells were co-transformed with pET-24a and pDULE-cyanoRS (Miyake-Stoner et al. 2010). The latter plasmid encoded the AzF translational machinery essential for nnAA incorporation (Introduction 1.4.3.1). Six out of the nine total BLIP-II\textsuperscript{AzF} variants were successfully co-transformed for recombinant protein expression (BLIP-II\textsuperscript{41AzF}, BLIP-II\textsuperscript{135AzF}, BLIP-II\textsuperscript{138AzF}, BLIP-II\textsuperscript{196AzF}, BLIP-II\textsuperscript{213AzF}, BLIP-II\textsuperscript{217AzF}). As identical methodologies were followed for all BLIP-II\textsuperscript{AzF} variants, a general discussion of expression, functionality testing and purification will be considered below, with specific BLIP-II\textsuperscript{AzF} variants identified from the representative figures and graphs.

Transformed colonies of pET-24a and pDULE-cyanoRS were used to inoculate 2 L flasks of liquid broth, with the appropriate selective antibiotics added. When optical density reached 0.6 AU, AzF and IPTG were added, and the culture was left to grow in dark conditions overnight. The following day, a 1 mL sample was fractionated by the detergent BugBuster, and the soluble supernatant tested for BLIP-II\textsuperscript{AzF} functionality using a nitrocefin assay (Figure 3.6). Nitrocefin is a substrate of TEM-1 β-lactamase and is pale yellow in colour, turning red when hydrolysed. If BLIP-II\textsuperscript{AzF} was present in the soluble supernatant, it would inhibit TEM-1 and prevent a colour change from yellow to red. All six BLIP-II\textsuperscript{AzF} variants (BLIP-II\textsuperscript{41AzF}, BLIP-II\textsuperscript{135AzF}, BLIP-

![Figure 3.5 – Colony PCR of transformed BLIP-II TAG (pET-24a) plasmids.](image)

Colonies were picked to test gene insertion success using T7 primers flanking the gene insertion site. Following amplification, bands appearing ~1.1 kb in size had their colony taken forward for plasmid miniprepping and sequencing.
$\text{II}^{138\text{AzF}}, \text{BLIP-II}^{198\text{AzF}}, \text{BLIP-II}^{213\text{AzF}}, \text{BLIP-II}^{217\text{AzF}}$ had their inhibitory functionality confirmed through a nitrocefin assay with TEM-1, with no observable colour change from yellow to red.

Figure 3.6 – Colourimetric nitrocefin assay. TEM-1 β-lactamase (1 µM) was mixed with soluble cell supernatant of BLIP-II$^{138\text{AzF}}$ (or 20 mM Tris for the negative control) and incubated for 30 minutes. Nitrocefin (10 µM) was then added, and the image taken after 30 minutes.

Following the colourimetric verification of BLIP-II$^{138\text{AzF}}$‘s presence and functionality, the whole culture was sonicated, and fractionated into soluble and insoluble fractions by centrifugation. The soluble supernatant was then taken forwards for the first purification step: Ni affinity chromatography. BLIP-II$^{138\text{AzF}}$ has a His tag at its N-terminus which allows it to coordinate to the Ni ions embedded in the chromatography matrix. Figure 3.7 (A) shows the elution profile of BLIP$^{138\text{AzF}}$ during this process, monitoring the absorbance at 280 nm. A large peak between 0 – 30 mL represents the flow through, with the other soluble proteins failing to stick to the column. Once the absorbance dropped back to zero, a gradient of Ni affinity elution buffer (Table 2.2) was applied. At this stage, UV monitoring was switched off to prevent premature AzF photolysis and all fractions were collected between 65 – 85 mL. As a known error of our AKTA purifier, this reports the UV trace to be at its maximum absorption limit (6 AU) rather than its minimum (0 AU), as highlighted in yellow in Figure 3.7 (A). All fractions were then analysed by SDS-PAGE (Figure 3.7 (B)) to identify those containing BLIP-II$^{138\text{AzF}}$. The flow through lane shows a mix of protein bands, while the adjacent elution fractions are dominated by a band ~ 30 kD. BLIP-II$^{138\text{AzF}}$ was matched to this band as its molecular mass was calculated to be ~ 28.5 kD (Walker et al. 2005). This process was repeated for the five remaining
BLIP-II\textsuperscript{AzF} variants, each of them showing near identical elution profiles and protein band sizes from SDS-PAGE.

**Figure 3.7 – Purification of BLIP-II\textsuperscript{135AzF}.** Soluble cell lysate was injected onto a Ni-NTA column and treated sequentially with Ni affinity wash and Ni affinity elution buffer (Table 2.2), with any flow through (FT) collected. Absorbance was monitored at 280 nm (A), and as soon as the absorbance started to increase, the UV was switched off and fractions were collected. 10 µl samples were then loaded on a gel and analysed by SDS-PAGE (B). Once fractions containing BLIP-II\textsuperscript{135AzF} were identified, they were concentrated and run on the SEC column (C). Fractions collected from SEC were analysed by SDS-PAGE and BLIP-II\textsuperscript{135AzF} was seen as clean, purified band at ~30 kDa (D).

To remove protein impurities and buffer exchange the BLIP-II\textsuperscript{AzF} protein into Tris buffer (Table 2.2), the fractions containing BLIP-II\textsuperscript{AzF} were taken forward for a second purification step using the Superdex 75 size exclusion chromatography (SEC) column. Fractions were pooled and concentrated to 1 mL, before loading onto the SEC column. The UV was switched off when an increase in 280 nm was detected (~ 65 mL), and fractions were collected blindly (Figure 3.7 (C)). SDS-PAGE analysis revealed high purity protein bands from the SEC fractions, suitable for downstream photochemical attachment to SWCNTs (Figure 3.7 (D)). Pooling and concentrating the fractions to a volume of ~1 mL achieved a yield of 0.93 mg
mL$^{-1}$ for BLIP-II$^{135}$AzF, with a yield range of 0.66 – 1.76 mg mL$^{-1}$ across the other five BLIP-II$^{AzF}$ variants. Aliquots were then prepared at 10 µM and 1 µM, and flash frozen in liquid nitrogen for long term storage at -80°C.

To test AzF reactivity in the BLIP-II$^{AzF}$ variants, a click chemistry assay was performed with the fluorescent DBCO-Cy3 dye. This was an important test of the purification process to assess whether photolysis had occurred from any ambient light exposure. Incubating BLIP-II$^{AzF}$ in a 1:5 ratio with DBCO-Cy3 allowed the excess strained alkyne group of DBCO to react with any available azide group and form a protein—dye complex. Separation with SDS-PAGE and gel irradiation with UV revealed a fluorescent signal for each protein band (Figure 3.8 (A)). Fluorescence intensity was non-uniform across the BLIP-II$^{AzF}$ variants despite the same concentration of BLIP-II$^{AzF}$ being mixed with DBCO-Cy3. This observation appears counterintuitive as all variants were designed to be surface exposed, and thus more accessible for DBCO-Cy3 conjugation. However, previous research from our lab identified the charged microenvironment local to the AzF residue to be a contributing factor towards labelling efficiency (Reddington et al. 2012). Conformational freedom has further input, with the direction of side chain protrusion dictated by the backbone dihedral angles. This could favour the AzF side chain to face internally (Dunbrack and Cohen 1997). Alternatively, its possible protein samples were exposed to some visible light during the purification process, reducing the yield of unreacted AzF.

The efficiency of BLIP-II$^{AzF}$ conjugation to DBCO-Cy3 can be compared across the variants. BLIP-II$^{213}$AzF had the highest fluorescence intensity of all variants (Figure 3.8 (A)), but its total protein band (Figure 3.8 (B)) was shown to be greater. Originally measured from a different standard curve, BLIP-II$^{213}$AzF was rechecked and clarified to be at 18 µM. This was corrected going forward, and the relative fluorescent intensities were plotted per µM in (Figure 3.8 (C)). Here, BLIP-II$^{41}$AzF was shown to have the highest fluorescent intensity at 1 AU µM$^{-1}$, whilst BLIP-II$^{198}$AzF and BLIP-II$^{135}$AzF had the lowest, 0.22 AU µM$^{-1}$ and 0.25 AU µM$^{-1}$, respectively. It is important to note that the difference in click efficiency is not indicative of photochemical efficiency as they are two different reactions.
Figure 3.8 – Testing AzF reactivity in BLIP-II\textsuperscript{AzF} variants with DBCO-Cy3 assay. (A) UV irradiated polyacrylamide gel. 10 µM samples of BLIP-II\textsuperscript{41AzF}, BLIP-II\textsuperscript{135AzF}, BLIP-II\textsuperscript{138AzF}, BLIP-II\textsuperscript{198AzF}, BLIP-II\textsuperscript{213AzF} and BLIP-II\textsuperscript{217AzF} were incubated in 50 µM DBCO-Cy3 for 1 hour, and 20µl samples were then analysed with SDS-PAGE. The gel was irradiated with UV and the image captured after a 13 second exposure. (B) Coomassie stain of the polyacrylamide gel, displaying the total protein loaded. (C) Relative fluorescent band intensity. ImageJ analysis generates a histogram from the distribution of grey pixels in each gel lane, the area of each peak was normalised to the highest intensity variant per µM (BLIP-II\textsuperscript{41AzF}) and plotted in a bar graph.

3.2.4 β-lactamase: Expression, functionality testing and purification

To produce analytes for ABR sensing experiments, two β-lactamases were chosen for expression: TEM-1 and KPC-2. Both of these enzymes use an N-terminal Sec signal sequences for translocation and folding in the periplasmic space (Kaderabkova et al. 2022). Isolation of these enzymes from the periplasm therefore required an adapted purification protocol. As near-identical methodologies were followed for TEM-1 and KPC-2, a general discussion of β-lactamase expression, functionality testing, and purification will be considered below. Specific differences will be highlighted, and the β-lactamase variants identified from the representative figures and graphs.

A small-scale expression trial for β-lactamase was performed prior to a scaled expression. Here, pre-expression samples were fractionated into whole cell soluble and whole cell insoluble fractions, and post-expression samples underwent periplasmic extraction, followed by separation of the cytoplasm into soluble and insoluble fractions (Figure 3.9 (A)). The most significant change from the pre- to
post-expression samples was the presence of an intense band at ~28 kD in the periplasmic fraction, highlighted by the arrow. This fitted with the predicted molecular mass of KPC-2 (27.5 kDa), and a similar band was observed for TEM-1 (28.5 kDa; Walker et al. 2005). β-lactamase functionality was then tested using a nitrocefin assay without BLIP-II (Figure 3.9 (B)). Here, KPC-2’s β-lactamase activity was confirmed through immediate nitrocefin hydrolysis to its red product. TEM-1 showed identical functionality.

**Figure 3.9 – KPC-2 β-lactamase expression test.** A small-scale culture of *E. coli* BL21 cells expressing KPC-2 was grown to 0.6 OD, before IPTG induced expression for 3 hours at 22°C. 1 mL samples were taken pre and post induction, with the OD adjusted to match. Pre-induction samples were lysed using BugBuster and fractionated into whole cell (WC) soluble and insoluble fractions. Periplasmic proteins were then extracted from the post-induction sample, while BugBuster separated the remaining cell pellet into cytosolic (Cyt) soluble and insoluble fractions. SDS-PAGE analysis (A) showed a clear expression band (see arrow) at ~28 kDa in the periplasmic fraction. The nitrocefin assay (B) then proved KPC-2 β-lactamase activity, by instantly hydrolysing nitrocefin to its red coloured product.

With the periplasmic extraction protocol optimised, 2 L cultures were inoculated with *E.coli* BL21 cells transformed with the relevant β-lactamase plasmid. Expression was induced at 0.6 OD with IPTG, and the temperature lowered to a more favourable protein folding temperature (22 °C). The periplasm was extracted the following day and taken forward for a two-stage purification process. Both TEM-1 and KPC-2 lacked an affinity tag, so ion exchange was first used as a method for removing contaminating proteins. The isoelectric point for each protein was calculated as 5.46 and 6.98, respectively, so anion exchange was deemed a
suitable methodology. Here, our Resource Q column had a positively charged matrix, so my periplasmic fraction was dissolved in Tris buffer (pH 8) to give the β-lactamase a net negative charge. The purification had varying success, with TEM-1 binding well to the column, but KPC-2 failing to immobilise. This is evident in Figure 3.10 (A) and (B), where three successive flow through fractions were collected, and SDS-PAGE revealed them to contain the ~28 kD KPC-2 band. As KPC-2’s isoelectric point was only one pH point away from the Tris buffer, it’s likely it was weakly ionised, and the net charge was insufficient to bind the column. However, as a means of separating out contaminating proteins, this method still worked well. Rather than taking the ion exchange elution fractions, the flow through containing KPC-2 was instead collected and concentrated for SEC. In contrast, TEM-1 fractions were collected normally after elution in a gradient of ion exchange elution buffer (Materials 2.1.2).

The second purification technique used for the β-lactamases was SEC via the Superdex 75 column. This aimed to remove any further contaminating proteins by separating the proteins by molecular mass, and simultaneously remove the high levels of salt that accompanied the ion exchange elution. The elution profile of KPC-2 showed minor peaks either side of 50 mL, and a major peak recorded at ~65 mL (Figure 3.10 (C)). Proteins elute in order of molecular mass, and this can be seen in Figure 3.10 (D). The first few fractions contain a mix of three protein bands, which resolve to become the sole KPC-2 band at ~28 kD. These final fractions were the purest, and were hence pooled, concentrated and quantified via the Bio-Rad DC assay. TEM-1 followed the same SEC procedure and was eluted at the same volume as KPC-2 (~65 mL) due to its similar molecular mass. Identical pooling, concentration and quantification procedures then followed. Once a concentration for the β-lactamases had been established, 2 µl aliquots of 100 µM protein were prepared and snap frozen in liquid nitrogen. These highly concentrated aliquots were necessary for β-lactamase sensing experiments, because the β-lactamase would be diluted into Dulbecco’s phosphate buffered solution (DPBS) buffer for the sensing experiments.
Figure 3.10 – Purification of KPC-2 β-lactamase. The periplasmic fraction was mixed in equal volumes with Tris 50 mM buffer before loading onto Resource Q column. Absorbance was monitored at 280 nm, and flow through (FT) was collected for any unbound protein. KPC-2 was eluted here, due to its isoelectric point being too close to Tris buffer pH. A gradient of ion exchange elution buffer was then applied to elute the bound protein and fractions were collected for SDS-PAGE analysis (B). With the fractions containing target protein identified, these were concentrated and run on the SEC column (C). SDS-PAGE revealed KPC-2 as a clean, purified band at ~28 kDa (D).

3.2.5 NT-FET device fabrication

With both the receptor protein (BLIP-II) and analytes (TEM-1 and KPC-2) prepared, only the NT-FET devices were left to fabricate. Collaborators at QMUL (Dr. Mark Freeley and Dr. Chang-Seuk Lee) followed the protocol described in Methods 2.4.7.1 to construct the devices. To describe in brief, 10 x 10 mm silicon chips had a predesigned electrode pattern applied through a combination of laser and electron beam lithography (Figure 3.11 (A)). SWCNTs were then deposited across transistor channels by a process of dielectrophoresis. This process is verified by measuring the I/V characteristics across the source and drain electrode in a -1 to 1 V bias sweep (Figure 3.11 (C)). A signal is confirmed by the current increasing with increasing voltage; while an unbridged junction would show no change. AFM was then used to check the quality of the electrode junction. Figure 3.11 (B) illustrates
the optimal SWCNT bridge, with only a couple of SWCNT bundles crossing the channel. Despite keeping dielectrophoresis conditions the same, the NT-FET channel will have an inherent variability in SWCNT distribution and bundle height. AFM is crucial to maintaining NT-FET channel ‘uniformity’, by choosing channels of a similar morphology and topography. These channels are then taken forward for sensing experiments.

Figure 3.11 – NT-FET transistor channel and I/V characteristics. (A) Schematic diagram illustrating the source (S₁ and S₂) electrode connected to the drain (D) electrode, after SWCNTs have been deposited by dielectrophoresis. (B) AFM image of the SWCNT bundle bridging the source and drain electrode, in peak force error mode. (C) Representative I/V characteristics across the source and drain electrode after SWCNT dielectrophoresis in a -1 – 1 V bias sweep.

3.2.6 UV photo-attachment of BLIP-IIAzF to NT-FET devices and β-lactamase sensing

With the NT-FET devices prepared, the nanocarbon could be functionalised with the BLIP-IIAzF variants. Due to limited time and resources, only three BLIP-IIAzF variants
were attached to the silicon chips. BLIP-II\(^{41AzF}\) and BLIP-II\(^{213AzF}\) were selected, as these results would build upon the previously published research: Thomas et al. (2020) who covalently bound BLIP-II\(^{41AzF}\) to SWCNTs dispersed across a glass coverslip, and Xu et al. (2021), who used click chemistry to attach BLIP-II\(^{41AzF}\) and BLIP-II\(^{213AzF}\) non-covalently to NT-FET devices, via a pyrene linker. This would allow me to compare how different attachment processes could affect NT-FET conductance characteristics. BLIP-II\(^{49AzF}\) (prepared by Dr. Ben Bowen) was then chosen as the third variant, acting as a control protein. Cross-linking 49 AzF to the NT-FET would sterically block β-lactamase interaction and prevent a change in conductance, providing a suitable comparison to changes observed through BLIP-II\(^{41AzF}\) and BLIP-II\(^{213AzF}\) NT-FET devices. The other prepared BLIP-II\(^{AzF}\) variants remain frozen at QMUL to be subject to future experiments.

UV photo-attachment of the BLIP-II\(^{AzF}\) proteins took place as described in Methods 2.4.7.3, with one BLIP-II\(^{AzF}\) variant assigned to each silicon chip. A silicon chip would comprise of up to sixteen NT-FET channels, depending on how many were deposited during dielectrophoresis. The effect of protein functionalisation on the NT-FET channels were characterised through their topography and electrical properties and is covered in sections 3.2.6.1 and 3.2.6.2.

### 3.2.6.1 AFM analysis

AFM is a powerful tool for analysing topographical changes. This analysis will cover two experiments used to investigate BLIP-II\(^{AzF}\) covalently binding SWCNTs. Our inaugural study in 2020 showcased the covalent integration of BLIP-II\(^{41AzF}\) to individual SWCNTs by site-specific photochemical attachment (Thomas et al. 2020). SWCNTs were suspended through sonication and drop cast on a glass coverslip, and BLIP-II\(^{41AzF}\) was attached via UV irradiation. As the SWCNTs were approximately 1 nm in height, individual photochemical attachment events could be observed through AFM analysis (Figure 3.12 (A)). TEM-1 was then drop-cast to allow the protein complex to form in situ (Figure 3.12 (B)). Absolute protein height was calculated for both events by subtracting the height of the underlying SWCNT. BLIP-II\(^{41AzF}\) height ranged between 1.5 – 2.5 nm, while the BLIP-II\(^{41AzF}\)—TEM-1 complex height was estimated as 3.5 – 5 nm (Figure 3.12). These results are only slightly lower than the theoretical protein dimensions, with BLIP-II\(^{41AzF}\) measured in silico as ~2.5 nm by ~4 nm, and TEM-1 measured as ~3 nm by ~5 nm. Some loss of height is expected when a soft substrate is sampled by AFM in tapping mode.
This is due to several factors. Firstly, the force imparted from the oscillating probe can compress the proteins, effectively squashing them and reducing their apparent height (Yang et al. 2007). The finite dimensions of the tip radius can hamper the perception of features smaller than the tip, with the height measured being a convolution of the feature itself plus the surrounding surface; generally resulting in height loss (Santos et al. 2011; Lai et al. 2015). Finally, long-range attractive forces, a type of van der Waals interaction, can arise between the tip and surface features, inducing apparent height loss (García and Pérez 2002; Lai et al. 2015). While the height gain observed is strong evidence for protein attachment and protein complexing, it is difficult to infer the exact binding position of TEM-1 relative to BLIP-II, e.g., if TEM-1 is binding adjacently to BLIP-II, or on top of it. This is due to the glass coverslip being removed mid-experiment for TEM-1 drop casting. Thousands of SWCNTs are immobilised to the coverslip in a random distribution, so the locating the same SWCNT after protein complexing is a near-impossible task.

Figure 3.12 – Absolute protein height profiles from individual SWCNTs.
Adapted from (Thomas et al. 2020), cross-sectional height data was taken from individual SWCNTs drop cast on glass coverslips, and functionalised with BLIP-II^{41AzF}. Absolute height profiles for BLIP-II^{41AzF} and the BLIP-II^{41AzF}—TEM-1 complex are shown in (A) and (B) respectively, after the height of the bare SWCNT regions were subtracted.

The second experiment investigated covalent attachment of BLIP-II^{41AzF} and BLIP-II^{213AzF} in a more structured setup, as I attached the proteins across the SWCNT channel of my fabricated NT-FETs. Changes to the topography could be easily observed, as the bulk of the analysis was centred around SWCNT channel. Several
rounds of AFM analysis were performed: (i) after NT-FET device fabrication, (ii) after covalent functionalisation with BLIP-II\textsuperscript{AzF} and (iii) after the β-lactamase sensing experiments.

The first application of AFM was after NT-FET device fabrication, when the electrodes were bridged with SWCNTs following dielectrophoresis. Here, AFM was performed to locate channels with an optimal morphology and topology. Figure 3.13 illustrates such channel, with small CNT bundles (~15 nm in height) connecting the source and drain electrode. This topography is ideal for biosensing applications, as the bundles have a good surface area to volume ratio for BLIP-II\textsuperscript{AzF} functionalisation, and thus β-lactamase binding. A high surface area maximises the field-effect of incoming analytes on the NT-FET channel. However, the ratio to SWCNT channel volume has a fine balance; bundles too small and there will be significant noise across electrical measurements, bundles too large and incoming analytes will have less of an effect on SWCNT conductance. Another feature common to the NT-FETs are the peripheral SWCNTs branching off the source electrode (Figure 3.13). As they fail to contact the drain electrode, these won’t directly affect the current passing through the NT-FET channel. However, they are still free to bind BLIP-II\textsuperscript{AzF} and this becomes a powerful analysis tool for single molecule imaging by AFM. Proteins can only be seen individually if SWCNTs are 1-2 nm in height (e.g., smaller than the proteins themselves), so peripheral SWCNTs provide opportunity to analyse this.

![Figure 3.13 – NT-FET channel after dielectrophoresis.](image)

SWCNTs are deposited as a bundle between the source and drain electrodes, while some peripheral SWCNTs have sprouted from the source without making contact.
The second and third applications of AFM took place after BLIP-II^{41AzF} variants were covalently attached to the NT-FET, and after the β-lactamase sensing experiments. The images taken at this stage allowed me to study the transistor channel’s topography, by monitoring the change in height (Figure 3.14 and Table 3.1). The first observation was the variation in the baseline channel height, with both BLIP-II^{41AzF} functionalised NT-FETs averaging ~30 nm, whilst BLIP-II^{213AzF} was functionalised on smaller bundles of SWCNTs, averaging ~10 nm. This variation is intrinsic to the dielectrophoresis process, and of all eight NT-FET channels studied, this baseline height was kept between 10-40 nm. At the higher end of this scale, monitoring protein attachment does become more difficult, as a wider spread of SWCNTs ultimately leads to a more uneven surface with potential to mask protein attachment. This trend is observed in Figure 3.14 (A) and (C) which show a modest increase in height upon BLIP-II^{41AzF} attachment and is averaged across all NT-FET devices to 1.5 nm. By contrast, Figure 3.14 (B) and (D) show a more obvious increase in height from BLIP-II^{213AzF} attachment, but the smaller scale of the graph is deceptive, with the average height increase still only recorded as 1.9 nm across all NT-FET devices. After exposure to the β-lactamases, all NT-FETs demonstrated a minor increase in channel height; with BLIP-II^{41AzF} functionalised channels increasing from 1.5 nm to 2.1 nm and 1.8 nm for TEM-1 and KPC-2 respectively, and BLIP-II^{213AzF} functionalised channels increasing from 1.9 nm to 2.3 nm for both TEM-1 and KPC-2. This relatively small increase (0.3 – 0.6 nm) is sufficient to prove protein complexing, but it is in contrast to the height gain observed by addition of TEM-1 to BLIP-II^{41AzF} in the first study (~ 2 nm; Figure 3.12). KPC-2 has roughly the same dimensions as TEM-1 (~3 nm by ~5 nm) and I would anticipate a similar height gain when interfaced with either BLIP-II^{41AzF} or BLIP-II^{213AzF}. However, a key distinction to make between these two experiments is the underlying SWCNT(s). In Figure 3.12, the SWCNT was approximately ~1 nm in height, while the baseline SWCNT channel heights observed across Figure 3.14 were 10-40 nm. There is considerably more error in extrapolating absolute protein height from the latter method, as SWCNT bundles have a variable topography and can easily mask protein attachment. Experimental variability can also occur from the different AFM microscopes used to collect this data. The Veeco Multimode Nanoscope III was used to collect the data in Figure 3.12 at Cardiff University’s School of Physics, while the Bruker Dimension Icon AFM was used to collect the data in Figure 3.14 at QMUL.
**Figure 3.14 – AFM analysis of the NT-FET transistor channel.** AFM images on the left show the functionalised transistor channel, with the overlaid horizontal white lines indicating six cross sections taken for height analysis. An average cross section was calculated for the channel before and after BLIP-II1AzF functionalisation, and again following β-lactamase sensing, and are plotted in the graphs on the right. Height profiles are seen for SWCNTs (black dashed), BLIP-II1AzF variant (red), TEM-1 (blue) and KPC-2 (green).

**Table 3.1 – Average protein height extrapolated from AFM images.** Six transverse cross sections were taken from eight NT-FET channels, comprising of two replicates for each BLIP-II1AzF variant with either TEM-1 or KPC-2. BLIP-II1AzF and BLIP-II1AzF—β-lactamase heights were calculated by subtracting the height of the underlying SWCNT bundle, and the height averaged across replicates. Standard deviation denoted by (±), n = 4 for BLIP-II1AzF, n = 2 for BLIP-II1AzF—β-lactamase.

<table>
<thead>
<tr>
<th></th>
<th>BLIP-II11AzF</th>
<th>BLIP-II13AzF</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLIP-II1AzF</td>
<td>1.5 ± 0.2 nm</td>
<td>1.9 ± 0.2 nm</td>
</tr>
<tr>
<td>BLIP-II1AzF + TEM-1</td>
<td>2.1 ± 0.0 nm</td>
<td>2.3 ± 0.4 nm</td>
</tr>
<tr>
<td>BLIP-II1AzF + KPC-2</td>
<td>1.8 ± 0.2 nm</td>
<td>2.3 ± 0.1 nm</td>
</tr>
</tbody>
</table>

Aside from studying the height of the NT-FET channel, AFM provides a valuable insight to peripheral SWCNTs that branch off larger bundles. These small-scale nanotubes offer potential to visualise single molecule attachment, with the ~2-5 nm sized proteins notable against single SWCNTs (~1 nm). Figure 3.15 (A) shows the clearest example of this, with three light-coloured spots (see white arrows) appearing at the end of a SWCNT after BLIP-II11AzF attachment. The light colour indicates a localised increase in height, while the round shape is consistent of a protein. Considering the NT-FET was taken through a thorough washing step following protein attachment, I presume these species to be BLIP-II11AzF proteins rather than adsorbed contaminants. The same SWCNT was then located after the sensing experiment with KPC-2, where the light-coloured spots appear to have multiplied with new spots appearing adjacent to the original. This could suggest KPC-2 has bound adjacently to BLIP-II11AzF, rather than in a top-down formation.
The extracted height profiles (Figure 3.15 (B)) support this hypothesis, with the defined protein peaks from BLIP-II$_{41}^{41AzF}$ functionalisation broadening and gaining further height after complexing with KPC-2. This is an important insight into protein binding morphology.

Figure 3.15 – Visualising single molecule attachment. (A) AFM analysis of single / double SWCNT bundles branching off the main transistor channel reveals individual BLIP-II$_{41}^{41AzF}$ proteins attaching along the length of it. Following the sensing experiment, KPC-2 proteins appear to bind adjacently. (B) Extracted height profile before and after BLIP-II$_{41}^{41AzF}$ functionalisation, and after KPC-2 sensing. Arrows identify speculative protein peaks.

3.2.6.2 Electrical measurements

Following the successful fabrication of BLIP-II$_{AzF}$ functionalised NT-FET devices, β-lactamase sensing experiments could take place to investigate whether the analytes could be detected through a change in conductance, and if sensing varied in respect to the azide mutation site. There are several methods available to test this,
including by collecting I/V characteristics or by monitoring the real-time current passing between the source and drain electrode.

To build on work by (Xu et al. 2021), real-time measurements were initially pursued as the method of choice. Here, the NT-FET device was connected to the probe station with a 0.1 V fixed voltage applied to the source electrode, and the drain electrode grounded. Higher voltages were avoided due to the potential damage to SWCNT bundles. As the experiment focused on measuring the electrostatic gating effect of incoming β-lactamases, the gate electrode was also grounded. The β-lactamase sensing experiment could then be carried out, as detailed in Methods 2.4.7.6. This began with casting 10 µl of DPBS buffer onto the device, and then adding eight incremental concentrations (2, 10, 20, 100, 400, 700, 1000 and 2000 nM) of β-lactamase every 100 seconds, or 200 seconds if the current was unsettled. To ensure buffer volume remained the same throughout the experiment, β-lactamase additions were accompanied by 10 µl buffer removal, after mixing the two liquids together.

Example output from the preliminary real-time studies showcases a BLIP-II^213AzF functionalised NT-FET device exposed to increasing concentrations of KPC-2 (Figure 3.16). One of the most notable features here is the consistent drop in current throughout the experiment, and this was observed across all real-time experiments with BLIP-II^AzF functionalised NT-FETs. For real-time data to be interpreted accurately, the baseline current (NT-FET with only DPBS buffer cast) should be allowed to stabilise to a plateau before exposure to analytes. However, the preliminary real-time experiment, as depicted in Figure 3.16, was poorly designed and did not account for this, allowing only 100 seconds for baseline stabilisation. It is evident that current continues to drop at 100 seconds, but lack of experience led myself and my collaborator to begin incremental analyte casting from 100 seconds onwards. This meant the continued downwards trajectory of the current could not be confidently linked to increasing analyte concentrations, so all the real-time data collected became unusable. Hindsight would have us increase the baseline stabilisation time, but a lack of time and resources led us to pursue an alternative method for assessing β-lactamase exposure to BLIP-II^AzF functionalised NT-FET devices.
Figure 3.16 – Example output from preliminary real-time studies. BLIP-II\textsuperscript{213AzF} functionalised NT-FET, doped with increasing concentrations of KPC-2 every 100 s or 200 s (red arrows).

Collecting I/V characteristics for individual NT-FET junctions was originally intended as a methodology for testing NT-FET device viability, but the data has additional value, providing insight into how conductance changes between two electrodes. To make this relevant to my experiment, voltage is supplied through the source electrode and grounded through the drain, so current can be measured as it passes through the SWCNT transistor channel. By recording I/V characteristics at different experimental phases, I can observe the effect of BLIP-II\textsuperscript{AzF} on conductance as it covalently binds the SWCNT bundle, as well as any possible gating effects from increasing the β-lactamase concentration. The benefit of this data collection method is that up to 16 electrode junctions can be tested at each experimental phase. Real-time sensing, however, is limited to one junction at a time, as data must be recorded continuously throughout the β-lactamases sensing experiment. While it’s still feasible for data to be collected across 16 different junctions, the dielectrophoresis > protein attachment > β-lactamase sensing protocol must be carried out individually for each junction, drastically reducing time and resource efficiency.

To begin the analysis, I/V data was collected before and after BLIP-II\textsuperscript{AzF} functionalisation to investigate whether the covalent cross-linking to SWCNTs would have a noticeable effect on conductance. The I/Vs collected before BLIP-II\textsuperscript{AzF} attachment are taken from post-SWCNT dielectrophoresis. These had to be
normalised to 1 to allow for data comparison, as the current would vary between 0.1 ~ 10 µA between individual electrode junctions. This variation is normal, and correlates to SWCNT bundle height, with a larger bundle having greater capacitance. The I/Vs collected after BLIP-II41AzF attachment were then normalised to the SWCNT bundle they were attached to, allowing the data to be compared across all electrode junctions. Figure 3.17 illustrates the change in I/V characteristics after functionalisation of the NT-FET with BLIP-II41AzF (A) and BLIP-II213AzF (B). The I/Vs pre-functionalisation display ohmic behaviour; with a linear relationship between current and voltage. This is to be expected with pristine SWCNTs, as their semiconducting nature allows them to carry the charge between electrodes with no change in resistance. By covalently attaching BLIP-II41AzF, I anticipate an increase in resistance across the NT-FET channel, due to the disruption of the π electron network (Jeon et al. 2011). However, the results are surprising, with Figure 3.17 suggesting resistance has dropped after both BLIP-II41AzF variants have been attached. When 1 V is supplied to the source electrode, current is seen to increase on average by 54 % for BLIP-II41AzF, and 79 % for BLIP-II213AzF. It is important to note that a fewer number of data points were collected for BLIP-II213AzF and could be resulting in the greater standard error. Nevertheless, this trend is significant and corroborates experiments carried out by Setaro et al. (2017), who managed to maintain the π electron network upon covalent functionalisation with aromatic nitrenes. Here, the formation of an aziridine ring was proven to minimally distort the carbon π orbitals, highlighting the importance of the reactive group (in this case, the azide) to form a favourable cycloaddition product.
Figure 3.17 – Effect of BLIP-II\textsuperscript{AzF} covalently functionalising NT-FET device. I/Vs recorded between the source and drain electrode before BLIP-II\textsuperscript{AzF} attachment (black) were normalised to 1 and averaged. I/Vs recorded after BLIP-II\textsuperscript{AzF} attachment (red) were adjusted for normalisation and averaged. For BLIP-II\textsuperscript{41AzF} (A; \(n=15\)) and BLIP-II\textsuperscript{213AzF} (B; \(n=8\)). Standard error of the mean is plotted either side of the average measurements.

While the Setaro et al. (2017) hypothesis explains how conductivity can be maintained, the increase in current is novel and is most likely attributed to BLIP-II\textsuperscript{AzF} itself. Being covalently bound to the SWCNT, a portion of BLIP-II\textsuperscript{AzF} will automatically be within the Debye length. This provides scope for this area to induce gating across the NT-FET channel, if significant electrostatic surface potential (ESP) is present. Figure 3.18 illustrates the ESP surrounding the AzF mutation sites in BLIP-II\textsuperscript{41AzF} (A) and BLIP-II\textsuperscript{213AzF} (B). In BLIP-II\textsuperscript{41AzF}, AzF is located on the edge of BLIP-II’s cylindrical profile, with a heavily acidic face to the left of it, and a partially basic face on the right. As the exact binding conformation at the SWCNT interface is unknown, there is scope for either of these areas to come within the Debye length. For BLIP-II\textsuperscript{213AzF}, there is less variability as AzF is positioned perpendicularly to a flat surface. Here, the surrounding ESP is weakly acidic. As both proteins elicit an increase in current, it suggests BLIP-II\textsuperscript{41AzF} is presenting a similarly acidic face to the SWCNT, where the net negative charge would have the effect of stabilising a higher concentration of holes within the NT-FET channel (Zheng et al. 2016b; Xu et al. 2021). The increase in holes equates to an increase in charge carriers in the p-type SWCNTs, explaining the observed increase in current after BLIP-II\textsuperscript{AzF} attachment.
Figure 3.18 – Electrostatic surface potential of BLIP-II$^{41}$AzF and BLIP-II$^{213}$AzF.

Sites of azide incorporation are highlighted as green spheres in BLIP-II$^{41}$AzF (A) and BLIP-II$^{213}$AzF (B), while the surrounding protein surface is coloured by electrostatic surface potential.

With the I/Vs recorded following BLIP-II$^{AzF}$ functionalisation of the SWCNTs, the β-lactamase sensing assay could take place. Here, the experiment was adapted from the real-time studies take discrete I/V measurements every 100 seconds, rather than a continuous collection of real-time current data. To initiate the experiment, 10 µl of DPBS buffer was added to the NT-FET device and I/Vs were recorded after 100 seconds as the baseline measurement. Incremental β-lactamase concentrations (2, 10, 20, 100, 400, 700, 1000 and 2000 nM) were then applied every 100 seconds with I/Vs recorded between each addition. Current was extracted from the I/Vs at 0.1 V (the same voltage applied in the real-time studies) and plotted against β-lactamase concentration in Figure 3.19 and Figure 3.20. The concentrations are different to those described above because they’ve been adjusted for dilution with the liquid present on the device; an ever-changing composition of DPBS buffer and increasing β-lactamase concentration.

Figure 3.19 plots the results of two control experiments; a non-functionalised NT-FET device with pristine SWCNTs (A), and control protein BLIP-II$^{49}$AzF (B). The pristine SWCNT control allows me to test whether TEM-1 or KPC-2 could affect the
passing current through protein adsorption. SWCNTs are hydrophobic in nature so any incoming hydrophobicity from the β-lactamase surface has the potential to adsorb to the SWCNT surface via hydrophobic or π-π interactions. From the results shown, TEM-1 was shown to have no effect on current, with average change staying consistently around 0.0 µA. KPC-2 was also shown to have little effect, resembling a minor dose-response at the highest concentrations (750 – 1350 nM), as current dropped from 0.0 µA to -0.09 µA.

The BLIP-III^49AzF control (Figure 3.19 (B)) was used to test the NT-FET device setup without the ability to bind analytes, as anchoring the protein through the β-lactamase binding site sterically hindered any interaction. This ensured that any measurable change in current from BLIP-II^41AzF/BLIP-II^{213AzF} functionalised NT-FETs could be linked the BLIP-II—β-lactamase interaction, rather than non-specific binding or protein adsorption. From the results shown, there are minor fluctuations in current upon increasing concentrations of both TEM-1 and KPC-2. TEM-1 hovers between -0.03 µA and 0.09 µA, whilst KPC-2 stays between -0.06 µA and 0.05 µA. As there is no clear trend to this data, these fluctuations can be put down to inherent experimental variation, e.g., the disturbance caused by pipetting to the local field effect, and taken together, these controls suggest a range of -0.1 – 0.1 µA would be an appropriate cut-off for baseline NT-FET variation.

![Graph](image)

**Figure 3.19 – β-lactamase sensing assay: control NT-FET devices.** The assay was performed with non-functionalised NT-FET devices (e.g., pristine SWCNTs) (A; n=1) and the control protein BLIP-III^49AzF (B; n=3). The average change in normalised
current is plotted against increasing concentrations of TEM-1 (red) and KPC-2 (blue) with a source-drain bias of 0.1 V.

Figure 3.20 shows the experimental results of BLIP-II\textsuperscript{41AzF} (A) and BLIP-II\textsuperscript{213AzF} (B) functionalised NT-FET devices against increasing β-lactamase concentration. For BLIP-II\textsuperscript{41AzF}, an increase in current accompanied TEM-1 concentrations between 0 – 450 nM. Above 450 nM, current was seen to plateau at 0.19 µA. When doped with KPC-2, a minor increase in current was observed between 0 – 50 nM, before dropping to a plateau of -0.1 µA. With the baseline variation for BLIP-II\textsuperscript{AzF} functionalised NT-FETs set to -0.1 – 0.1 µA, only TEM-1 achieved a change in conductance that corresponded to effective β-lactamase sensing. Using the gating hypothesis, this small increase in current induced by TEM-1 could be explained by a weak patch of negative ESP breaching the Debye length to increase the number of holes within the NT-FET channel. However, this signal isn’t particularly strong, and suggests BLIP-II\textsuperscript{41AzF} may be unfavourably anchored; with poor signal linked to both β-lactamases binding beyond the Debye length.

By comparison, BLIP-II\textsuperscript{213AzF} functionalised NT-FETs appear to show a much stronger signal upon β-lactamase exposure (Figure 3.20 (B)). For TEM-1, current jumped from 0 to 0.46 µA after only 50 nM, and continued to increase until 450 nM, where it plateaued at 0.64 µA. For KPC-2, a minor increase in current was observed between 0 – 50 nM, before dropping down and plateauing around -0.25 µA. This pattern is unusual and mirrors that seen in BLIP-II\textsuperscript{41AzF} functionalised devices. One possible explanation is that the analyte concentration between 0 – 50 nM is below the device’s minimum sensitivity level. From my knowledge on the BLIP-II\textsuperscript{AzF}—NT-FET interface, I anticipate the change in current to have a linear relationship with increasing β-lactamase concentrations, as the binding orientation (and thus ESP presented) should stay the same. However, this is only observed above 50 nM concentrations. Below 50 nM and the device could be susceptible to baseline variation (-0.1 – 0.1 µA), explaining the minor increases observed in both NT-FET devices. An additional observation to pick up on is the plateauing of the signal by 450 nM in both BLIP-II\textsuperscript{AzF} devices, as it suggests all BLIP-II\textsuperscript{AzF} binding sites have been saturated. This would give a sensitivity range of 50 – 450 nM, or 0.5 pmol – 4.5 pmol. BLIP-II\textsuperscript{213AzF} functionalised devices are overall shown to work more effectively than BLIP-II\textsuperscript{41AzF}, as the signal obtained from β-lactamases is much stronger. This suggests BLIP-II\textsuperscript{213AzF} has attached in a more favourable conformation to the NT-FET, with both β-lactamases binding within the Debye
length. Based on the gating hypothesis, TEM-1 is thought to present a strongly negative ESP, while KPC-2 may offer a positively charged ESP; repelling the holes in the NT-FET channel and slowing the passage of current.

**Figure 3.20 – β-lactamase sensing assay: BLIP-II⁴¹AzF (A) and BLIP-II²¹³AzF (B)**

*NT-FET devices.* The average change (n=3) in normalised current is plotted against increasing concentrations of TEM-1 (red) and KPC-2 (blue) with a source-drain bias of 0.1 V. Standard deviation is plotted through error bars.

To test the electrostatic gating hypotheses against computer generated electrostatic profiles of the β-lactamase surface, the crystal structure of the BLIP-II:TEM-1 protein complex and KPC-2 was loaded into molecular visualisation software, PyMOL. A SWCNT was aligned to the AzF mutation site and APBS electrostatics was performed on the β-lactamases. The outputted profiles can then be seen in Figure 3.21. These images are taken from the viewpoint of the SWCNT, allowing us to see the ESP which directly projects onto it. For BLIP-II⁴¹AzF, I observe a large spread of negatively charged potential (≈ -3 k_BT<sub>e</sub>) above the SWCNT for TEM-1, which supports the small increase in current measured in Figure 3.20 (A). Arguably, the change in current isn’t as strong as the observed cluster of negative potential, which could suggest that TEM-1 is on the fringes of the Debye length, possibly fluxing in and out due to the flexibility of the N-terminal 41 AzF residue. Chapter 4 will study these models in further depth, using molecular dynamics to better predict the attachment conformation of BLIP-II⁴¹AzF and BLIP-II²¹³AzF, and consequently β-lactamase interaction within or beyond the Debye length. In comparison to TEM-1, KPC-2 has a fairly neutral ESP above the SWCNT, with one basic patch.
Experimentally, current was observed to drop slightly upon increasing KPC-2 concentrations, but this stayed within the baseline variation range of the NT-FET devices. Surface potential was either not strong enough to have induced significant gating or was pushed beyond the Debye length.

For BLIP-II$^{213\text{AzF}}$, different faces of the β-lactamase project towards the SWCNT. When interfaced with TEM-1, a mixed ESP is presented, with a notably strong patch of negative ESP (~$-5k_B\text{Te}_c^{-1}$) at the BLIP-II:TEM-1 interface. As the gating effect is expected to be a summation of all electrostatic potential presented, the overall charge presented from TEM-1 would be considered negative. This corroborates well with the large increase in current observed in Figure 3.20 (B), where gating is anticipated to increase the number of holes. When interfaced with KPC-2, a positive ESP dominates above the SWCNT. While the heatmap is showing only a slight positive charge (~$1.5k_B\text{Te}_c^{-1}$), this covers a significant area of the protein. Gating by depleting holes in the NT-FET channel is anticipated and fits the data well in Figure 3.20 (B), where conductance is observed to drop with increasing KPC-2 concentrations.

![Image](Figure 3.21 – Predicted electrostatic surface potential projection. BLIP-II$^{213\text{AzF}}$)
(dark grey) was modelled onto a SWCNT and crystal structures of TEM-1 and KPC-2 were aligned. APBS electrostatics generated a heatmap of the β-lactamases to represent electrostatic surface potential.

### 3.3 Conclusions and Future Perspectives

To summarise the key results from this chapter, I successfully produced a repertoire of BLIP-II<sup>AzF</sup> variants, of which three (BLIP-II<sup>41AzF</sup>, BLIP-II<sup>213AzF</sup> and BLIP-II<sup>49AzF</sup>) were used to covalently functionalise my NT-FET devices. Protein attachment was confirmed by an increase in height across the NT-FET transistor channel, and I/V data was collected for electrical insight. Remarkably, covalent functionalisation of the SWCNTs with BLIP-II<sup>41AzF</sup> and BLIP-II<sup>213AzF</sup> was shown to increase conductance across the NT-FET channel, a feat explained in part by the compatible hetero-bridged structure (Setaro et al. 2017) and in part by gating induced by BLIP-II ESP. Sensing experiments against prevalent β-lactamases: TEM-1 and KPC-2, revealed the BLIP-II<sup>41AzF</sup> and BLIP-II<sup>213AzF</sup> devices could successfully discriminate between the two proteins by changes in current which corresponded to their ESP. Finally, BLIP-II<sup>213AzF</sup> functionalised NT-FETs were shown to transduce a larger signal, suggesting BLIP-II<sup>213AzF</sup> was more favourably oriented to transduce analyte binding events; a closer inspection of which will be pursued in Chapter 4.

To delve deeper into some of these key outcomes, the success of AzF in mediating protein-SWCNT interaction will first be considered. Functionalisation of SWCNTs is often the source of much debate, with covalent and non-covalent methodologies both offering distinct advantages (Lee et al. 2022). Covalent attachment offers a permanent anchor for biomolecules, with the close physical proximity between the SWCNT and receptor increasing the chance of incoming analytes passing within the Debye length. Non-covalent attachment offers what, typically, covalent attachment proteins cannot: a pristine sp<sup>2</sup> carbon network, with receptors adsorbed to the SWCNT surface. The resolution then, that anchoring proteins via AzF has all the benefits of covalent attachment without damaging the sp<sup>2</sup> network (Setaro et al. 2017), is a significant development in the field of protein-functionalised NT-FETs. Aside from the physical benefits to SWCNT conductance, the implementation of AzF anchoring offers an element of systematic control to achieve the most effective signal transduction. By studying the ESP of established receptor-analyte complexes, I can target the AzF mutation site to anchor the receptor in a favourable way, bringing the analyte close to the SWCNTs and presenting a strong
electrostatic surface potential. The accessibility, then, of these proteins to be produced commercially, must be considered. Once the receptor protein and AzF anchor site has been identified, a single mutagenesis step would introduce the required TAG codon. A dual-plasmid transformation would prime the expression cell line, and a standard protein production protocol would be followed, with AzF added in exogenously. This procedure is virtually the same as any other recombinantly produced protein, and places AzF-containing proteins in good stead for use in commercially produced NT-FETs.

Another key outcome to discuss is the diagnostic potential of these NT-FET devices and how the technology can be improved in the future. From the electrical measurements I have established that BLIP-II\textsuperscript{213AzF} functionalised NT-FETs elicited a stronger response to the β-lactamases than BLIP-II\textsuperscript{41AzF}, which highlights the importance of the AzF mutation site in the receptor protein. The change in conductance was linked to the ESP of incoming β-lactamases, and their gating potential (Heller et al. 2008). Schottky barrier modifications weren’t considered in this experimental setup as no transfer characteristics were collected, so this mechanism of signal transduction remains unaccounted for. The sensitivity of the BLIP-II\textsuperscript{41AzF} and BLIP-II\textsuperscript{213AzF} functionalised NT-FETs was between 50 – 450 nM, or 0.5 – 4.5 pmol. This is similar to the sensitivity achieved in our non-covalent BLIP-II NT-FET prototype (Xu et al. 2021), which reached a minimum of 10 nM or 0.1 pmol. However, these results are not directly comparable as I used different data collection methods. It is possible that greater sensitivity could be achieved from my covalently functionalised BLIP-II\textsuperscript{41AzF} and BLIP-II\textsuperscript{213AzF} NT-FETs if real-time sensing was performed successfully, or if transfer characteristics were collected, but this will be an avenue for future research. With further BLIP-II\textsuperscript{AzF} variants developed in the inaugural stages of this research, it would also be valuable to test these alternative receptor proteins and consider their electrical outputs. Not only could they produce a stronger signal, but it would allow us to sample a different portion of analyte ESP, which feeds into the ultimate design aim of a multiplexed diagnostic device. In such device, multiple data inputs are processed at once, so if each input (e.g., individual NT-FET channel) hosted an alternative BLIP-II\textsuperscript{AzF} receptor protein, you could systematically sample the ESP of the entire analyte, allowing accurate identification of the ABR protein present. For this prototype to be developed, a library of β-lactamase ESP would have to be created. This marks another future research direction, by testing these devices against all known class A β-lactamases (\textgtr 550) – or at least the 114 representative enzyme families (Bush and Fisher 2011; Philippon
et al. 2016), to build a thorough database. Expanding on this, it would also be crucial to test the sensitivity of these devices to β-lactamases suspended in clinical fluids (e.g. blood serum or urine). Xu et al. (2021) reported success when testing their non-covalently functionalised BLIP-II NT-FETs against TEM-1 doped serum, so one would hope for a similar response in ours.

Considering the commercial potential for my NT-FET devices, I must also look at establishing better uniformity across the transistor channels. My channel height varies between 10-40 nm, despite using the same dielectrophoresis parameters, which has knock-on effects for the signal to noise ratio, and sensitivity to β-lactamases. There is little I can do to improve this, but I could try different methodologies such as drop-casting and dip-coating. Small-scale immobilisation of SWCNTs, generally, though, remains a challenge for the entire field; particularly in scaling up for commercial production (Lee et al. 2022). A final research direction for us to pursue is improving the reusability of NT-FET devices. Denaturation cannot be used to remove β-lactamases, as the process would simultaneously damage the receptor proteins. Therefore, the dissociation rate of β-lactamase from BLIP-II needs to be addressed. Currently, BLIP-II exhibits femtomolar affinity for KPC-2, which gives the BLIP-II—KPC-2 complex a half-life of ~ 10 days (Brown et al. 2013a). I could increase this dissociation rate by introducing alanine mutations at the BLIP-II—β-lactamase interface, as demonstrated by Brown et al. (2013b). If single alanine mutations were able to increase the rate 10 to 100-fold, a combinatorial approach could boost this even further. An alternative approach would be to use different β-lactamase inhibitor proteins (e.g. BLIP or BLIP-I), as they naturally exhibit lower affinity for the β-lactamases (Eiamphungporn et al. 2018). However, this would require us to restart all synthetic biology work to first optimise expression, and then design new AzF variants.

Overall, my BLIP-IIAzF covalently functionalised NT-FETs were paramount in proving the success of AzF to mediate covalent attachment of proteins to SWCNTs in a non-destructive manner. The ability to sense and transduce incoming β-lactamases not only highlights the potential for ABR biosensing but sets a blueprint for future NT-FET design.
4. Molecular dynamics modelling to predict p-azido-L-phenylalanine mutation site success in BLIP-II$^{AzF}$ functionalised NT-FET devices

Work in this chapter is contributing to an upcoming research article where I am joint 1$^{st}$ author. The current working title is referenced below.


**Statement of work**

All data presented in this chapter has been collected, plotted, and analysed by me.

4.1 Introduction

Developing commercially viable diagnostic devices in the 21$^{st}$ century requires an extensive device portfolio. In biosensing applications, a device must be highly selective towards the analyte, sensitive at low concentrations, label-free, rapid and simple to use (Carpenter et al. 2018). Carbon-nanotube based field-effect transistors (NT-FETs) go a long way to fit these criteria, and there has been an explosion of biosensing prototypes developed over the last 20 years (Allen et al. 2007; Yao et al. 2021). As the repertoire grows, researchers are continually striving to better NT-FET performance by tackling device limitations. The Debye length represents one such of these; an electrochemical parameter dictating the maximum distance an analyte can be from the transduction channel before ionic screening counters their gating effect (Stern et al. 2007). In physiological strength buffers, this distance is estimated at 0.7 nm (Xu et al. 2021; Lee et al. 2022), placing key receptor proteins such as antibodies (~ 10 nm in size) well-beyond this distance (Zheng et al. 2021). In silico modelling goes some way to indicate receptor protein suitability, but further computational studies to help us understand the precise mechanism of receptor protein—NT-FET interfacing would go a long way to help us to understand the likely binding conformation of analytes, and their proximity to the transistor channel.

In light of this, I looked to use my β-lactamase inhibitor protein-II p-azido-L-phenylalanine (BLIP-II$^{AzF}$) functionalised NT-FETs as the model system to replicate. The non-natural amino acid (nnAA), AzF, was introduced into receptor protein BLIP-
II to covalently anchor the proteins to single-walled carbon nanotubes (SWCNTs) through photochemical excitation (Chapter 3). The geometry of this reaction is crucial for our understanding of the BLIP-II_{AzF}—NT-FET interface, so the mechanism is illustrated in Figure 4.1. On exposure to UV light (<310 nm), the azide group converts to a nitrene radical with the release of N₂. The nitrene radical then electrophilically attacks the π electron-rich side walls of SWCNTs to form a covalent hetero-bridged structure (Chin et al. 2002; Setaro et al. 2017). The C-N bond connecting the protein and SWCNT is seen to project perpendicularly and will dictate the binding position of BLIP-II with regards to the AzF side chain rotamer.

Figure 4.1 – Mechanism of AzF cycloaddition to SWCNTs. UV irradiation extrudes N₂ and generates a nitrene radical. The radical electrophilically attacks the SWCNT to form an intermediate aziridine ring, before relaxing into a hetero-bridged structure.

Amino acid side chains regularly sample different rotamers, which could vary (i) the probability of AzF being sterically available for SWCNT interfacing, and (ii) the compatibility of the BLIP-II_{AzF} anchor to mediate proximal analyte sensing. Rotamers are largely dictated by their side chain dihedrals (χₙ), of which AzF has two: χ₁, between Cα and Cβ, and χ₂, between Cβ and Cγ. The χ₁ angle is anticipated to have the biggest effect on AzF’s rotamers, with the favoured gauche⁺ (-60°) and trans (180°) configurations resulting in a 120° swing of the phenyl azide group. The χ₂ angle, meanwhile, is limited by the sp² hybridised Cγ and can only induce twists to the phenyl ring. Nevertheless, the χ₁ angles are sufficient to change the binding orientation of BLIP-II_{AzF} to SWCNTs, and this is exemplified by BLIP-II213AzF in Figure
4.2. Here, the gauche\(^+\) configuration has the \(\beta\)-lactamase binding face positioned adjacently to the SWCNT, allowing for intimate binding of \(\beta\)-lactamases within the Debye length. The trans configuration, on the other hand, has the \(\beta\)-lactamase binding face angled away from the SWCNT, accessible to analytes but well-beyond the Debye length.

**Figure 4.2** – Effect of \(\chi_1\) dihedral on BLIP-II\(^{213AzF}\) binding conformation. Gauche\(^+\) configuration places the \(\beta\)-lactamase binding site adjacent to the SWCNT, while the trans configuration has it pointing away.

Elucidating the gauche\(^+\) and trans rotamer states of \(AzF\) is a good first step to modelling the BLIP-II\(^{AzF}\)–SWCNT interface, but external factors influencing their propensity cannot be ignored. Changes to the local backbone angle (\(\varphi\) and \(\psi\)), secondary structure, intramolecular bonding, and the physicochemical environment e.g., pH and electrostatic potential, can all influence rotameric disposition (Dunbrack 2002; Chamberlain and Bowie 2004). Rotamer libraries have been built to largely account for these, but as a nnAA, \(AzF\) has no reference (Dunbrack and Karplus 1993; Lovell et al. 2000; Scouras and Daggett 2011). Replicating BLIP-II\(^{AzF}\) through molecular dynamic studies was therefore the only solution to acknowledge these external factors.

Extracting data on rotamer dynamics can be done via several methodologies. Directly collecting data on \(\chi\) angles has allowed rotamers to be analysed by time (Engh et al. 1986; Das et al. 2016), population (Watanabe et al. 2013), principle
component analysis (Altis et al. 2007) and by rotamer libraries (Haddad et al. 2019). However, this can be a time-consuming process if there are multiple \(\chi\) angles to consider, and for novices in the MD field, classifying side chain rotamers from the \(\chi\) angles may not be immediately obvious. Clustering is an alternative technique that can be applied to individual amino acids. It aims to group molecular subsets based on conformational similarity, and a variety of algorithms have been developed (Shao et al. 2007). While it's perfect in premise, there is scope for considerable user bias, for example in choosing the appropriate cluster count, choosing an appropriate cut-off value, or assigning the atoms to use in a pairwise comparison. Complex statistical assessment is required to derive non-biased values, and this may not be accessible to all MD users. A final methodology is the use of root mean squared deviation (RMSD) to derive protein conformers. RMSD is calculated by aligning the trajectory structure to the starting structure, measuring the distance between the two, and plotting against time to link global changes in protein structure to specific RMSD values (Amusengeri et al. 2020; Sanyanga and Tastan Bishop 2020; Amusengeri et al. 2022). Only recently has this method been applied to individual amino acids, where Riziotis et al. (2022) used it demonstrate residue flexibility at the active site of proteins; offering a simple, unbiased approach to side chain rotamer analysis. This will form the basis of my analysis approach.

This chapter aimed to take a closer look at the BLIP-II\(^{AzF}\)—NT-FET interface and establish whether I could predict AzF mutation site success in mediating proximal analyte sensing. In my approach I used AlphaFold (Jumper et al. 2021) to generate replicate protein structures of the gene sequences translated \textit{in vitro} (BLIP-II\(^{41AzF}\) and BLIP-II\(^{13AzF}\)). These structures were fed into the molecular dynamics software GROMACS (Bekker et al. 1993), while the simulation parameters were set by an AzF-modified CHARMM36 forcefield (Best et al. 2012). Simulations were run for 200 ns, and three repeats were performed for each BLIP-II\(^{AzF}\) variant. Data was extracted on backbone flexibility and AzF RMSD, to build a cohesive picture on AzF dynamicity. Side chain rotamer propensity was established and structures were extracted to perform \textit{in silico} modelling with a SWCNT bundle. Successful rotamers (e.g., where no steric clash was recorded between BLIP-II and the SWCNTs) had crystal structures of analyte \(\beta\)-lactamase proteins aligned to assess their distance from the SWCNT bundle and whether they would pass through the Debye length. APBS electrostatics was finally performed to consider what electrostatic surface potential could be present, and how this could induce gating effects.
4.2 Results and Discussion

4.2.1 BLIP-II starting structures

For MD analysis to be performed on a protein, a starting structure must be provided in the form of a .pdb (protein data bank) file. Typically, this is published crystal structure, but for analysis of BLIP-II\(^{41\text{AzF}}\) and BLIP-II\(^{213\text{AzF}}\), representative structures had to be built. BLIP-II has three crystal structures: 1JTG, 3QI0 and 3QHY (Lim et al. 2001b; Brown et al. 2011). AzF could have been substituted into any of these structures to generate BLIP-II\(^{41\text{AzF}}\) or BLIP-II\(^{213\text{AzF}}\) models, but this wasn’t necessarily the most accurate representation of the protein produced \textit{in vitro} because there are slight differences in the translated sequences. One of these differences is the starting N-terminal residue. The gene sequence in my BLIP-II pET-24a plasmid encodes an N-terminal residue of Ala\(^{41}\) while the crystal structures 1JTG and 3QI0 have either Val\(^{39}\), or Thr\(^{42}/\) Ser\(^{43}\), respectively (Lim et al. 2001b; Brown et al. 2011). As I plan on studying the effect of AzF incorporation at the N-terminal residue (BLIP-II\(^{41\text{AzF}}\)), neither of these crystal structures would simulate the conformational freedom associated with an N-terminal AzF\(^{41}\) residue. The 3QHY structure, by comparison, did have Ala\(^{41}\) as its N-terminal residue, and arguably this could have been substituted for AzF\(^{41}\) and used as the starting structure (Brown et al. 2011). However, my protein sequence \textit{in vitro} also included an extended His tag from the C-terminal. While the extended His tag has no relevance to the research question being asked, the computational model should be as representative as possible of the exact BLIP-II\(^{41\text{AzF}}\) variants investigated in Chapter 3. Therefore, I decided to generate my starting structures using AlphaFold, as it would create a geometrically optimised structure which factored in the Ala\(^{41}/\text{AzF}\(^{41}\) N-terminal residue and the extended C-terminal His tag (Jumper et al. 2021).

The AlphaFold protein structures were generated according to Methods 2.2.2, with the starting structure assembled in PyMOL to incorporate AzF (Methods 2.2.3.4; Gfeller et al. 2013; Schrödinger and Delano 2015). The starting structures for BLIP-II\(^{41\text{AzF}}\), BLIP-II\(^{213\text{AzF}}\) and control protein WT BLIP-II were aligned to the BLIP-II 3QHY crystal structure to investigate structural similarity and achieved all atom-alignment RMSD of 0.039 nm, 0.038 nm and 0.040 nm, respectively. This confirmed the AlphaFold models were representative of the BLIP-II crystal structure. The final starting structures are depicted in Figure 4.3, where the extended His-tag is visible as the long ‘tail’ protruding from the bottom of the protein. In BLIP-II\(^{41\text{AzF}}\), AzF is located at the start the beta-sheet adjacent to the His-tag. In BLIP-II\(^{213\text{AzF}}\), AzF is located further from the His-tag, and sits on an axis perpendicular to 41 AzF.
mutation. WT BLIP-II has been included as a control, modelling the protein without the AzF residue.

<table>
<thead>
<tr>
<th>WT BLIP-II</th>
<th>BLIP-II^{41}AzF</th>
<th>BLIP-II^{213}AzF</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Extended His-tag" /></td>
<td><img src="image2" alt="Extended His-tag" /></td>
<td><img src="image3" alt="Extended His-tag" /></td>
</tr>
</tbody>
</table>

**Figure 4.3 – BLIP-II starting structures.** Structures were generated for each variant using the translated gene sequence of BLIP-II using AlphaFold (Jumper et al. 2021). The outputted .pdb files were then edited in PyMOL to incorporate the AzF residue (highlighted in red), generating the starting structure for the BLIP-II^{AzF} variants.

### 4.2.2 Parameterising AzF into CHARMM36 forcefield

To model the MD of a nnAA-containing protein, the topology and charge of the non-natural element must be defined within the simulation forcefield. Forcefields inform the molecular dynamics software, GROMACS, on the parameters associated with a molecule’s time evolution (Methods 2.2.3.2; Bekker et al. 1993). Through a process of parameterisation, the CHARMM36 forcefield was adapted for this purpose (Methods 2.2.3.3; Best et al. 2012). In brief, an AzF structural file prepared by former lab member Dr. Harley Worthy, was submitted to ACPYPE to derive values for bond lengths, dihedral angles and partial charges (Sousa Da Silva and Vranken 2012). The values were then manually input into the CHARMM36 forcefield files, with the relevant changes detailed in Appendix Table 8.2 – Table 8.15. Atom types were assigned to AzF using the CHARMM naming convention, with new atom types defined for the azide group (Figure 4.4).
Figure 4.4 – AzF atom types in the adapted CHARMM36 forcefield. Atom types were assigned based on the CHARMM naming convention, but new atom types had to be defined for the azide group: NX, ND and NE.

4.2.3 MD simulation

Following the assembly of the BLIP-II starting structures, and construction of the AzF-compatible CHARMM36 forcefield, the files were submitted to GROMACS for simulation (Bekker et al. 1993). Energy minimisation was performed on the structures until convergence was reached, ‘relaxing’ the protein and removing any possible steric clash that may have occurred following AzF incorporation in BLIP-II\textsuperscript{41AzF} and BLIP-II\textsuperscript{213AzF} (Methods 2.2.3.5). A two-step temperature and pressure equilibration then followed, with the solvent adjusted around the protein to the parameters defined (Methods 2.2.3.6). Finally, a 200 ns MD production run was launched (Methods 2.2.3.7). Each protein variant had three repeated simulation runs, producing 600 ns of data, with energies and structural coordinates being collected every 10 ps.

4.2.4 Simulation control checks: RMSD and radius of gyration

To assess the simulation success, the structural stability of the protein models was analysed using whole protein RMSD of the C\text{\textalpha} backbone and the radius of gyration. Whole protein RMSD has long been recognised as measure of conformational stability, as it compares each structure from the simulation trajectory against the reference starting structure (Kabsch 1976). A stable protein structure will have a low RMSD score as there is a high degree of similarity. According to literature, this
RMSD range is placed between 0.15 – 0.25 nm for RMSD alignment along the Cα backbone (Bolhuis 2006; Arnittali et al. 2021). If RMSD values are much higher than this, it could suggest the protein has unfolded. The radius of gyration is also a measure for a protein’s structural stability and considers its compactness. A stable protein will maintain a steady radius, whilst an unstable, unfolding protein, will have an increasing radius (Arnittali et al. 2019).

Preliminary analysis was carried out to identify the range of residues that should be defined as the whole protein. RMSD collected on the Cα backbone for WT BLIP-II showed a huge disparity when the His tag was included and excluded from this definition (Figure 4.5). The His-tag, extended by serine and glycine repeats, is designed to be flexible so it can access and coordinate to the nickel atoms in the affinity purification column. However, these degrees of freedom skew the protein’s Cα backbone RMSD to make it look more unstable than it is. For these reasons, analysis performed on the whole protein will exclude the His tag by use of an index file that will specifically extract data on residues 41 – 310.

![Graph](image)

**Figure 4.5 – Whole protein RMSD with and without C-terminal His tag.** (A) WT BLIP-II RMSD data collected from Cα backbone which included the extended His tag (residues 41 – 322), and (B) which excluded the His tag (residues 41 – 310).

Whole protein RMSD data was extracted for all 3 protein variants across 3 repeats, using the newly defined index file (Figure 4.6 (A – C)). RMSD remained consistent across all protein variants, ranging between 0.09 – 0.15 nm. Radius of gyration (Figure 4.6 (D – F)) stayed constant, with values largely between 1.73 – 1.76 nm. The static nature of these parameters suggests the proteins remained stable over
the 200 ns simulation and could be taken forward for further analysis. The first 10 ns of each repeat, however, will be discarded, as the data produced in this time is considered part of the ‘warm up’ phase and could skew the total data if included. All further analysis will therefore take place with the latter 190 ns of the simulation.

**Figure 4.6 – Whole protein RMSD and radius of gyration.** Data was extracted for residues 41 – 310, with RMSD data collected from Cα backbone and radius of
gyration (Rg) collected from all protein atoms. RMSD graphs (A – C) are coloured red, green and blue for repeats 1 – 3, respectively. Radius of gyration graphs (D – F) are coloured lilac, orange and turquoise for repeats 1 – 3, respectively.

4.2.5 BLIP-II41AzF MD analysis

4.2.5.1 RMSF and B-factors

To assess the effect of the AzF mutation at residue 41, an average root mean squared fluctuation (RMSF) value was calculated for each residue across the three repeats of WT BLIP-II and BLIP-II41AzF (Figure 4.7). RMSF is a measure of a residue’s individual flexibility and motion. Where RMSD is calculated as the average positional difference between a reference and trajectory structure as a function of time, RMSF is calculated as the average atomic variation of individual residues over the whole trajectory, as a function of the residue (Arnittali et al. 2021).

With only one residue mutated, it was unsurprising that most of the RMSF values of BLIP-II41AzF aligned closely with the WT BLIP-II. However, one notable difference is the shift in RMSF at residue 41. Located at the N-terminus, this residue will typically have a higher mobility than those constrained by secondary or tertiary protein structure (Arnittali et al. 2021). However, the introduction of AzF at this location has more than doubled the RMSF to ~0.4 nm. This difference can be attributed to the side chains of the residues, as the phenyl azide is much larger than the methyl group of alanine in WT-BLIP-II, and a larger area will be covered when undergoing flux.

![Figure 4.7 – Average RMSF of WT BLIP-II and BLIP-II41AzF. RMSF was calculated for each residue (all atoms) over the 190 ns simulation and averaged across the](image-url)
repeats. WT BLIP-II is shown in black, BLIP-II$^{41\text{AzF}}$ in red, and residue 41 is highlighted in grey.

RMSF is also seen to vary by up to 1.0 nm around residues 50, 131, 167, 188 and 207. As observed in the literature, these residues and those adjacent, are heavily involved in BLIP-II’s binding interface, predominating at apical β-turns and loops (Brown et al. 2013b). The surface-exposed nature of these residues permits a higher degree of freedom and space for rotamers to occupy, so the observed differences between the wild-type and BLIP-II$^{41\text{AzF}}$ are likely to be a factor of rotamer population in the simulation, rather than an indirect effect of AzF introduction.

These residues can be mapped onto the protein structure (Figure 4.8) by converting the RMSF values to B-factors. More commonly associated with crystallographic atomic displacement, B-factors are the measure of a structure’s vibrational energy (Debye 1913; O’Connor 1975). The conversion of RMSF (in nm) to B-factors (in Å$^2$) allows PyMOL to plot a residue’s fluctuation in three dimensions, where increased cartoon putty thickness and warmer heatmap colouring denote high flexibility. The AzF residue has the highest B-factor score, while the apical β-turns are next most prominent, indicative of their flexibility and function.

Figure 4.8 – Average B-factors of BLIP-II$^{41\text{AzF}}$. B-factors calculated for the whole protein (residues 41 – 310) across the 190 ns simulation, averaged across the three repeats, and plotted per residue.
4.2.5.2 AzF rotamer analysis

To identify key rotamers of AzF, RMSD analysis was used. In this two-step approach, the protein structure was fitted through a least squares alignment to the Cα, Cβ and CO of AzF in the reference structure. These atoms were chosen to account for backbone flexibility and to capture the changes in the χ₁ angle. The distance moved by the phenyl ring was then recorded every 10 ps. As the phenyl ring is planar to the azide group, I can assume the shift in RMSD applies to the phenylazide side chain. This analysis was performed for each repeat, with repeat 1 shown in Figure 4.9.

When RMSD is plotted against time, rotameric states can be identified by clustered RMSD values as it implies the phenylazide consistently deviates a particular distance from the reference structure. In repeat 1, these values centre around ~0.50 nm RMSD, but fluctuate to values of 0 – 0.20 nm (Figure 4.9 (A)). This data can be portrayed through a frequency distribution plot to identify specific phenylazide rotamer populations (Figure 4.9 (B)). Calculated as a percentage of the total number of data points extracted, 76 % of the structures were grouped into the rotamer 1 population which had an RMSD range of 0.34 – 0.59 nm and modal group at 0.53 nm. Meanwhile, 18.9 % of the structures were identified as rotamer 2 which had an RMSD range of 0.14 – 0.33 nm and modal group at 0.22 nm. There is no clear population peak between 0 – 0.15 nm, and whilst this could represent a subpopulation of rotamer 2, it hasn’t been quantified as part of it. The shape of the distribution provides further insight, with the flatter, skewed population between 0 – 0.33 nm suggesting an ill-defined cluster of rotamers, and the tall, symmetrical peak of rotamer 1 suggesting a well-defined population with a normal distribution. To assess the structural implications of rotamers in silico, protein structures corresponding to the RMSD modal groups at 0.53 nm (rotamer 1; red) and 0.22 nm (rotamer 2; green) were extracted (Figure 4.9 (C)). The χ₁ angle was identified to be trans for rotamer 1, and gauche⁺ for rotamer 2. A frame stack of the simulation then allowed me to compare the rotamer populations against the global protein structure. Rotamer 1 matched the concentrated cluster of residues which projected parallel to bulk BLIP-II₄¹AzF structure, but rotamer 2 was more difficult to discern. While the 120° swing in χ₁ angle was evident, rotamers projected widely about this angle. This observation is supported by the flat and broad RMSD population distribution between 0 – 0.33 nm, which suggested an ill-defined cluster of rotamers. An important note to add here is that in the frame stack, BLIP-II₄¹AzF structures were superimposed through a whole protein alignment. Rigid structural elements, e.g.,
the repeating β-propellor structures, were tightly aligned to, while the more flexible regions (e.g., the N-terminus) showed greater variation. This could therefore exaggerate the spread of phenylazide rotamers associated with the N-terminal residue (AzF\textsuperscript{41}) in Figure 4.9 (C).

Figure 4.9 – AzF\textsuperscript{41} RMSD analysis: Repeat 1. (A) RMSD of phenylazide over 190 ns. (B) Frequency distribution plot of phenylazide RMSD over 190 ns, with bins set to 0.01 nm. (C) Frame stack of the simulated protein every 2 ns, aligning to the protein in the first frame. Rotamers were identified by the modal group of peaks identified in (B).

In repeat 2, I see a similar pattern emerging (Figure 4.10 (A) and (B)). The RMSD values centred around \(~0.45\) nm but fluctuated to values of \(0 – 0.25\) nm. These
numbers are arbitrary and cannot be compared to the RMSD values in Figure 4.9 because the reference structure is unique to each repeat. However, the distribution can be compared, and it follows a similar pattern. A major population peak (rotamer 1) centred around the modal group of 0.45 nm is flatter and broader than repeat 1, with an RMSD range of 0.27 – 0.58 nm. However, it represents a similar proportion of the population: 80.2 %. The minor peak (rotamer 2) centred around the modal group of 0.20 nm is narrower and sharper than repeat 1, with an RMSD range of 0.15 – 0.26 nm. This represented 12.0 % of the rotamer population. The small population between 0 – 0.14 nm was again present branching off the rotamer 2 population, but this was not quantified with rotamer 2, nor as its own peak. In Figure 4.10 (C), structures of rotamer 1 and 2 were extracted and compared to the frame stack of the simulation. The $\chi_1$ angle was identified to be trans for rotamer 1, with the concentrated cluster of residues projecting the phenylazide in a direction parallel to the bulk BLIP-II$^{41AzF}$ structure. Rotamer 2 exhibited the gauche$^+$ $\chi_1$ angle and predominantly projected the phenylazide into the bulk solvent. In an interesting development, the residues proximal to rotamer 2 appeared more ordered than in repeat 1, which is likely due to the better-defined subpopulation between 0 – 0.14 nm.
Figure 4.10 – AzF\textsuperscript{41} RMSF analysis: Repeat 2. (A) RMSD of phenylazide over 190 ns. (B) Frequency distribution plot of phenylazide RMSD over 190 ns, with bins set to 0.01 nm. (C) Frame stack of the simulated protein every 2 ns, aligning to the protein in the first frame. Rotamers were identified by the modal group of peaks identified in (B).

In repeat 3, the outcomes were much the same as the other two runs; indicative of consistent and reliable results. RMSD values were centred around ~0.50 nm but fluctuated to values between 0 – 0.20 nm (Figure 4.11 (A)). The population distribution showed a large symmetrical peak for rotamer 1, with a modal group at 0.49 nm and RMSD range of 0.30 – 0.58 nm (Figure 4.11 (B)). This represented 78.0 % of the population. The minor peak of rotamer 2 totalled 12.3 % of the rotamer population and was centred around the modal group 0.21 nm, with an RMSD range of 0.16 – 0.29 nm. There was an additional data shoulder protruding...
from the rotamer 2 peak between 0 – 0.15 nm, but this was not quantified due its ill-defined population. In Figure 4.11 (C), structures of rotamer 1 and rotamer 2 were compared to the simulation frame stack. Rotamer 1 residues were heavily clustered, with the identified trans $\chi_1$ angle projecting the phenylazide in a direction parallel to the bulk BLIP-II$^{41\text{AzF}}$ protein. Meanwhile, the $120^\circ$ swing of the $\chi_1$ angle allowed gauche$^+$ rotamer 2 residues to project the phenylazide into the bulk solvent, in a fairly ordered but less populated manner.

Figure 4.11 – AzF$^{41}$ RMSD Analysis: Repeat 3. (A) RMSD of phenylazide over 190 ns. (B) Frequency distribution plot of phenylazide RMSD over 190 ns, with bins set to 0.01 nm. (C) Frame stack of the simulated protein every 2 ns, aligning to the protein in the first frame. Rotamers were identified by the modal group of peaks identified in (B).
To summarise the data collected from the repeats, Figure 4.12 combines all defined rotamers and aligns the BLIP-II protein along the β-sheet connecting to AzF: residues AzFTSSV. Through this alignment, it is evident that both rotamers aligned consistently across all the repeats. The trans $\chi_1$ angle of rotamer 1 projected the phenylazide in a direction parallel to the bulk BLIP-II$_{41}$AzF. Meanwhile, the gauche$^+$ $\chi_1$ angle of rotamer 2 projected the phenylazide outwards, perpendicular to the protein and facing the bulk solvent. These rotamers were therefore taken forward for \textit{in silico} modelling with SWCNT bundles, to identify any possible steric clash and prospective binding orientations.

![Diagram of BLIP-II rotamers](image)

**Figure 4.12 – Summary of BLIP-II$_{41}$AzF rotamers.** Frames extracted to illustrate rotamer 1 and 2 of AzF have been combined from repeats 1 – 3 and aligned along residues AzFTSSV. Rotamer 1 is red and rotamer 2 is green. The $\chi_1$ angles are denoted as g$^+$ = gauche$^+$, and t = trans.

### 4.2.6 BLIP-II$_{213}$AzF MD analysis

#### 4.2.6.1 RMSF and B-factors

To assess the effect of the AzF mutation at residue 213, an average RMSF value is calculated for each residue across the three repeats of WT BLIP-II and BLIP-II$_{213}$AzF (Figure 4.13). The RMSF values were similar for both protein variants, with the most significant change again arising from the substitution at residue 213. BLIP-II$_{213}$AzF has an RMSF of 0.25 nm at this position, while WT BLIP-II reaches only 0.1 nm. While this is much lower the RMSF value observed for residue 41 in BLIP-II$_{41}$AzF, it
was to be expected because AzF in BLIP-II$^{213\text{AzF}}$ is constrained between two residues and doesn’t have the flexibility of an N-terminal residue. The 2.5-fold increase in RMSF is therefore testament to the size and flexibility of the AzF side chain, which is compared to threonine at residue 213 in WT-BLIP-II.

RMSF was also seen to vary by up to 1.0 nm around residues 73, 208, 269 and 286. As noted in BLIP-II$^{41\text{AzF}}$ RMSF analysis, there are a cluster of amino acids on BLIP-II’s apical face which play a key role in β-lactamase binding and these residues form part of this cluster (Brown et al. 2013b). The surface exposed nature and freedom to adopt different rotamers result in changeable populations; a paradigm linked to each individual simulation and the potential energy available to it.

**Figure 4.13 – Average RMSF of WT BLIP-II and BLIP-II$^{213\text{AzF}}$.** RMSF was calculated for each residue (all atoms) over the 190 ns simulation and averaged across the repeats. WT BLIP-II is shown in black, BLIP-II$^{213\text{AzF}}$ in red, and residue 213 is highlighted in grey.

To map this data on a protein structure, B-factors were extracted from each repeat and averaged to generate Figure 4.14, using the same cartoon putty thickness and colour heatmap scale as Figure 4.8. While no residues were coloured yellow/orange/red, B-factors were still significant across the protein. Residue 213 (AzF) scored the highest at 167 Å$^2$, while other regions of high RMSF included BLIP-II’s apical face and surface exposed loops and turns. The centre of the protein appeared to have the lowest B-factors, with residues likely constrained by the regimented β-barrel structure.
4.2.6.2 AzF rotamer analysis

To analyse the rotamers dominating across the BLIP-II\textsuperscript{213AzF} simulations, the same two-step RMSD analysis was performed on AzF. This comprised of a least squares fit to $C_\alpha$, $C_\beta$ and CO, while the displacement of the phenyl ring from the reference structure was measured every 10 ps. As mentioned previously, the phenyl ring is planar to the azide group so I can assume the shift in RMSD corresponds to the entire phenylazide group.

In repeat 1 of BLIP-II\textsuperscript{213AzF} (Figure 4.15 (A)), phenylazide RMSD progressed through several chronological stages. Starting off at 0.20 nm, RMSD shifted at 8 nanoseconds to its majority population at ~0.45 nm. Towards the end of the simulation, RMSD shifted again to ~0.50 nm, with the RMSD range narrowing from ~0.40 – 0.53 to ~0.48 – 0.53 nm. When plotted as a population distribution (Figure 4.15 (B)), the overriding weakness of this analysis approach was revealed: only two peaks were present when three RMSD phases were identified in (Figure 4.15 (A)).

This ultimately comes down to the measurement of the phenylazide from the reference structure, as movement is quantified in any direction, e.g., 0.5 nm forwards and 0.5 nm backwards would appear in the same peak of a population distribution. Naturally, dihedral angles constrain what rotamers are available to amino acid side chains, but an unfortunate reference structure (e.g., positioned halfway between two rotamers) would result in two rotamers being masked into one.
This is why the frame stack in (Figure 4.15 (C)) is so crucial to the analysis, double checking the rotamers identified in (Figure 4.15 (A)) correspond to those observed throughout the simulation. Here, rotamer 1 (red) was identified from the modal group at 0.20 nm and represented 4.4 % rotamer population. Rotamer 2 (green) had the highest population, representing 83.5 % of the population. Its structure was identified from the modal RMSD group arising from its defined simulation period (18 – 176 ns). The structure for rotamer 3 (blue) was identified using the same method, with its defined simulation period of 176 – 200 ns, and represented 12.1 % of the total rotamer population. Interestingly, closer inspection of the rotamers revealed the \( \chi_1 \) angles to be gauche\(^+\) for rotamer 1, trans for rotamer 2, and gauche\(^-\) for rotamer 3. The gauche\(^-\) configuration is rare for amino acid side chains to adopt because of the steric hindrance between C\(\gamma\) and the main chain CO and NH groups. This suggests that an intermolecular interaction may be occurring between rotamer 3 and the bulk BLIP-II\[^{213AzF}\] protein to offset the steric hindrance.
Figure 4.15 – AzF$^{213}$ RMSD analysis: Repeat 1. (A) RMSD of phenylazide over 190 ns. (B) Frequency distribution plot of phenylazide RMSD over 190 ns, with bins set to 0.01 nm. (C) Frame stack of the simulated protein every 2 ns, aligning to the protein in the first frame. Rotamers were extracted from the modal group of the regions identified in (A).

Repeat 2 is shown in Figure 4.16 and presented very differently to repeat 1. RMSD consistently fluctuated between two values at ~0.10 nm and ~0.20 nm, before shifting to ~0.45 nm after ~135 ns of simulation (Figure 4.16 (A)). When converted to a population distribution, three defined populations emerged (rotamers 1 – 3) with modal groups at 0.07 nm, 0.21 nm and 0.48 nm (Figure 4.16 (B)). Rotamers 1 and 3 were broader peaks, each with an RMSD range that spanned approximately 0.15 nm. Rotamer 2 had a restricted population distribution, but a modal group that achieved a frequency of nearly 2000 ps. This suggested variance within rotamer 2...
structures would be minimal. To consider the rotamer structures *in silico*, the extracted modal group structure was compared to a frame stack of the simulation (Figure 4.16 (C)). Here, a side on view of BLIP-II was taken to best highlight the rotamer differences. Rotamer 1 was marginally the most populous, dominating for 36.9% of the simulation. Rotamer 2 was seen as an extension of rotamer 1 and represented 29.7% of the total rotamer population. Interestingly, both rotamer 1 and 2 exhibited the gauche* $\chi_1$ angle, but it was hypothesised that intermolecular interaction between the rotamers and the bulk BLIP-II213AzF protein may have stabilised slight variations of this which led to the two rotamer populations observed. Rotamer 3, by contrast, exhibited the trans $\chi_1$ angle, swinging the phenylazide group 120° from its rotamer 1 or 2 structure. It occupied this conformation for the remaining 33.4% of the simulation.
**Figure 4.16 – AzF\(^{213}\) RMSD analysis: Repeat 2.** (A) RMSD of phenylazide over 190 ns. (B) Frequency distribution plot of phenylazide RMSD over 190 ns, with bins set to 0.01 nm. (C) Frame stack of the simulated protein every 2 ns, aligning to the protein in the first frame. Rotamers were identified by the modal group of peaks identified in (B).

Repeat 3 again presented differently to the other two repeats; with notably only two rotamers identified. RMSD fluctuated between two similar values, ~0.10 nm and ~0.20 nm, with very occasional shifts to ~0.50 nm (Figure 4.17 (A)). The rapid switch between ~0.50 nm and ~0.20 nm suggested this was a temporary state and not worthwhile to quantify. Plotting this data through a population distribution produced two interestingly shaped peaks (Figure 4.17 (B)). The peak centred at 0.12 nm (rotamer 1) had a prominent data shoulder to the left of it, broadening the peak to cover rotamers between 0 – 0.17 nm and thus 54.8 % of the simulation. Meanwhile, rotamer 2 was centred at 0.22 nm, and had a restricted population distribution between 0.18 – 0.31 nm. Rotamer 2 accounted for 43.6 % of the total rotamer population. The lack of a distinct gap between the peaks of rotamer 1 and 2, and the constant fluctuation between states in (Figure 4.17 (A)) suggested these rotamers were structurally similar and easy to switch between. Indeed, the extracted modal rotamer structures (Figure 4.17 (C)) bore a remarkable resemblance and correlated well to the concentrated cluster of AzF residues in the frame stack. Further inspection revealed both rotamer 1 and 2 were gauche\(^*\) for \(\chi_1\), so the constant switching between rotameric states was likely a factor of intermolecular interaction arising from the bulk BLIP-\(I^{213}\text{AzF}\) protein.
Figure 4.17 – AzF\textsuperscript{213} RMSD analysis: Repeat 3. (A) RMSD of phenylazide over 190 ns. (B) Frequency distribution plot of phenylazide RMSD over 190 ns, with bins set to 0.01 nm. (C) Frame stack of the simulated protein every 2 ns, aligning to the protein in the first frame. Rotamers were identified by the modal group of peaks identified in (B).

To analyse the rotamer outputs across all three repeats, it was necessary to combine the structures and align them to the residues adjacent to AzF: QTAzFVP (Figure 4.18). The difference in $\chi_1$ angles allowed for easy distinction between the rotamer structures, but new rotamer groups would be assigned based on structural homology and ability to interface with a SWCNT bundle without steric clash (Table 4.1). For these reasons, the gauche\textsuperscript{+} population were split into two. The majority of gauche\textsuperscript{+} rotamers showed close structural homology and were defined as the new rotamer group 1 (red). However, one of the gauche\textsuperscript{+} rotamers identified in repeat 2
had its $\chi_1$ angle extended, possibly stabilised through an intermolecular interaction with the bulk BLIP-II$^{213\text{AzF}}$ protein. The resulting conformation caused the AzF rotamer to align closer to the bulk BLIP-II$^{213\text{AzF}}$ protein, rather than projecting into the solvent. As the mechanism of [2+1] AzF cycloaddition relies upon AzF to integrate perpendicularly to the SWCNT (Introduction 1.4.3.2), the extended gauche* rotamer would likely induce steric clash between the protein and SWCNT, and would be unfeasible for SWCNT binding. This rotamer was therefore assigned to the speculated steric clash group: new rotamer group 3* (blue). The trans $\chi_1$ population was also a rotamer group divided into two. The residue highlighted in green was assigned to the new rotamer group 2 as it projected straight into the bulk solvent with no suggestion of steric clash. Meanwhile, the extended trans $\chi_1$ variant from repeat 2 was perceived to project in a direction that would induce steric clash and was therefore assigned to new rotamer group 3*. There was only one rotamer occupying the gauche$^-$ $\chi_1$ configuration, and this aligned adjacently to the BLIP-II$^{213\text{AzF}}$ protein. In anticipation of steric clash, this rotamer was also assigned into new rotamer group 3*. These new rotamer groupings were then taken forward for in silico modelling with SWCNT bundles, to identify any possible steric clash and prospective binding orientations.

**Figure 4.18 – Summary of BLIP-II$^{213\text{AzF}}$ rotamers.** Frames extracted to illustrate all rotamers from repeats 1 – 3 and aligned along residues QTAzFVP. Rotamers are assigned by their properties (defined in Table 4.1) with rotamer groups 1, 2 and 3*
coloured red, green and blue respectively. The $\chi_1$ angles are denoted as $g^+ =$ gauche$^+$, $g^- =$ gauche$^-$ and $t =$ trans.

**Table 4.1 – Assignment of new rotamer groups in BLIP-II$^{213\text{AzF}}$.** Groups were assigned by structural homology (rotamers 1 and 2) or potential for steric clash (3*).

<table>
<thead>
<tr>
<th>Repeat</th>
<th>Rotamer</th>
<th>$\chi_1$</th>
<th>New rotamer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>gauche$^+$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>trans</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>gauche$^-$</td>
<td>3*</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>gauche$^+$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>gauche$^+$</td>
<td>3*</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>trans</td>
<td>3*</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>gauche$^+$</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>gauche$^+$</td>
<td>1</td>
</tr>
</tbody>
</table>

**4.2.7 BLIP-II$^{41\text{AzF}}$: in silico modelling with SWCNT bundle**

Having identified my modal AzF rotamers and extracted representative BLIP-II structures, *in silico* modelling with a SWCNT bundle was performed using PyMOL. Here, the protein was rotated about the SWCNT until the phenyl azide group was perpendicular to it, to represent the covalent bonding geometry (Introduction 1.4.3.2).

**4.2.7.1 Rotamer 1: steric clash**

Rotamer 1 models have been extracted from simulation repeats 1 – 3 and interfaced with a SWCNT bundle in Figure 4.19, with the excess SWCNTs hidden from view. All three repeats showed BLIP-II would be affected by steric clash if attempting to bind the SWCNT. This is due to AzF running parallel to the edge of BLIP-II (Figure 4.12), as it’s intruding on a plane of residues which project from neighbouring loops and turns. There are five residues common to all observed clashes: S290, S291, S294, G295 and K310. In particular, the loop extending from P289-V296 bore a major constraint on the BLIP-II—SWCNT interface, with a
combination of these residues providing further clash in repeats 1 and 3. The variety of clash will be linked to the dynamism of the loop in that particular frame, but its constant presence suggests BLIP-II^41AzF would be more likely to crosslink with a nearby residue than interface with the SWCNT when photoactivated.

<table>
<thead>
<tr>
<th>Residue clash</th>
<th>Repeat 1</th>
<th>Repeat 2</th>
<th>Repeat 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 residues</td>
<td>S290, S291, V292, Q293, S294, S295, V296, K310, G311</td>
<td>5 residues</td>
<td>7 residues</td>
</tr>
</tbody>
</table>

**Figure 4.19 – BLIP-II^41AzF:** Rotamer 1 interfaced with SWCNT across repeats 1 – 3. AzF (red) is shown inserted into the SWCNT, while sterically clashing residues are highlighted in yellow.

### 4.2.7.2 Rotamer 2: modelling with TEM-1 and KPC-2

Rotamer 2 looked more promising for SWCNT attachment as it was seen to protrude perpendicularly away from the rest of the BLIP-II protein (Figure 4.12). Indeed, the *in silico* modelling with the SWCNT bundle proceeded seamlessly, with no steric clash (Figure 4.20). The alignment with the β-lactamases, however, suggested the rotamer wasn’t the most successful anchor. With TEM-1 aligned to BLIP-II^41AzF, there was a 13.6 Å gap between the β-lactamase and the SWCNTs, while the gap was reduced slightly for KPC-2 to 11.8 Å. For an NT-FET to effectively monitor protein-protein interactions, the incoming analyte must be within the Debye length. This distance is determined by the electrolyte solvating the analyte, and the
DPBS buffer used in chapter 3 had a calculated Debye length of 7 Å. With both β-lactamases positioned beyond this distance, my modelling suggested they would be unable to induce an electrostatic gating effect. This somewhat correlated to the experimental observations because the BLIP-II^{41AzF} functionalised NT-FETs failed to sense KPC-2 and transduced only a weak signal for TEM-1 (section 3.2.6.2). If we assume the BLIP-II^{41AzF} and TEM-1 models have sufficient dynamicity to occasionally breach the Debye length, it’s possible that TEM-1 could impart a weak gating effect on the SWCNTs. As electrostatic potential is known to decay exponentially from the charged molecule (Israelachvili 1991), gating from the cusp of the Debye length would require a strong ESP to affect SWCNT conductance. APBS analysis suggested TEM-1 had a strong negatively charged surface (~ -3 k_{B}Te_{c}^{-1}), while KPC-2 had a mix of weaker electrostatic surface potential. The ESP presented by TEM-1 may therefore have been sufficient to weakly increase the population of holes, and thus conductance, in the p-type SWCNTs (Artyukhin et al. 2006).
4.2.7.3 Rotamer orientation viability

To summarise the data above, Table 4.2 has been compiled. The percentage time for each rotamer was calculated by averaging the individual rotamer propensity across repeats 1 – 3. Rotamer 1 was the most dominant, existing for 78.1 % of the simulations, but was not considered a viable option for SWCNT interfacing due to the extent of steric clash. Rotamer 2 was only present for 14.4 % of the simulation but could effectively bind the SWCNT bundle. The alignment with the β-lactamases, however, suggested they would be placed beyond the Debye length, and unable to impart a change in SWCNT conductance. These results generally correlated well with experimental observations, as BLIP-II$^{41A2F}$—NT-FETs failed to transduce KPC-
2, and TEM-1 was only transduced through a weak increase in conductance (~ 0.19 µA; section 3.2.6.2). As mentioned previously, it is possible that inherent protein dynamicity could result in temporary breaches of the Debye length for TEM-1, where its strong negative ESP could impart a weak gating effect. One factor in particular that could contribute to Debye length breaches is the inherent flexibility of the N-terminal backbone. AzF\textsuperscript{41} was shown to have the highest RMSF of all residues (Figure 4.7), and its extreme backbone mobility may sample configurations that shift the relative position of the BLIP-II\textsuperscript{41AzF—TEM-1} complex on the SWCNT. The N-terminal backbone flexibility is also responsible for the relatively high population of unclassified rotamers (7.5 %). The flexibility and spatial freedom that accompanies AzF\textsuperscript{41} encourages broad rotamer sampling which could have the potential to fit into any category e.g., sterically clashing with the SWCNT, or viable binding to the SWCNT with analytes binding within / beyond the Debye length. For these reasons, my molecular dynamics modelling of BLIP-II\textsuperscript{41AzF} provides a good level of insight into the ability of AzF to mediate proximal analyte sensing, but the flexibility of the N-terminal residue introduces variables that aren't fully accounted for by the model.

### Table 4.2 – BLIP-II\textsuperscript{41AzF} rotamer summary.

<table>
<thead>
<tr>
<th>Rotamer</th>
<th>Time</th>
<th>Steric clash?</th>
<th>TEM-1 in Debye length?</th>
<th>KPC-2 in Debye length?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.1 %</td>
<td>✔️</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>2</td>
<td>14.4 %</td>
<td>✘️</td>
<td>✘️</td>
<td>✘️</td>
</tr>
</tbody>
</table>

#### 4.2.8 BLIP-II\textsuperscript{213AzF}: in silico modelling with SWCNT bundle

##### 4.2.8.1 Rotamer 1: modelling with TEM-1 and KPC-2

Rotamer 1 of BLIP-II\textsuperscript{213AzF} yielded the most promising results of all BLIP-II\textsuperscript{AzF} models in terms of rotamer attachment configuration to mediate proximal β-lactamase sensing. It’s orientation in Figure 4.18 showed the rotamer protruding diagonally away from the BLIP-II protein, and when it was aligned perpendicularly to the SWCNT (Figure 4.21), it resulted in the β-lactamase binding face tilting down towards the SWCNT. Alignment with TEM-1 and KPC-2 then brought the β-
lactamases within 1.6 Å and 2.0 Å of the SWCNT, respectively. These distances put both β-lactamases within the Debye length and would allow their ESP to electrostatically gate the SWCNT bundle. ESP, it is important to note, will vary considerably across a protein surface. The complex macromolecular structure will have both charge polarities, varying charge densities and varying charge distances from the SWCNT, due to the 3D protein surface. When coming to the qualitative decision on the average ESP presented, all of the above factors were considered. For example, TEM-1 was marbled with negative and positive patches underneath the SWCNT, but there was a notably strong acidic patch (~ -5 k_BTe_{-1}) at the BLIP-II—TEM-1 binding interface. Measured by PyMOL, this patch came within 5.1 Å of the SWCNT and was within the Debye length. On balance, I thus concluded BLIP-II was presenting a negatively charged face. KPC-2, on the other hand, appeared largely dominated by basic patches, so I predicted a positively charged face (~ 1.5 k_BTe_{-1}) to be presenting towards the SWCNT. From an experimental design standpoint, this insight on ESP is a valuable addition to the modelled protein—NT-FET interface, as it could allow you to target charge hotspots via different mutation sites, inducing a bigger change in NT-FET signal. To compare this model to the experimental results (section 3.2.6.2), BLIP-II^{213A2F} functionalised NT-FETs recorded a conductance change of up to +0.64 µA for TEM-1 sensing, and -0.25 µA for KPC-2. The electrostatic gating hypothesis explains an increase in p-type SWCNT conductance as a response to negative gating potential, such as the -5 k_BTe_{-1} charge presented by TEM-1. Meanwhile, a loss of p-type SWCNT conductance is explained by a positive gating potential, such as the 1.5 k_BTe_{-1} charge presented by KPC-2 (Artyukhin et al. 2006). The magnitude of conductance change in this case appears to match strength of ESP presented.
Figure 4.21 – BLIP-II$^{213}$Af. Rotamer 1 interfaced with SWCNT bundle and β-lactamases. BLIP-II is coloured dark grey, while TEM-1 and KPC-2 have been processed with APBS electrostatics and coloured by electrostatic potential (ESP).

4.2.8.2 Rotamer 2: modelling with TEM-1 and KPC-2

Rotamer 2 could easily be modelled onto the SWCNT bundle, with the rotamer protruding straight down away from the bulk BLIP-II$^{213}$Af protein (Figure 4.18). When this was perpendicularly aligned to the SWCNT, it became apparent that the β-lactamase binding site would be angled away from the bundle. Figure 4.22 shows the effect of this, as TEM-1 was measured 19.9 Å from the SWCNT, and KPC-2 was measured at 21.4 Å. Both proteins presented a strong ESP towards the SWCNT, but placement beyond the narrow 7 Å Debye length suggested the rotamer would be unsuccessful at inducing conductance across along the SWCNTs.
Figure 4.22 – BLIP-II$^{213\text{AzF}}$: Rotamer 2 interfaced with SWCNT bundle and β-lactamases. BLIP-II is coloured grey, while TEM-1 and KPC-2 have been processed with APBS electrostatics and coloured by electrostatic potential (ESP).

4.2.8.3 Rotamer 3*: steric clash

Rotamer 3* represented a group of rotamers that appeared almost parallel to surface of the BLIP-II protein (Figure 4.18). The direction of rotamer projection was a function of their gauche+, gauche− and trans χ1 angle, but their planar nature in relation to the bulk BLIP-II$^{213\text{AzF}}$ protein ensured that perpendicular alignment to the SWCNT would result in steric clash from the surrounding protein residues (Figure 4.23). R1R3, the gauche− variant, achieved the highest levels of steric clash, with thirteen residues intruding into the SWCNT. Attachment from this position would be impossible as AzF cannot access the nanocarbon surface.
R2R2 (the gauche\(^*\) variant) and R2R3 (the trans variant) saw less steric clash, with only two or one residue conflicts, respectively. Protein dynamics could arguably see these residues fluctuate in and out of steric clash zones, so one can still consider the possible \(\beta\)-lactamase binding conformations in relation to the SWCNT bundle. As an extended variant of rotamer 1 (Figure 4.21), the R2R2 rotamer generates similar results when modelled with the SWCNT bundle (Figure 4.24). The \(\beta\)-lactamase binding face is positioned only 2.4 Å from the SWCNT and TEM-1 presents a similar ESP. If the sterically clashing residues N207 and Y208 were caught in a favourable conformation, I could anticipate similar electrostatic gating to that observed in Figure 4.21. R2R3, meanwhile, is considered an extended variant of rotamer 2 (Figure 4.22). When this rotamer was modelled with the SWCNT bundle (Figure 4.24), BLIP-II ended up tilting further backwards, pushing any incoming \(\beta\)-lactamase even further from the SWCNT (\(\sim\) 21.0 Å). As a result, favourable shifting of sterically clashing residue A216 wouldn’t change the ESP presented. While the rotamer 3* group have been ruled out as viable binding orientations, it is important to consider these results in a dynamic context to ensure all possible ESP is accounted for.

<table>
<thead>
<tr>
<th>Residue clash</th>
<th>R1R3</th>
<th>R2R2</th>
<th>R2R3</th>
</tr>
</thead>
<tbody>
<tr>
<td>13 residues</td>
<td></td>
<td>2 residues</td>
<td>1 residue</td>
</tr>
<tr>
<td>Y206, F209, K239, A242, A243, G244, D245, N246, R247, T251, T252, V253, L258</td>
<td></td>
<td>N207, Y208</td>
<td>A216</td>
</tr>
</tbody>
</table>

**Figure 4.23 – BLIP-II\(^{213\text{AzF}}\): Rotamer 3* interfaced with SWCNT.** The simulation source for each rotamer has been acronymised to R#R# (repeat number and
rotamer number). AzF (blue) is shown inserted into the SWCNT, while sterically clashing residues are highlighted in yellow.

**Figure 4.24 – BLIP-II^213AzF: Rotamer 3* ignoring the steric clash.** Rotamers R2R2 and R2R3 were modelled with the SWCNT bundle and TEM-1 was aligned. BLIP-II is coloured grey, while TEM-1 has been processed with APBS electrostatics and coloured by electrostatic potential (ESP).

**4.2.8.4 Rotamer orientation viability**

To summarise the data above, Table 4.3 has been compiled. The percentage time for each rotamer was calculated by averaging the individual rotamer propensity across repeats 1 – 3. Rotamer 1 was the majority population at 48.6% and was predicted to be the most successful rotamer, with both β-lactamases aligning within
the Debye length. Crucially, the ESP presented was shown to correlate to the conductance changes measured from TEM-1 and KPC-2 sensing experiments (section 3.2.6.2). Conductance increased by up to 0.64 µA in TEM-1 sensing, which suggested a negative gating potential had been applied. From the computational model, I identified TEM-1 to be presenting a strong negative ESP (-5 k_BT_e^{-1}) within the Debye length. Meanwhile, the experimental results for KPC-2 showed conductance to decrease by -0.25 µA, which suggested a positive gating potential had been applied. Again, the computational model supported this hypothesis, with KPC-2 presenting a positive ESP (~ 1.5 k_BT_e^{-1}). Interestingly, the magnitude of conductance change was shown to be similar to the strength of ESP presented. Boosting signal transduction could therefore aided by stabilisation of rotamer conformations. To consider the other rotameric populations, rotamer 2 accounted for 27.8 % and could viably bind the SWCNT bundle. However, BLIP-II^{213AzF}'s orientation would not permit incoming β-lactamases from influencing SWCNT conductance, as they were suspended ~20 Å above the nanocarbon surface. Inherent protein flux and dynamics from the BLIP-II^{213AzF}—TEM-1 complex would be unlikely to mediate a Debye length breach. Finally, rotamer 3* grouped all the remaining rotamers by their planar proximity to BLIP-II^{213AzF}'s surface (25.1 %). This was observed to cause steric clash when aligned perpendicularly to the SWCNT surface, rendering them non-viable for SWCNT attachment. However, this was taken with a pinch of salt, because R2R2 and R2R3 only experienced minor steric clash which could vary with protein dynamicity.

**Table 4.3 – BLIP-II^{213AzF} rotamer summary.**

<table>
<thead>
<tr>
<th>Rotamer</th>
<th>Time</th>
<th>Steric clash?</th>
<th>TEM-1 in Debye length?</th>
<th>KPC-2 in Debye length?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>46.6 %</td>
<td>X</td>
<td>✓ - strongly negative ESP</td>
<td>✓ - positive ESP</td>
</tr>
<tr>
<td>2</td>
<td>27.8 %</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>3*</td>
<td>25.1 %</td>
<td>✓</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>
4.3 Conclusions and Future Perspectives

To summarise the key results from this chapter, I used MD simulation to investigate AzF rotamers in BLIP-II\textsuperscript{41AzF} and BLIP-I\textsuperscript{213AzF}. Residue flexibility was measured by RMSF and B-factors, and both BLIP-II\textsuperscript{AzF} variants recorded an increase from WT BLIP-II at the AzF mutation site, indicative of the side chain’s freedom and flux. Side chain rotamers were identified through AzF RMSD studies, with BLIP-II\textsuperscript{41AzF} grouping 92.5 % of the simulation into two rotamer groups and BLIP-I\textsuperscript{213AzF} grouping 99.5 % of the simulation into three rotamer groups. Modal structures of the rotamer groups were extracted and in silico modelling was performed to assess if AzF was sterically available for covalent binding, and what distance the analytes would be from the SWCNT surface. Only one of BLIP-II\textsuperscript{41AzF}’s rotamers were viable for SWCNT binding, and modelling with the SWCNT bundle suggested incoming β-lactamase proteins would bind just beyond the Debye length. For BLIP-I\textsuperscript{213AzF}, both rotamer groups 1 and 2 were viable for SWCNT binding, but only rotamer group 1 allowed incoming β-lactamases to bind BLIP-II within the Debye length. ESP analysis of these β-lactamases correlated to the experimental results from Chapter 3, with positive ESP linked to hole depletion and negative ESP linked to hole accumulation.

The success of this modelling method ultimately comes down to physical NT-FET construction and experimental results from β-lactamase sensing assays. I therefore retrospectively compare my modelling data to the electrical results produced in Chapter 3. Here, BLIP-II\textsuperscript{41AzF} recorded a weak electrical response to increasing concentrations of TEM-1 and KPC-2, with only TEM-1 breaching NT-FET baseline variation (-0.1 – 0.1 µA) to record a slight increase in current to 0.19 µA. The small gating effect observed isn’t fully explained by my modelling data, where only rotamer 2 (representing 14.4 % of the population), allows TEM-1 to bind 13.6 Å from the SWCNT, beyond the Debye length. The high RMSF for 41AzF and inherent N-terminal backbone flexibility, however, had the potential to induce global shifts in the positioning of the AzF residue, as there is sufficient spatial freedom and flux. This could feasibly bring the BLIP-II\textsuperscript{41AzF}—TEM-1 complex to the cusp of the Debye length, where the strong ESP presented by TEM-1 (-3 k_B T e^{-1}) could induce weak gating of the SWCNT. In addition to this, there is an unclassified rotamer population which represents 7.5 % of the population. It is possible that rotamers from this could contribute to the weak electrostatic gating, with a small proportion of TEM-1 binding through unidentified configurations that breach the Debye length. In comparison, BLIP-I\textsuperscript{213AzF} recorded a stronger electrical response to increasing concentrations of
TEM-1 and KPC-2. Against TEM-1, current was seen to increase to 0.64 μA, while KPC-2 induced a drop to -0.25 μA. The gating effects observed here correlate to my modelling data. BLIP-II^{213AzF} had three rotamer groups identified, but only one (representing 46.6% of the rotamer population) allowed β-lactamases to bind within the Debye length. When modelled against the β-lactamases, TEM-1 was shown to present a strong negative charge, up to -5 k_BTc^-1, while KPC-2 presented 1.5 k_BTc^-1. The strong negative ESP presented by TEM-1 is expected to significantly increase the number of holes within the SWCNT, while the slight positive charge of KPC-2 would slightly deplete holes, correlating to observed electrical results (Artyukhin et al. 2006). Overall, my modelling analysis has allowed me to derive two key parameters: (i) the viable rotamer population that permits β-lactamase binding within the Debye length, and (ii) the strength of ESP presented within the Debye length via APBS electrostatics. This systematic study has provided reasoning for the different electrical responses recorded by BLIP-II^{41AzF} and BLIP-II^{213AzF} functionalised NT-FET devices, and I deem this method to be a successful prediction of AzF mutation site success.

While the modelling and experimental data has fitted together nicely, the analysis techniques are still open to critical evaluation. One limitation that became apparent throughout this process is the use of AzF RMSD to analyse AzF at the N-terminus. Flexibility of the backbone at N- and C-termini is typical in protein structure, and there is an established link between backbone flexibility and the extent of conformational freedom experienced by side chain groups (Friedland et al. 2008; Havranek and Baker 2009). The histograms representing rotamer population in the N-terminal 41 AzF mutation failed to completely converge into defined rotamer peaks, and I hypothesise this is due to extensive rotamer sampling. This prevents me from classifying 7.5% of the population, losing vital rotamer viability data and potential β-lactamase ESP. Another limitation linked to this methodology is the reference structure constraint. Before calculating the RMSD, the trajectory frame is compared to the default reference structure (the first frame collected). If your reference structure is halfway between two rotamer groups, the directionless measure of RMSD cannot distinguish between the groups and both rotamers will be plotted as part of the same population – as seen in the first repeat of BLIP-II^{213AzF}. To counter this, a superimposition frame stack of the entire trajectory was included for every AzF RMSD analysis performed. This allowed me to verify the actual number of rotamers and identify which RMSD peaks they were associated with. A final limitation associated with this method is the complexity surrounding
CHARMM36 forcefield amendments. Working with non-natural systems requires the forcefield to be adapted to recognise the non-natural element, in my case, the AzF residue. Other NT-FETs may also use unusual functionalisation chemistry to link together the biomolecules and SWCNTs, and so a certain level of knowledge will be required to alter the forcefield for these systems.

Aside from these limitations, there are a few other areas of improvement to target in future modelling approaches. Incidences of steric clash cause whole rotamer populations to be written off, regardless of the number of clashing residues. This could be considered unfair, as proteins are constantly undergoing dynamic flux, and may not sample continuous clashing. In future analysis attempts, I could consider setting a lower limit for steric clash (e.g. ≤ 3 residues), and in these situations, a bigger population sample could be taken to estimate steric clash probability and model the incidences where steric clash does not occur. Another opportunity for model improvement is inspired by Côte et al. (2021), who used advanced modelling to quantitively investigate the molecular origin of electrostatic gating from lysozyme on SWCNTs. This was a sophisticated approach to predicting ESP and could be used to more accurately link patches of ESP on the β-lactamase surface to experimental electrical results.

Overall, using MD to inform me of AzF rotamer propensity has yielded successful results, considering the observed electrical measurements in Chapter 3 and its correlation to applied in silico models of BLIP-IIAzF—NT-FET transistor channels. As with most methodologies, there are limitations associated with using AzF RMSD, but these have generally been countered with using additional analysis techniques or have been earmarked as future development opportunities. This, and other computational techniques, will be crucial for more effective NT-FET designs; building a pipeline for prototype AzF mutation models, through rotamer dynamicity assessment and in silico modelling.
5. Differential bio-optoelectronic gating of semiconducting carbon nanotubes by varying the covalent attachment residue in sfGFP

Work in this chapter contributed to a published, peer-reviewed paper where I am joint 1st author. With permission from the publisher, text and figures have been taken and adapted for my thesis.


Statement of work

Work in this chapter was performed in collaboration with the Bobrinetskiy lab at MIET. I carried out the initial workload by producing and characterising the sfGFPAZF variants, functionalising the NT-FETs and organising delivery to MIET. Dr. Aleksei Emilianov and Dr. Nikita Nekrasov were then responsible for downstream data collection, including NT-FET characterisation and photoresponse experiments. All data presented in this chapter has been plotted and analysed by me, unless explicitly referenced in the figure caption.

5.1 Introduction

The global depletion of non-renewable resources has catalysed the need for more sustainable technology. Optoelectronic devices represent a key market to target, as their ability to detect, modulate or emit light shows parallel functionality to many photoactive biomolecules. If these biomolecules could be substituted for their inorganic and finite counterparts e.g. silicon or gallium arsenide (Miller 1995; Xu et al. 2018a), a new generation of eco-friendly and low-cost bionanohybrids could be borne (Ou et al. 2021).

Nature has created a myriad of proteins capable of interacting with and responding to light at various wavelengths across the UV-visible region of the electromagnetic spectrum (Arnesano et al. 1999; Palczewski et al. 2000; Jordan et al. 2001). Fluorescent proteins (Zimmer 2009; Rodriguez et al. 2017) are the favoured candidate for bio-based optoelectronic FET development, as light-induced electrical excitation of the chromophore has the potential to be reciprocally coupled to conductance (Fernández-Luna et al. 2018; Nishiori et al. 2019). Fluorescent
proteins also have a structural advantage over smaller photoactive biomolecules, because an external protein shell protects the chromophore from the environment and fine-tunes the electronic properties through long-range charge transfer pathways (Bogdanov et al. 2009). These properties have led to the green fluorescent protein (GFP; Tsien 1998) being successfully trialled in molecular electronic setups, finding applications in light-harvesting and energy transfer (Zajac et al. 2018), BioLEDs (Fernández-Luna et al. 2018), solid-state protein lasers (Gather and Yun 2014), and optically gating gold substrates (Korpany et al. 2012). This puts us in good stead for using the superfolder variant of GFP (sfGFP; (Pédelacq et al. 2006)) as our light-responsive element in optoelectronic FET design.

For sfGFP to operate in an optoelectronic device, it must be interfaced with a compatible electronic material to allow light-induced charge transfer (Du et al. 2020). Nanocarbons, such as single-walled carbon nanotubes (SWCNTs) or graphene, offer an appropriate foundation, with their semiconducting properties and ability to be chemically modified (Karousis et al. 2010; Georgakilas et al. 2012; Norizan et al. 2020) allowing easy functionalisation with proteins (Calvaresi and Zerbetto 2013; De Leo et al. 2015; Marchesan and Prato 2015). SWCNTs tend to be favoured over graphene, as their cylindrical structure is more compatible with protein interfacing, and the diameter of 1 – 2 nm matches well with sfGFP dimensions (~3 nm x 5 nm; Figure 5.1(A)). Graphene, meanwhile, has a large hydrophobic surface which has been shown to induce protein unfolding and loss of function (Calvaresi and Zerbetto 2013).
Figure 5.1 – Attachment of sfGFP to SWCNTs. (A) The structure of the superfolder version of GFP (Pédelacq et al. 2006) mutated in silico to contain p-azido-L-phenylalanine (AzF) at residues 132 or 204 (cyan and shown as sticks). The chromophore (CRO) is shown as grey spheres with relative dimensions shown in red. (B) Schematic outline illustrating non-specific attachment of GFP by, for example, primary amine chemistry via lysine residues (shown as yellow spheres) and defined, single-site attachment via genetically encoded phenyl azide photochemistry (shown as pink spheres). (C) SWCNT attachment using phenyl azide photochemistry. Illumination with UV light (305 nm) generates a nitrene radical that can covalently crosslink to the electron-rich SWCNT across a C=C bond. Figure copied with permission from Gwyther et al. (2022).

By coupling sfGFP to SWCNTs, we have the potential to tune optoelectronic SWCNT-FET (NT-FET) properties by exploiting single fluorescent protein molecule function (Wang et al. 2012; Freeley et al. 2017; Thomas et al. 2020; Ghasemi and Moth-Poulsen 2021). Previous examples of NT-FETs and graphene-FETs functionalised with photosensitive proteins have shown some promise, with an enhancement of photocurrent response, and wavelength-selective photodetection (Lu et al. 2012; Bakaraju et al. 2020; Tong et al. 2020). However, these approaches are limited in their potential because they do not allow the attachment site to be defined and systematically varied to optimise and/or alter the protein-dependent conductance characteristics. If Tong et al.’s (2020) primary amine conjugation chemistry approach was applied to sfGFP, there would be 19 potential lysine residues to mediate SWCNT attachment (Figure 5.1 (B)). With each attachment interface offering an alternative charge transfer pathway (Freeley et al. 2017;
Thomas et al. 2020), the summative response would be collective and unpredictable. Therefore, we look to mediate sfGFP attachment at a designed residue, to generate a defined, stable, intimate, and homogenous interface with optimal transduction between the two.

We have recently shown that proteins, including sfGFP, can be site-specifically covalently attached to graphene (Zaki et al. 2018) and SWCNTs (Chapter 3; Thomas et al. 2020) using genetically encoded phenyl azide photochemistry (Figure 5.1 (C)). The attachment mechanism is shown in Figure 5.1 (C) and involves irradiation with UV light, which converts the phenyl azide into a nitrene radical (Reddington et al. 2013b) that can then covalently link to the electron-rich side walls of a SWCNT (Thomas et al. 2020). Phenyl azide photochemistry makes generating bionanohybrids easier and more precise as the new abiotic chemistry is incorporated site-specifically at one single location by design (Chin et al. 2002; Reddington et al. 2013a). Furthermore, the phenyl azide moiety can easily be moved to different residues in a protein, changing the nature of the protein-SWCNT interaction and thus the transduction process.

In this work, we demonstrate the use of NT-FETs photochemically modified with two different phenyl azide containing variants of sfGFP (Figure 5.1 (A)) for the development of optoelectronic devices. Changing the protein’s interfacing residue altered the properties of the NT-FET device. We demonstrate that the light-dependent electron-donating nature of sfGFP decreased the conductivity of p-type semiconducting SWCNT by circa an order of magnitude upon light illumination close to the peak absorbance wavelength for GFP. To the best of our knowledge, this is the first-time individual carbon nanotube-based transistors have been photochemically modified with a protein and shown direct orientation-specific effects on conductance modulation.

5.2 Results and Discussion

5.2.1 Expression and purification of sfGFPAzF variants

To generate optically gated NT-FETs via covalently linked sfGFP, the attachment configuration will be crucial to its success. We have previously engineered sfGFP to contain the non-natural amino acid p-azido-L-phenylalanine (AzF) at either residue 132 (sfGFP132AzF) or 204 (sfGFP204AzF) (Reddington et al. 2012; Thomas et al. 2020). The sfGFP132AzF variant is termed the long axis variant as the SWCNT attachment residue is positioned at the end of the β-barrel GFP structure distal from the
The functional centre, the chromophore (Figure 5.1 (A)). The estimated distance between the chromophore and AzF is ~2.5 nm. The sfGFP^{204AzF} variant is termed the short axis variant as residue 204 is positioned on the side of the β-barrel close to chromophore, resulting in a shorter distance between the chromophore and the attachment site (~1 nm). Both variants have been attached to SWCNTs in previous studies and have shown evidence of charge transfer and communication (Freeley et al. 2017; Thomas et al. 2020), so based on empirical knowledge, we anticipate similar mechanisms will be at play when employed in our NT-FET.

The sfGFP^{AzF} variants were produced by recombinant expression in TOP10 E. coli. A dual-vector system of pBAD and pDULE-cyanoRS were used, with pDULE-cyanoRS encoding the engineered tRNA / aminoacyl tRNA synthetase pair to recognise the amber stop codon in sfGFP and incorporate AzF (Reddington et al. 2013a). The cells were cultured under dark conditions to prevent AzF photolysis, fractioned into soluble cell lysate via French press and purified by a two-step process. The first purification made use of an intrinsic C-terminal His-tag, coordinating sfGFP to Ni ions in a Ni-NTA chromatography matrix while endogenous proteins passed through (Figure 5.2 (A)). Increasing concentrations of imidazole in the Ni affinity elution buffer then forced sfGFP to elute, appearing as intense proteins bands between 26 – 34 kDa on the SDS-PAGE fractional analysis (Figure 5.2 (B)). It should be noted that the lower ~26 kDa band is a protein degradation band, due to a partial break in the polypeptide backbone within the chromophore. Fractions containing sfGFP were pooled and concentrated to 1 mL before loading onto the Superdex 75 column for purification via size exclusion and buffer desalting (Figure 5.2 (C)). sfGFP was eluted between ~70 – 90 mL and analysed with SDS-PAGE (Figure 5.2 (D)) to reveal a clean, intense band at ~30 kDa.
5.2.2 Characterisation of sfGFP\textsuperscript{AzF} variants

To characterise the sfGFP\textsuperscript{AzF} variants, protein concentration was calculated by measuring absorbance at \( \lambda_{\text{max}} \) (485 nm) and using the Beer-Lambert law (Equation 2.5), with the molar absorption coefficients detailed in Table 2.12. Absorption and fluorescent spectra were then recorded with sfGFP\textsuperscript{AzF} variants free in solution. Both sfGFP\textsuperscript{132AzF} and sfGFP\textsuperscript{204AzF} were shown to have characteristic absorbance (Figure 5.3 (A)) and fluorescence spectra (Figure 5.3 (B – D)), similar to unmutated, wild type (WT) sfGFP. This confirmed that AzF had not affected sfGFP protein structure and function was largely the same, with the highest emission intensity arising from excitation close to \( \lambda_{\text{max}} \). Excitation wavelengths (445 nm, 470 nm and 595 nm) correspond to those used in the NT-FET photoresponse experiments (\textit{vide infra}).
Aliquots of the protein were then prepared at 100 nM or 1 µM, flash frozen and stored at -80 °C.

Figure 5.3 – Absorbance and fluorescence spectra of WT sfGFP and the sfGFP\textsuperscript{AzF} variants. (A) Absorbance spectra of 5 µM WT sfGFP (black line), sfGFP\textsuperscript{132AzF} (green line) and sfGFP\textsuperscript{204AzF} (red line). Spectra were normalized to the WT sfGFP. (B – D) Fluorescence emission spectra on excitation at 445 nm (red line), 470 nm (black line) and 590 nm (green line): (B) WT sfGFP, (C) sfGFP\textsuperscript{132AzF}, (D) sfGFP\textsuperscript{204AzF}. Figure adapted with permission from Gwyther et al. (2022).

Before sfGFP\textsuperscript{AzF} variants were taken forward for NT-FET device modification, AzF functionality was tested with fluorescent probe, DBCO-Cy3, in a strain-promoted azide-alkyne cycloaddition reaction. Here, WT sfGFP, sfGFP\textsuperscript{132AzF} or sfGFP\textsuperscript{204AzF} were incubated in a five-molar excess of DBCO-Cy3 and dye attachment was analysed via SDS-PAGE (Figure 5.4 (C)). Conjugation of the probe to sfGFP appeared as fluorescent bands when irradiated with UV (Figure 5.4 (A)) and provided evidence for AzF being chemically reactive. There was a notable difference, however, in labelling efficiency, with sfGFP\textsuperscript{204AzF} clicking five times more efficiently than sfGFP\textsuperscript{132AzF} (Figure 5.4 (B)). This behaviour has been observed previously by Reddington et al. (2012), and attributed to the 204 AzF
microenvironment promoting DBCO-Cy3 conjugation through hydrophobic interactions and limited side chain freedom. The 132 AzF microenvironment is surface exposed and dynamic, with some surrounding acidic residues. These differences may be responsible for hindering DBCO-Cy3 conjugation. No fluorescence was observed for WT sfGFP, which acted as a control for the selective DBCO-Cy3—azide reaction. It is important to note here that the difference in click efficiency is not indicative of photochemical efficiency, as they are two different reactions. The click reaction was used to prove the phenylazide chemistry remained present after an extensive purification protocol.

### Figure 5.4 – Testing AzF Functionality in sfGFP variants with DBCO-Cy3 assay.

(A) UV irradiated polyacrylamide gel. 10 μM samples of WT sfGFP, sfGFP\textsuperscript{132AzF} and sfGFP\textsuperscript{204AzF} were incubated in 50 μM DBCO-Cy3 for 1 hour, and 20μl samples were then analysed with SDS-PAGE. The gel was irradiated with UV and the image captured after a 13 second exposure. (B) Fluorescent band intensity. ImageJ analysis generated a histogram from the distribution of grey pixels in each gel lane, which was normalised and plotted as a bar graph. (C) Coomassie stain of the polyacrylamide gel, displaying the total protein loaded.

#### 5.2.3 Photo-attachment of sfGFP\textsuperscript{AzF} variants to NT-FETs

NT-FETs were fabricated by Dr. Aleksei Emilianov and Dr. Nikita Nekrasov at MIET using the methodology outlined in 2.4.7.2. To functionalise the NT-FETs with the sfGFP\textsuperscript{AzF} variants, the UV irradiation mechanism shown in Figure 5.1 (A) was used. The published methodology (Zaki et al. 2018; Thomas et al. 2020) is described in
detail in Methods 2.4.7.4, but in brief, 100 nM of the sfGFP<sub>AzF</sub> variant was drop cast onto the working area of the NT-FET device (Figure 5.5) and irradiated for 5 minutes with a 305 nm LED to trigger AzF photolysis. This decomposition formed a nitrene radical, which electrophilically attacked the π-electron rich sidewalls of the SWCNT to covalently bind sfGFP to the NT-FET device. Here, a low protein concentration was employed to ensure that proteins would be relatively well spaced on the SWCNT sidewall. The devices were washed thoroughly with deionised water and dried under a stream of nitrogen gas, before being taken forward for characterisation studies.

**Figure 5.5 – Working area of NT-FET device.** Optical image of a typical chip used (top), and an AFM image of the SWCNT transistor channel spanning between two Au/Ti electrodes (bottom). Figure adapted with permission from Gwyther et al. (2022).
5.2.4 Spectroscopic characterisation of sfGFP$^{132}$AzF—NT-FET and sfGFP$^{204}$AzF—NT-FET

Raman spectral analysis was performed to investigate the chemical structure of the SWCNTs after sfGFP$^{AzF}$ functionalisation. Spectra for individual pristine SWCNT channels are shown in Figure 5.6 (A) and (C) in black. Analysis of the observed $E_{33}$ optical transition revealed that the SWCNT corresponded to a $(11, 10)$ semiconducting SWCNT with a diameter of 1.42 nm (Satco et al. 2019). Spectra for SWCNTs after functionalisation with sfGFP$^{132}$AzF and sfGFP$^{204}$AzF are shown in Figure 5.6 (A) and (C) in red. There was almost no change in the intensity of the D and G$^+$ bands, with the $I_D/I_G$ ratio decreasing by 0.014 after sfGFP$^{132}$AzF functionalisation and increasing by 0.06 with sfGFP$^{204}$AzF (Figure 5.6 (E)). While one would anticipate an increase in $I_D/I_G$ ratio from the breaking of sp$^2$ bonds, our results more or less match Setaro et al.’s observations (2017) of an identical $I_D/I_G$ ratio before and after azide-induced [2+1] cycloaddition onto SWCNTs. Similarly, photochemical attachment of cytochrome $b_{562}$ onto graphene via AzF produced no observable D band (Zaki et al. 2018). This could be due to low-frequency protein photochemical attachment (estimated at ~0.01 % C=C bond disruption), but it also supports the Setaro et al. (2017) hypothesis of aziridine rings forming an extension to the $\pi$-network following C=C bond disruption. Meanwhile, we observed minor changes in the G$'$ band after protein attachment (Figure 5.6 (B) and (D)), and a slight downshift in the G$^+$ band. This indicated a weak n-type doping of the SWCNT upon protein attachment, which we attribute to the additional electron density brought within the conduction band by sfGFP (Wise et al. 2004; López-Andarias et al. 2018). The overall absence of major changes in Raman spectra normally associated with large-scale oxidation (Pal et al. 2015; Emelianov et al. 2021) is not unexpected, and is the evidence of the low protein coverage on the SWCNT we aimed to achieve.
Figure 5.6 – Raman spectral analysis of sfGFP$^{132AxF}$ and sfGFP$^{204AxF}$ functionalised SWCNTs. Spectra of SWCNTs were recorded with an excitation wavelength of 532 nm and spot size of 1 µm, before (black) and after (red) sfGFP$^{AxF}$ functionalisation. Spectrum for sfGFP$^{132AxF}$ (100 nM) shown in (A), with G and G’ regions magnified in (B). Spectrum for sfGFP$^{204AxF}$ (1 µM) shown in (C), with G and G’ regions magnified in (D). Intensity ratio for D/G’ bands shown in (E). An average (n=5) ratio is derived for the SWCNTs + sfGFP. Figure adapted with permission from Gwyther et al. (2022).
5.2.5 Topographical characterisation of sfGFP$^{132}$AzF—NT-FET and sfGFP$^{204}$AzF—NT-FET

Atomic force microscopy (AFM) was used to assess attachment of protein molecules to the SWCNT (Figure 5.7 (A) and (B); Figure 5.8 (A) and (B)). Lateral cross sections taken from the pristine SWCNT and sfGFP$^{AzF}$ modified SWCNT revealed consistent increases in height (~1.5 nm) after protein attachment, providing strong evidence for protein presence on the nanotube (Figure 5.7 (C) and (D); Figure 5.8 (C) and (D); Thomas et al. 2020). While the height changes are lower than expected based on the protein crystal structure dimensions, this is in line with previous observations for sfGFP and proteins in general whereby AFM can underestimate heights of soft molecules like proteins, together with protein attachment occurring around the nanotube diameter rather than solely at the apex (Santos et al. 2011; Fuentes-Perez et al. 2013; Thomas et al. 2020). Moreover, the pristine SWCNT average diameter is estimated to be 1.6 ± 0.2 nm providing a larger surface area for GFP attachment compared to previously published thinner nanotubes (Freeley et al. 2017; Thomas et al. 2020). We can also estimate protein coverage from the longitudinal cross-sectional analysis. After functionalisation with 100 nM sfGFP$^{132}$AzF, there is circa one sfGFP molecule per 60 – 80 nm, which is approximately 120 – 170 proteins across the entire channel (Figure 5.7 (E)). Increasing protein concentration to 1 µM was then shown to increase density, with sfGFP$^{204}$AzF coverage estimated at circa one sfGFP molecule per 40 – 50 nm (Figure 5.8 (E)).
Figure 5.7 – Topographical characterisation of sfGFP$^{132\text{AzF}}$—NT-FET device. (A) AFM image of the SWCNT before and after (B) 100 nM sfGFP$^{132\text{AzF}}$ attachment, with perpendicular cross sections coloured and numbered. Sections are plotted in (C) and (D) for pristine SWCNT and SWCNT + sfGFP$^{132\text{AzF}}$, with sections 2 and 5 corresponding to bare SWCNT in the latter. Figures (A – D) were produced by Dr. Aleksei Emilianov. (E) Longitudinal topography along nanotube axis before (black) and after (red) sfGFP$^{132\text{AzF}}$ attachment, with purple arrows indicating likely sites of protein attachment. Figure adapted with permission from Gwyther et al. (2022).
Figure 5.8 – Topographical characterisation of sfGFP$^{204AzF}$—NT-FET device. (A) AFM image of the SWCNT before and after (B) 1 µM sfGFP$^{204AzF}$ attachment, with perpendicular cross sections coloured and numbered. Sections are plotted in (C) and (D) for pristine SWCNT and SWCNT + sfGFP$^{204AzF}$, with sections 3 and 7 corresponding to bare SWCNT in the latter. Figures (A – D) were produced by Dr. Aleksei Emilianov. (E) Longitudinal topography along nanotube axis before (black) and after (red) sfGFP$^{204AzF}$ attachment, with purple arrows indicating likely sites of protein attachment. Figure adapted with permission from Gwyther et al. (2022).
5.2.6 Electrical characterisation of sfGFP\textsuperscript{132AzF}—NT-FET and sfGFP\textsuperscript{204AzF}—NT-FET

Current-voltage characteristics (IVs) were first recorded for the NT-FETs prior to protein attachment. The devices showed typical p-doped semiconducting behaviour, with a Schottky barrier formed between the metal electrodes and semiconducting SWCNTs (Figure 5.9 (A) and (B)). Follow up electrical characterisation then revealed the extent of modulation to output IVs from sfGFP\textsuperscript{132AzF} and sfGFP\textsuperscript{204AzF} attachment. Both proteins caused a drop in conductivity, but this was particularly pronounced for sfGFP\textsuperscript{132AzF} (Figure 5.9 (A) and (B)). Electrostatic gating was unlikely to be the mechanism behind this because a loss of charge carriers is associated with a positive gating voltage, and the area surrounding 132 AzF is dominated by neutral and acidic groups (Figure 5.9 (C)). sfGFP\textsuperscript{204AzF}, meanwhile, experienced a negligible loss in conductance despite a higher-density coverage of basic residues around 204 AzF (Figure 5.9 (D)). Other mechanisms for conductance loss could therefore include non-specific adsorption of unbound protein, as observed in our WT sfGFP treated quasi-metallic SWCNT (qmSWCNT) device (Figure 5.10 (A)), trapped states from structural defects, or n-doping via direct charge transfer. The latter mechanism was also speculated from the Raman analysis (Figure 5.6) and would explain the loss of charge carrier population, as electrons quench the free holes. Overall, the small loss of conductance in these devices is testament to the minimal number of defects introduced by AzF cross-linking, and is far less abrasive than other SWCNT functionalisation methodologies, e.g., diazonium salt coupling or oxidation (Lerner et al. 2012; Stando et al. 2022).

Transfer IVs collected from semiconducting NT-FETs then allowed us to establish the operational gate voltage (V\textsubscript{GS}; Figure 5.10 (B)). Our semiconducting NT-FETs had a negative threshold voltage (V\textsubscript{T}) and drain current (I\textsubscript{D}) close to zero, when a source-drain bias (V\textsubscript{DS}) was applied at 1 V and V\textsubscript{GS} = 0 V. The highest possible conductance was observed at V\textsubscript{GS} ≤ -10 V across all six devices (Figure 5.10 (B)), so this was applied in the optoelectronic experiments hereafter. This ensured the NT-FETs were operating in the p-type region, and had conductance limited only by variations in channel length and contact resistance properties.
Figure 5.9 – Electrical characterisation of sfGFP$^{132\text{AzF}}$—NT-FET and sfGFP$^{204\text{AzF}}$—NT-FET. Output current-voltage characteristics of SWCNT-FETs before and after AzF containing GFP attachment to SWCNTs for sfGFP$^{132\text{AzF}}$ (A) and sfGFP$^{204\text{AzF}}$ (B). In each case, protein attachment was performed with 100 nM of the sfGFP variant. Electrostatic surface profile of sfGFP from the perspective of 132 AzF (C) and 204 AzF (D) residue sites (coloured cyan). The colour change from blue to red at (C, D) corresponds to a shift from positive to negative charges while white is neutral. Figure adapted with permission from Gwyther et al. (2022).
Figure 5.10 – Electrical characterisation of control devices. (A) Output IV curves of control qmSWCNT before (black, dotted) and after (black, solid) UV irradiation of qmSWCNT in the presence of WT sfGFP. (B) Transfer IV curves for six semiconducting NT-FETs before modification with protein. Operational range of $V_{GS}$ used in this work is depicted by a yellow square. Figure (B) was produced by Dr. Aleksei Emlianov. Figure adapted with permission from Gwyther et al. (2022).

5.2.7 Photoresponse of sfGFP$^{132}$AzF—NT-FET and sfGFP$^{204}$AzF—NT-FET

Fluorescent proteins like sfGFP are considered to have inherent light-dependent charge transfer and redox properties (Stoner-Ma et al. 2008; van Thor 2009; Oltrogge et al. 2014; Lv et al. 2015; Acharya et al. 2017; Tang et al. 2018; Sen et al. 2021) in addition to their surface protein electrostatics (vide supra). These properties can, in turn, change carrier density in SWCNTs, with a loss of holes associated with conductance decrease and gain of holes associated with a conductance increase. Charge carriers can be modulated through local field effects, such as electrostatic gating by the proximal protein surface (Brejc et al. 1997) or by direct charge transfer (Bradley et al. 2004; Du et al. 2020). We hypothesise the latter method will be the mechanism for conductance modulation when testing the optoelectronic control of our sfGFP$^{AzF}$ functionalised NT-FETs. Inherent sfGFP function permits electronic excitation through light absorption, and so covalent bonding to a SWCNT may provide a viable n-doping transduction pathway (Thomas et al. 2020; Yoo et al. 2021). By this hypothesis, the attachment site of sfGFP to SWCNT will significantly affect the nature and extent of conductance modulation.

We studied the photoresponse of the sfGFP$^{AzF}$ modified NT-FETs by irradiation at different wavelengths (445, 470, and 590 nm). As shown in Figure 5.3, the original WT sfGFP and the two AzF containing variants free in solution excite and emit to
different degrees at the chosen wavelengths (445 and 470 nm). Electronic excitation is most efficient at 470 nm (closest to the $\lambda_{max}$ at 490 nm), and there is no electronic excitation or fluorescence emission at 590 nm. Based on the solution spectral properties, we measured the optical response of our NT-FETs on irradiation at 470 nm first. Both sfGFP$^{132AzF}$—NT-FET and sfGFP$^{204AzF}$—NT-FET showed a significant light-dependent conductance decrease on illumination at 470 nm (Figure 5.11 and Figure 5.12). By comparison, a small increase in conductance is observed on illumination at 470 nm of pristine and WT sfGFP (no AzF) treated NT-FETs (Figure 5.13 (A – C)). For the sfGFP$^{132AzF}$—NT-FET, a 15-fold reduction of conductance occurred within 15.0 ± 1.7 seconds of illumination (Figure 5.11 (A)), with no recovery to the initial state on removal of the light source even after 10 minutes in the dark. To regenerate the sfGFP$^{132AzF}$—NT-FET we applied a gate voltage sweep from -15 to 15 V. After the sweep, illumination of the FET at 470 nm again resulted in a current drop until the next $V_{GS}$ sweep, demonstrating the system can be switched multiple times. For the sfGFP$^{204AzF}$—NT-FET, we also observed a ~80 % drop in current upon 470 nm illumination with a response time of 38.0±1.5 seconds. Unlike sfGFP$^{132AzF}$, total recovery of conductance occurred in the dark within 200 s without applying any $V_{GS}$ sweep. This recovery behaviour showed good reproducibility over multiple irradiation/dark steps (Figure 5.11 (B)). The two different protein attachment sites and, hence, molecular configurations result in a different response to light. Thus, we have demonstrated two different and novel bio-optoelectronic effects in NT-FETs: optical gated transistor (for sfGFP$^{204AzF}$) and optoelectronic memory (for sfGFP$^{132AzF}$). It is worth noting that sfGFP$^{132AzF}$—NT-FET behaves similarly to the optoelectronic memory device ORAM (Zhou et al. 2019a), optical switching that is restored under gate voltage sweeping.
Figure 5.11 – Photoresponse of sfGFP$^{132\text{AzF}}$—NT-FET and sfGFP$^{204\text{AzF}}$—NT-FET transistors: time course and mechanism. (A) Light-induced signal recording with gate voltage-induced dark state recovery in sfGFP$^{132\text{AzF}}$—NT-FET upon on 470 nm (50 mW cm$^{-2}$) illumination cycling. (B) Time course current evolution of the sfGFP$^{204\text{AzF}}$—NT-FET on 470 nm (50 mW cm$^{-2}$) illumination cycling. Data was collected after NT-FET was stored for six months and rehydrated for reproducibility testing (*vide infra*). (C) Two proposed mechanisms of photoinduced electron transfer from the chromophore in sfGFP$^{132\text{AzF}}$ (left) and sfGFP$^{204\text{AzF}}$ (right) variants to the SWCNT. Black solid and dotted arrows indicate the pathway of electron transport from the chromophore into SWCNT upon illumination and back under dark, respectively. Figure copied with permission from Gwyther et al. (2022).
Figure 5.12 – Photoresponse cycle. A detailed time course evolution of sfGFP$^{132AzF}$—NT-FET (A) and sfGFP$^{204AzF}$—NT-FET (B) upon one pulse of 470 nm LED (50 mW cm$^{-2}$) illumination. Data was collected shortly after NT-FET arrival in Russia, with the figures produced by Dr. Aleksei Emilianov. Figure adapted with permission from Gwyther et al. (2022).

We attribute the optical response of the sfGFP-modified NT-FETs to electronic excitation, together with the associated charge transfer process, energy emission and the subsequent return to the ground state. For both sfGFP$^{132AzF}$ and sfGFP$^{204AzF}$, illumination causes a decrease in conductance in p-type semiconducting SWCNTs (Figure 5.12). The likely mechanism for the observed current drop is the electron transfer to the SWCNTs from the photoexcited sfGFP, similar to that previously suggested for GFP bound to graphene, but fabricated via a different chemical attachment process (Lu et al. 2012). Attachment position with respect to the protein thus plays a major role in the optoelectronic characteristics of the fabricated devices.

The chromophore, central to sfGFP function, is buried within the β-barrel of the protein (Figure 5.1) and contributes to an extended polar interaction network of neighbouring residues and buried water molecules (Brejc et al. 1997; Stepanenko et al. 2008). These networks comprise the charge transfer pathways of sfGFP (Shinobu et al. 2010; Acharya et al. 2017). Differences between the relative chromophore distance of sfGFP$^{132AzF}$ (~2.5 nm) and sfGFP$^{204AzF}$ (~1 nm) were thought to explain the less-conductive state observed for sfGFP$^{132AzF}$, as electrons had to tunnel over a greater distance (Stuchebrukhov 2010; Winkler and Gray 2014). Indeed, it was suggested as a possible explanation for the previously observed difference in fluorescence characteristics on attachment to SWCNTs.
(Thomas et al. 2020). The CAVER analysis (Chovancova et al. 2012) performed by Thomas et al. (2020) proposed a long (4 – 5 nm) and an indirect charge transfer pathway between the chromophore and residue 132. For electrons to tunnel effectively over that distance, significant potential energy is required (Winkler et al. 1999). The reduced photo-cycling rate (Thomas et al. 2020) and the less conductive state of the SWCNT demonstrated here (Figure 5.11 (A) and Figure 5.12), suggests the photoexcited electron fails to cross this tunnelling barrier – possibly getting trapped on the water molecules at the protein and nanotube interface (Figure 5.11 (C)). Switching the gate voltage could explain restoration of the photoresponse by relaxing the dipole moment on the water molecule and driving an electron back to the protein. Meanwhile, sfGFP^{204AzF} exhibits a closer coupling between the sfGFP chromophore and SWCNT (Figure 5.11 (C)). An established water tunnel is already known to connect the chromophore to the bulk solvent adjacent to residue 204 (Shinobu and Agmon 2015). This potential charge transfer pathway is much shorter (~ 1 nm) and more direct than in sfGFP^{132AzF}, so electron tunnelling is anticipated to be more successful. Indeed, increased photo-cycling rates were observed by Thomas et al. (2020), and conductance was demonstrated to recover here (Figure 5.11 (B) and Figure 5.12).
Figure 5.13 – Photoresponse of control semiconducting SWCNT transistors.

(A) The output curves of pristine semiconducting NT-FET in the dark and upon LED illumination with 5 mW cm\(^{-2}\) at 470 nm. (B) Time course of pristine semiconducting NT-FET upon 5 mW cm\(^{-2}\) at 470 nm light irradiation, \(V_{\text{DS}} = 1\) V and \(V_{\text{GS}} = -10\) V. (C) Photoresponse of NT-FET after UV treatment in the presence of WT sfGFP upon (C) 470 nm, and (D) 445 and 590 nm wavelength irradiation at \(V_{\text{DS}} = 1\) V, \(V_{\text{GS}} = -10\) V and LED power = 30 mW cm\(^{-2}\) for all wavelengths. Figures (A – D) produced by Dr. Aleksei Emilianov, and adapted with permission from Gwyther et al. (2022).

5.2.8 Effect of wavelength and power on sfGFP\(^{204\text{AzF}}\)—NT-FET photoresponse

To further investigate the link between chromophore electronic excitation and nanotube conductance, we exposed the sfGFP\(^{204\text{AzF}}\)—NT-FETs to monochromatic light of different wavelengths and different powers, measuring \(I_{\text{ph}}\): the difference in current with and without illumination (\(I_{\text{ph}} = |I_{\text{light}} - I_{\text{dark}}|\)). We observed a wavelength dependent response between \(I_{\text{ph}}\) and power (Figure 5.14 (A)) which correlated well with the absorbance spectra of sfGFP\(^{204\text{AzF}}\) (Figure 5.3 (A)). The largest \(I_{\text{ph}}\) was measured when sfGFP\(^{204\text{AzF}}\) was illuminated close to its \(\lambda_{\text{max}}\) at 470 nm, which has
an estimated molar absorption coefficient ($\varepsilon$) of ~43,000 M$^{-1}$ cm$^{-1}$. $I_{\text{ph}}$ then decreased for 445 nm ($\varepsilon = \sim 23,000$ M$^{-1}$ cm$^{-1}$) and was negligible under 590 nm, due to the lack of electronic excitation at this wavelength. This established that the higher the molar absorption coefficient of a wavelength, the greater the change in $I_{\text{ph}}$. Control experiments with pristine NT-FETs, undergoing the same photochemical attachment procedure with WT sfGFP, showed a small current rise on illumination with 470 nm light (Figure 5.13 (C)), and negligible change with 445 and 590 nm light (Figure 5.13 (D)). Pristine NT-FETs not exposed to any protein also resulted in a slight rise in the conductance on illumination with 470 nm light (Figure 5.13 (A) and (B)), highlighting the thermoelectric effect in the SWCNT/electrode interface that accompanies significant illumination (Emelianov et al. 2021).

A power dependent response of sfGFP$^{204\text{AzF}}$—NT-FET was observed across Figure 5.14 (A) and (B). Above a power of 20 mW cm$^{-2}$, a saturation effect was observed across 445 nm, 470 nm, and to some extent, 590 nm (Figure 5.14 (A)), as no further change in $I_{\text{ph}}$ was recorded. The 470 nm illumination time course (Figure 5.14 (B)) then showed this effect in real time, with increasing power leading to a faster and larger loss of current until the 20 mW cm$^{-2}$ saturation threshold was met and $I_{\text{ph}}$ decreased no further.

To consider how effective the sfGFP$^{204\text{AzF}}$—NT-FET device is at converting an optical input to an electrical output when responding to light at different wavelengths, we calculated a maximum value for photoresponsivity (R), whereby: $R = \frac{I_{\text{ph}}}{P}$. The value for P was derived from: $P = P_{\text{LED}} \times \left( \frac{A_{\text{active}}}{A_{\text{spot}}} \right)$, where $P_{\text{LED}}$ was the power of the incident light, $A_{\text{active}}$ was the area of a device, and $A_{\text{spot}}$ was the spot size of the diode (Nguyen et al. 2018). We choose $A_{\text{active}}$ as the device area, which was defined as the distance between source and drain electrodes multiplied by an effective area of nanotube and SiO$_2$ trapping area (~30 nm) (Emelianov et al. 2021). We found that photoresponsivity for sfGFP$^{204\text{AzF}}$—NT-FET reached 0.45 x 10$^3$ A W$^{-1}$ for 470 nm with 20 mW cm$^{-2}$ illumination and up to 7 x 10$^3$ A W$^{-1}$ at 470 nm with 1 mW cm$^{-2}$. This suggested the NT-FET worked most effectively at low-power optical input. Furthermore, the photoresponsivity across 445 nm and 590 nm correlated to the absorbance spectrum of sfGFP (Figure 5.14 (C)), opening up the possibility of low-intensity wavelength-specific detection, via the attachment of several different fluorescent proteins with a different $\lambda_{\text{max}}$ to form an array of SWCNT transistors.
**Figure 5.14 – Wavelength-specific response of sfGFP^{204AzF}—NT-FET.** (A) Non-linear dependence of $I_{ph}$ on irradiation power for different wavelengths. (B) Transient photoresponse behavior of sfGFP^{204AzF}—NT-FET under different power input from the 470 nm LED. (C) $I_{ph}$ and $R$ of phototransistor at different wavelengths. The UV-vis absorbance spectra curve of sfGFP^{204AzF} is shown as grey dotted lines for comparison. $V_{GS}$ and $V_{DS}$ were set as −10 and 1 V, respectively, during the measurements. Figures (A–C) produced by Dr. Aleksei Emilianov, and adapted with permission from Gwyther et al. (2022).

To hypothesise a mechanism behind the observed photoresponses, energy band diagrams are a useful visual reference (Figure 5.15). In p-type SWCNTs, the majority charge carrier (holes) are found in abundance in the lower energy (valence) band, while free electrons are found in negligible concentrations in the upper energy (conduction) band. When sfGFP is electronically excited through light absorption, the photogenerated electrons in sfGFP are thought to move into the SWCNT conduction band. Some of these electrons can become trapped at the SWCNT/protein interface, while others directly transfer into the valence band via electron tunnelling to form an electron-hole pair. The direct covalent phenylazide linkage helps to facilitate this, as electron tunnelling via bonded contacts (e.g.,
alkanes) has proven considerably more efficient than non-bonded contacts such as water molecules (Winkler and Gray 2014). However, the destination of these electrons will ultimately depend on their potential energy, as energetic barriers are put in place by (i) moving to the SWCNT/protein interface, and (ii) crossing from the conduction band into the valence. It is the formation of electron-hole pairs that then cause a loss of conductance, as the concentration of holes decreases.

Figure 5.15 – Proposed mechanism for direct electron transfer between sfGFP and SWCNT. Illustrated as an energy band diagram in the dark (top), and upon light illumination (bottom), at three different wavelengths. Photoexcited electrons move into the SWCNT conduction band becoming trapped or crossing into the valence band to pair with holes. $E_{fm} =$ metal Fermi level, $E_{fs} =$ source contact Fermi level, $h^+ =$ hole, $e^- =$ electron. Figure adapted with permission from Gwyther et al. (2022).

The exact nature of electron transfer will depend on the quantity of light absorbed. Light wavelength and irradiation power are identified as two key parameters, with the fastest optical response being detected with 470 nm illumination (Figure 5.16 (A)), and irradiation power being shown to have a linear relationship with response time (Figure 5.16 (B)). By absorbing a higher quantity of light (either via wavelengths close to $\lambda_{max}$, or at an increased irradiation power) the probability of electrons transferring into the valence band via tunnelling or hopping mechanisms significantly increases, leading to a rapid and higher amplitude change in $I_{ph}$. Absorbing a lower quantity light (via wavelengths distant from $\lambda_{max}$, or at a reduced irradiation power), the probability of charge transfer is lower. Electrons may be
trapped at the interfacial states or have returned to the chromophore, resulting in a slower and smaller change in $I_{ph}$. To increase the speed of the photogenerated charge carrier separation, one can change the FET channel size either by decreasing the length or by increasing the number of nanotubes in a channel by using a nanotube network (He et al. 2015). We have demonstrated that decreasing the channel length of a single SWCNT by about an order of magnitude results in a quicker response time of more than two orders of magnitude (Figure 5.16 (C)). Furthermore, the use of a proper substrate material and operation at lower temperatures could act as a way to boost the response time in NT-FET devices (Fedorov et al. 2013).

![Figure 5.16 – Analysis of photoresponse time.](image)

(A) Photoresponse on irradiation at 445 and 470 nm wavelengths at 30 mW cm$^{-2}$, with response time calculated by exponential fitting. (B) Effect of irradiation power at 470 nm on photoresponse time. (C) Effect of channel length (1 and 10 µm) on pristine NT-FET response time after
illumination at 470 nm. Figures (A – C) produced by Dr. Aleksei Emilianov, and adapted with permission from Gwyther et al. (2022).

5.2.9 Water regeneration of sfGFP$^{204AzF}$—NT-FET device

A novel property arising from the sfGFP$^{AzF}$ functionalised NT-FETs is their ability to be regenerated with water after a considerable period of time. Protein structure and function is inherently supported by a network of water molecules (Bellissent-Funel et al. 2016), and long-term storage in a non-aqueous environment was anticipated to cause irreversible structural damage from water evaporation (Prestrelski et al. 1993). To our surprise, the sfGFP$^{204AzF}$—NT-FET (stored at room temperature for 6 months) still showed signs of life after exposure to 470 nm light (Figure 5.17 (A)). Current was seen to drop by ~15 nA across the NT-FET when the LED was switched on, and recovered when it was switched off, albeit with considerable noise. The amplitude of current loss and gain in response to 470 nm on/off cycles was approximately a tenth of the original experiment (Figure 5.12). In attempt to regenerate the sfGFP$^{204AzF}$—NT-FET, the device was soaked in water for 10 minutes and the experiment repeated (Figure 5.17 (B)). Exposure to 470 nm light then caused a ~130 nA drop in current and recovered fully in the absence of light. The amplitude of current change in the on/off cycles and photoresponse time matched the original experiment (Figure 5.12), proving water regeneration could recover full-functionality after 6 months of storage at room temperature. Not only is this testament to the robustness of sfGFP in structure, but it also highlights the role water molecules play in the observed photoresponse. Two water molecules are found in the sfGFP chromophore, with one of those structurally conserved and proven to play a crucial role in the proton transfer network and fluorescence (Hanson et al. 2002; Agmon 2005; Arpino et al. 2012; Hartley et al. 2016). The water molecules are connected to the external environment via a ‘water wire’ (Shinobu and Agmon 2015), and evaporation along it could jeopardise the charge transfer mechanism, along with the photoresponse (Hanson et al. 2002; Hartley et al. 2016). Indirect roles for water molecules are also found in the hydration shell that cloaks sfGFP (Perticaroli et al. 2017). Evaporation here will likely be a contributing factor towards the weakened photoresponse, due to the structural and functional damage that accompanies water loss.
Figure 5.17 – Regeneration of sfGFP$^{204AzF}$—NT-FET after 6 months storage. (A)
Effect of 50 mW cm$^{-2}$ 470 nm light cycling on sfGFP$^{204AzF}$—NT-FET after storage at room temperature for 6 months. The device was then soaked in water for 10 minutes, and the experiment repeated (B). A source-drain bias of 1V was applied, with a gate voltage of -10 V. Figures produced by Dr. Aleksei Emilianov.

As an important note of disclosure, Figure 5.17 (B) is the same electrical trace used in Figure 5.11 (B). The idea to investigate the reproducibility of the sfGFP$^{204AzF}$—NT-FET photoresponse arose during the writing process of our Advanced Functional Materials paper (Gwyther et al. 2022). The original experiment only measured one pulse of 470 nm illumination (Figure 5.12), and so six months after this experiment, we looked to test the sfGFP$^{204AzF}$—NT-FET again for reproducibility. This led to the results depicted in Figure 5.17 (A), where the photoresponse was shown to be damaged from six months’ worth of dehydration. After soaking the sfGFP$^{204AzF}$—NT-FET for 10 minutes, the experiment was repeated and the reproducibility of the photoresponse was proven (Figure 5.17 (B)). This was highlighted in Figure 5.11 (B)
as it was a key feature of the sfGFP$^{204A_{DF}}$—NT-FET. The water regeneration aspect described here was therefore a serendipitous discovery made alongside the sfGFP$^{204A_{DF}}$—NT-FET reproducibility experiment.

### 5.3 Conclusions and Future Perspectives

To summarise the key results from this chapter, we have produced optoelectronic biohybrid NT-FET devices, developed using a simple photochemical attachment process via residue-specific covalent attachment of engineered sfGFP to sidewalls of individual carbon nanotubes. The covalent functionalisation of SWCNTs resulted in a weak decrease in transconductance, yet highly effective optical performance as field-effect transistors. By varying the attachment residue position of sfGFP, we changed the characteristics of the fabricated device: a phototransistor with the sensitivity of about $7 \times 10^3$ A W$^{-1}$ or optoelectronic memory, with rapid photoresponse, low power consumption and 15-fold current modulation. Light-induced direct charge transfer at the sfGFP/SWCNT interface was the likely driver for the optical response, with the different protein attachment sites dictating device characteristics.

In terms of research significance, we have taken a novel approach to improve the sustainability of optoelectronic platforms. These devices typically depend on inorganic and finite materials, such as silicon and gallium arsenide, to detect and respond to light (Xu et al. 2018a). By substituting these materials for highly evolved and renewable alternatives: light-responsive proteins, we take an innovative and holistic approach to optoelectronic design. This approach joins the ranks of other green-led technology for sustainable optoelectronics, for example using paper or keratin as substrate materials (Posati et al. 2019; Pan et al. 2022), the development of organic solar cells (Zhao et al. 2016), and fully biodegradable electronic platforms (Han and Shin 2020; Jiang et al. 2021). The incorporation of sfGFP not only highlights the potential biomolecules have to transduce optical energy into electrical, but it also provides a case for their sustainable longevity in the absence of an aqueous environment. To the best of our knowledge, this was the first-time protein-functionalised optoelectronic devices were (i) observed to have such a significant lifespan and (ii) used water soaking to recover full functionality of the protein after 6 months of dehydration.

The potential applications of our sfGFP$^{A_{DF}}$ functionalised NT-FETs can be considered in terms of the distinct characteristics they possess: optoelectronic
memory and optoelectronic gating. Optoelectronic memory in the context of sfGFP$^{132AzF}$—NT-FET describes the ability of light irradiation to ‘switch off’ current flowing to the drain electrode. Current is only restored upon a voltage gate sweep, so the device will effectively ‘remember’ absorbing light at that particular wavelength until manually reset. While this on/off behaviour is fundamental in practise, it mirrors the logic data processing used in next generation photonic semiconductor microchips (Xu et al. 2005; Sun et al. 2015); a global market where demand is continuing to grow. Applications in image capturing circuitry are also easily envisaged, with photodetection at specific wavelengths stored immediately as memory (Fossum 1997; Zhou et al. 2019a). Our NT-FETs have the potential to expand into this, by substituting sfGFP with the plethora of fluorescent proteins that absorb across the electromagnetic spectrum with different $\lambda_{\text{max}}$ (Rodriguez et al. 2017).

Optoelectronic transistors, in the context of our sfGFP$^{204AzF}$—NT-FET, use light irradiation as a gating mechanism to reduce drain current. The key difference to optoelectronic memory is that in the absence of the gating mechanism (light), current recovers without any voltage input, reducing overall power consumption. The drain current in our sfGFP$^{204AzF}$—NT-FET device responded proportionately to changes in wavelength and light power, with the highest photoreponse linked to low light levels. Integration of these transistors into circuits could therefore contribute to low light sensing applications, e.g. night vision technology (Kufer and Konstantatos 2016; Shao et al. 2019), or be used directly as a measurement device for fluorescence detection (Liao et al. 2013).

Overall, we present a methodology that successfully integrates light-responsive proteins into NT-FETs, with novel gating mechanisms that are dictated by the protein—SWCNT interface. Further mechanisms may be discovered, or optical memory and gating characteristics may be improved by testing different interfacing residues. Likewise, NT-FET photoreponsivity can be broadened by integrating light-responsive proteins with a different $\lambda_{\text{max}}$. Research into this field will help to increase the sustainability of optoelectronic devices, with applications that span from LEDs and lasers to the next generation of photonic semiconductors.
6. Discussion

Work in this chapter contributed to a published, peer-reviewed review paper where I am joint 1st author. With permission from the publisher, text and figures have been taken and adapted for my thesis.


6.1 Overview

Research and development in the 21st century favours an interdisciplinary approach, with knowledge transfer leading to high-impact discoveries (Van Noorden 2015; Szell et al. 2018; Sun et al. 2021). This thesis applies synthetic biology, biochemistry, nanotechnology and physics to great effect, as I integrate nature’s own nanomachines (proteins) into a fundamental electronic platform (NT-FETs). The proximal, covalent link between the two species allow for highly evolved protein function to be transduced and communicated through an electrical signal. Applications for this are limited only by the biological molecule in question, with this thesis considering biosensing by protein-protein interaction, and optoelectronic transduction.

To summarise the methodology in brief, I genetically reprogram E. coli to recognise the amber stop codon (UAG) as the site of non-natural amino acid AzF incorporation. The AzF-containing protein is expressed recombinantly, purified and characterised by a variety of biochemical techniques, before drop-casting onto a fabricated NT-FET device. UV irradiation activates the protein, generating a nitrene radical to attack the side walls of the SWCNT channel in a [2+1] cycloaddition reaction. This covalently bonds the two species, integrating the protein in a defined-residue specific manner to ensure it remains functionally active. Connecting the NT-FET to a voltage source and applying the independent variable, e.g., the target analyte or light, then allows electrical signals to be monitored as conductance varies across the channel.

Across the three research chapters of this thesis, key themes and novel findings have been established. To be considered further in this discussion are (i) diagnostic biosensing for antibiotic resistance and beyond, (ii) a computational pipeline to predict electrostatic gating, and (iii) optoelectronic transduction: towards green
electronics. The limitations of NT-FETs will then be discussed, along with a future research direction.

6.2 Diagnostic biosensing for antibiotic resistance and beyond

NT-FETs have been earmarked for biosensing since their inception (Schasfoort et al. 1990). The ability to integrate biomolecules with carbon nanotubes opened the doorway for bionanohybrid systems, as a wide-range of functionalisation routes were available to link the two species (Lee et al. 2022). In particular, the pioneering use of AzF chemistry to integrate proteins through direct covalent attachment, or non-covalent attachment via a DBCO-pyrene linker, allowed protein orientation to be defined and controlled (Zaki et al. 2018; Thomas et al. 2020; Xu et al. 2021; Gwyther et al. 2022). The Jones and Palma labs have been collaborating on this approach for the past few years to integrate BLIP-II, a potent inhibitor to class A β-lactamases, to selectively transduce the presence of ABR biomarkers.

In a bid to continue the research directive and build on the non-covalent prototype developed in 2021 (Xu et al. 2021), Chapter 3 focused on the covalent integration of BLIP-II to an NT-FET. Two notable research outcomes can be considered. Firstly, the attachment of the BLIP-II$^{41}$AzF and BLIP-II$^{213}$AzF increased conductance across the NT-FET channel. This has significant impact on the field of NT-FETs, and more generally on SWCNT functionalisation, as it defies the notion that covalent functionalisation will always damage SWCNT conductivity (Zeng et al. 2008). Instead, the [2+1] cycloaddition reaction preserves the π-conjugation of the SWCNT, while forming a strong and intimate covalent linkage with a biomolecule (Setaro et al. 2017). This benefits the biosensor design by increasing the likelihood of analytes passing within the Debye length. The second key outcome was the successful sensing experiments against two prevalent β-lactamases: TEM-1 and KPC-2. The BLIP-II$^{41}$AzF and BLIP-II$^{213}$AzF functionalised devices could successfully discriminate between the two proteins, with BLIP-II$^{213}$AzF eliciting a stronger signal in response to the β-lactamases than BLIP-II$^{41}$AzF. These conductance changes were seen to correlate to the electrostatic surface potential (ESP) of the incoming β-lactamases, supporting the gating hypothesis (Heller et al. 2008). The devices also achieved a minimum sensitivity of 50 nM (or 0.5 pmol) in a physiological strength ionic buffer (DPBS). This was similar to our non-covalent prototype (Xu et al. 2021) and approaches the sensitivity range of common biochemical assays used for
protein detection, such as western blotting or enzyme-linked immunosorbent assays (ELISAs) (Zhang et al. 2014; Goldman et al. 2016).

To briefly discuss the commercial potential of my biosensing NT-FET platform, there are two perspectives to consider: (i) the performance of my NT-FET against other SWCNT-based FETs, and (ii) the potential for my NT-FET in the ABR diagnostics market. In the first instance, my BLIP-II\textsuperscript{AzF} functionalised NT-FETs would be considered less sensitive than the top performing NT-FET biosensors, as Tung et al. (2017) achieved a 2.3 pM limit of detection to their Cathepsin E analyte, and Li et al. (2021) achieved a 0.87 aM limit of detection to their exosomal miRNA analyte. Distinct differences in functionalisation strategy and detection method contribute to their success, with both approaches measuring analyte concentration through transfer characteristics. In my experimental approach, transfer characteristics were not collected as we were specifically investigating the protein electrostatic gating effect, and thus chose not to employ a back gate voltage. It is possible that greater sensitivity could be achieved by changing the detection method. Further experiments to derive transfer characteristics and real-time sensing would allow a more balanced comparison between the sensitivity of my BLIP-II\textsuperscript{AzF} functionalised NT-FETs, and others recorded in the literature.

With that in mind, I still believe there is huge potential for my BLIP-II\textsuperscript{AzF} functionalised NT-FETs in the ABR diagnostics market. The current approach to antimicrobial susceptibility testing is dominated by time-consuming methodologies (e.g., disc diffusion and broth dilution; Vasala et al. 2020), while faster, non-phenotypic routes to diagnosis (e.g., DNA/RNA sequencing) are being overlooked by the FDA due to the less reliable link between genotype and pathogenicity (Laing 2021). Lateral flow tests to specific resistant proteins (with a 23.7 pM limit of detection) have also been developed, but the vast variety in antibiotic resistance mechanisms prevents a realistic adoption of this approach (Boutal et al. 2017). The need for a rapid, point-of-care diagnostic that can identify any type of resistance proteins is thus still needed. For my BLIP-II\textsuperscript{AzF} functionalised NT-FETs to fill this gap, however, further research and development needs to be carried out. The future perspectives in Chapter 3 (section 3.3) cover these suggestions in great detail, but to summarise the three most important, there are: (i) improved device uniformity, (ii) device multiplexing and ESP database generation, and (iii) 1000-fold increase in device sensitivity, to match equivalent testing standards (Boutal et al. 2017).

Overall, I believe my BLIP-II\textsuperscript{AzF} functionalised NT-FETs are successful biosensors which can effectively detect and discriminate between different types of class A β-
lactamase. Its commercial potential depends upon several developmental measures, but its ease of integration into portable platforms would allow this to become a next generation, rapid diagnostic tool for antibiotic resistance. Further to this, the modular design complements future application, with a simple substitution of the receptor protein adapting the device to a whole new range of analytes and label-free sensing. This is an exciting platform for diagnostic technology.

6.3 Computational pipeline to predict electrostatic gating

As a fundamental mechanism behind NT-FET biosensing, electrostatic gating needs to be modelled effectively to inform important aspects of design. The defined assembly of proteins via AzF chemistry offers better chances of ESP prediction than the most, as the anchor is limited to one residue site only. However, the ability of AzF to adopt a gauche$^*$ or trans conformation about the $\chi_1$ angle means the perpendicular hetero-bridged structure formed by UV irradiation can result in the protein’s orientation differing by up to 120° when binding the SWCNT.

Compounding factors including changes to the local backbone angle ($\varphi$ and $\psi$), secondary structure and intramolecular bonding, instil further rotameric states that can only be acknowledged through molecular dynamic studies (Dunbrack 2002; Chamberlain and Bowie 2004).

The research undertaken in Chapter 4 built a computational pipeline to elucidate and model the rotameric states of AzF using BLIP-II$^{41AzF}$ and BLIP-II$^{213AzF}$. Two notable research outcomes can be considered. Firstly, non-natural amino acid AzF was parameterised into the CHARMM36 simulation forcefield (Best et al. 2012). Despite recent publication of an additive forcefield for non-standard amino acids, AzF wasn’t part of the 333-strong set (Croitoru et al. 2021). Manual parameterisation was therefore carried out, with partial charges generated by ACPYPE using the bond charge corrections method (Sousa Da Silva and Vranken 2012), and the relevant terms updated in the CHARMM36 parameter files. As a time-consuming and complex process, the completed parameterisation is a beneficial research outcome as the files can be distributed for use in modelling any AzF-containing protein, and not selectively BLIP-II. The second outcome considers the computational pipeline as a whole, with a strong link to the experimental data suggesting this is an effective way to model electrostatic gating. The rotameric analysis formed the scientific basis of the in silico modelling approach, with considerable time spent refining the RMSD calculation to accurately reflect the
rotamer clusters observed from the superimposed frame stack. After identifying rotamer propensity and extracting representative structures, the proximity and ESP of β-lactamases could be measured with respect to the SWCNT. Using the electrostatic gating hypothesis of p-type semiconductors, negative ESP was predicted to increase conductance by increasing the number of holes, while positive ESP was predicted to reduce conductance through depletion of holes; with the magnitude of change depending on the strength of the gating voltage. The results corroborated in part with the BLIP-II^{41AzF}—NT-FETs, as 92.5 % of the AzF rotamers were deemed unsuitable for mediating β-lactamase binding within the Debye length, and experimentally the electrical signal observed was very weak. The results corroborated more confidently with the BLIP-II^{213AzF}—NT-FETs, as 46.6 % of the AzF rotamers aligned the β-lactamases within 2 Å of the SWCNT and thus the Debye length. TEM-1 presented a strongly negative ESP (~ -5 k_{B}T e^{-1}), while KPC-2 presented a weakly positive ESP (1.5 k_{B}T e^{-1}), matching the experimental observations of current increasing by 0.64 μA with TEM-1 and decreasing by -0.25 μA with KPC-2.

Overall, the computational pipeline has a significant future, for NT-FET development and beyond. Operating through an easier and simpler setup than Côte et al. (2021), this approach to measure electrostatic gating is user-friendly and transferable. This is of particular importance in the growing field of molecular dynamics, as many users are novices from different disciplines, and this methodology bypasses more complex protocols around SWCNT parameterisation or analysing multiple χ angles (Altis et al. 2007; Watanabe et al. 2013; Hollingsworth and Dror 2018; Côte et al. 2021). The potential for electrostatic gating to be predicted in biosensing NT-FETs also yields significant potential. In cases of receptor proteins binding a wide variety of analytes, e.g., BLIP-II could potentially bind > 550 class A β-lactamases (Philippon et al. 2016), computational prediction to build a library of protein electrostatic signatures makes for a far more efficient and cost-effective approach than manual collection. Finally, a notable individual aspect of the computational pipeline is the rotamer analysis methodology. Conformations of individual amino acids are often overlooked for global protein conformation, but on a smaller scale, residue analysis can answer a wealth of biological questions. Applying the RMSD analysis to any residue (not just AzF), could provide invaluable insight to the flexibility and behaviour of residues involved in protein-protein interactions or enzyme active sites (Riziotis et al. 2022).
6.4 Optoelectronic transduction: towards green electronics

In an evolving world where sustainability is at the heart of new technological developments, the opportunity to integrate proteins into NT-FETs offers a renewable twist on traditional electronic devices. The protein must be of useful application to incorporate into NT-FET design, as the possible reduction in device performance and substitution of cheap, abundant, and well-functioning materials will be a difficult sell regardless of the environmental benefit. An optoelectronic device therefore became the focus, with light-responsive proteins such as GFP and photosystem I and II being well-adapted for light absorption and energy transfer (Bogdanov et al. 2009; Nelson and Junge 2015).

In collaboration with the Bobrinetskiy lab in Moscow, Chapter 5 focuses on the integration of sfGFP with an NT-FET, attaching the protein through two different AzF anchor sites: sfGFP$^{132}\text{AzF}$ and sfGFP$^{204}\text{AzF}$. Three notable research outcomes can be considered. Firstly, the attachment of sfGFP$^{132}\text{AzF}$ generated a device with optoelectronic memory as characterised by its on/off behaviour. Illumination with 470 nm switched the device ‘off’ as it reduced the current 15-fold, and a gate voltage sweep from -15 to 15 V switched it back ‘on’. This has real world application as all digital circuits require the storage and transmission of data in a binary format, and photonic semiconductors have already been tipped as the next generation of microprocessors (Sun et al. 2015). The second outcome was achieved with the sfGFP$^{204}\text{AzF}$ functionalised NT-FET, which optically gated the source-drain current by ~80 % under 470 nm illumination. This differs from the optoelectronic memory observed with sfGFP$^{132}\text{AzF}$, as the current autonomously restores itself under dark conditions. Phototransistors such as this can have useful application in low-light detection, e.g., night vision and fluorescence, and offers novel device architecture similar to organic phototransistors (Liao et al. 2013; Kufer and Konstantatos 2016; Shao et al. 2019; Huang et al. 2020). The final research outcome considers the novel water regeneration properties of the sfGFP$^{204}\text{AzF}$ functionalised NT-FET. Water has an underlying role in maintaining protein structure, function and dynamics, so integration into a non-aqueous environment like an NT-FET will introduce a shelf life (Bellissent-Funel et al. 2016). Soaking the sfGFP$^{204}\text{AzF}$—NT-FET in water after six months of storage, however, allowed a complete restoration of functionality. To the best of my knowledge, this was the first-time protein-functionalised optoelectronic devices were (i) observed to have such a significant lifespan and (ii) shown to recover full functionality after 6 months of dehydration.
Overall, the integration of sfGFP into NT-FETs showcased novel properties which hold great promise for future research and development. Water regeneration, in particular, is an interesting concept as we shift towards more sustainable electronics. A comparative study of other protein—NT-FET setups and their ability to recover functionality after long-term storage and dehydration would give good insight into which devices may be suitable for commercialisation and scaling. To expand further on the potential applications of sfGFP functionalised NT-FETs, one could also consider switching the conductive mechanism. At present, our NT-FETs are inherent p-type semiconductors due to the adsorption of oxygen and water from air, and the high work function of the metal contacts (Avouris 2007; Aguirre et al. 2009; Obite et al. 2018). By converting the SWCNTs to n-type semiconductors (Shim et al. 2001; Kim et al. 2021), sfGFP would be able to increase current upon 470 nm illumination, instead of decrease. This could reverse the on/off polarity in sfGFP\textsuperscript{132AzF}—NT-FETs, so the light instead switches the device ‘on’ from its ‘off’ state. Alternatively, there is scope to develop novel bionanohybrid solar cells for sustainable energy conversion. Photosystem I has been the focus of similar electrochemical setups (Nguyen and Bruce 2014) and this form of green electronics holds huge promise.

6.5 Limitations of NT-FETs

As with most emerging technologies, limitations arise as a product is scaled up for commercialisation. NT-FETs are no exception, and several areas require further research to accomplish product viability. Firstly, the heterogeneity of NT-FET devices (Liu and Guo 2012; Lee et al. 2022). Stemming primarily from a lack of uniformity in SWCNT deposition, the semiconductor channel displays variable baseline topographical and electronic properties, as demonstrated in Chapter 3. Uniformity can be improved on the smaller scale by optimising the deposition parameters, including concentration of SWCNTs, time, temperature, and solvent (Liu et al. 2011; Prasek et al. 2011; Eatemadi et al. 2014; Yomogida et al. 2016). However, an encouraging breakthrough by Bishop et al. (2020) demonstrated how silicon semiconductor manufacturing plants could be adapted to achieve SWCNT uniformity on a commercial scale. Advances like this will be crucial for the mass production of NT-FETs, as we switch from silicon to SWCNTs (Avouris 2007; Service 2009). Another challenge lies in the system integration of NT-FETs. Biosensing NT-FETs, in particular, need to factor in practical considerations around sample delivery and the salt concentration of physiological buffers, while
technological advances in multiplexed NT-FETs and machine learning algorithms will help to evolve the technology further (Liu and Guo 2012; Hwang et al. 2019; Musala and Vasavi 2022). On a similar note, non-specific binding events can also disrupt the label-free biosensing setup of NT-FETs. Passivation can be used to tackle this, with polymers such as polyethylene glycol, or bovine serum albumin (Cid et al. 2008; Ishikawa et al. 2009). However, these surface modifications can also reduce sensitivity by providing a barrier that masks the incoming analyte. Designed interfacing of high affinity receptors is therefore seen as an alternative approach to counteract this (Lee et al. 2022). A final limitation regards the protein functionalisation strategy utilised in this thesis. AzF is a photoreactive reagent, and as such, the expression, purification and functionality testing of these proteins must be performed in the dark to minimise light exposure. On a commercial scale, bacterial expression can take place in UV-blocking growth chambers, but downstream processing may require awkward alterations for testing to take place in dark rooms (Ericson et al. 2015). Availability of AzF has also been hampered by discovery of previously undocumented explosive characteristics (Richardson et al. 2018). The risk is concentrated around AzF synthesis, and protocols involving heating near its exothermic decomposition point (124 °C), but this has led to difficulty in sourcing AzF, and consequently a higher cost. Commercial contracting would likely fare better at sourcing stable supply of AzF at a reduced cost than small academic labs. Overall, the prospect of commercial NT-FETs is now closer than ever, with strategies to overcome limitations persistently being researched (Li et al. 2023).

6.6 Future work

The research showcased in this thesis has created new avenues to explore and further areas to develop. Within the scope of the Jones and collaborator labs, the future work available to each chapter will be considered.

Chapter 3 focused on the development of a biosensing NT-FET, with receptor protein BLIP-II covalently integrated into the SWCNT channel. A future optimisation of the fabrication setup would be limiting SWCNT deposition to a channel height range of 10 – 15 nm. The range observed in Chapter 3 (10 – 40 nm) was not uniform enough and weakens the reproducibility of the experiments. Further electrical characterisation would also be a priority for future research, as there is a wealth of output characteristics available to NT-FETs. Repeating the real-time sensing experiments could offer a more accurate estimate of NT-FET sensitivity, as
the effect of analytes can be observed instantly through a spike or drop in current. Meanwhile, a back gate voltage could be employed, and transfer characteristics collected, to allow alternative sensitivity data to be derived and the contribution of Schottky barrier modifications to NT-FET conductance to be revealed. Further β-lactamase sensing experiments should then follow suit of Xu et al. (2021) and test the analytes in the presence of serum to consider how NT-FET sensitivity may change with a reduced Debye length. Testing the NT-FET against more β-lactamases, e.g., SHV, CTX-M, PME, BlaC and BCL-1, would also help build a picture on how easily the NT-FET can discriminate between different class A β-lactamases (Philippon et al. 2016). Finally, in the broader picture, the adaptability of the biosensing platform ought to be showcased. This would comprise of integrating different receptor proteins to prove the biosensing potential. For example, a diagnostic biosensor for the ongoing SARS-CoV-2 outbreak could be easily built by integrating the human ACE2 receptor protein into the NT-FET, as it offers nanomolar affinity towards the spike protein antigen (Lu and Sun 2020).

Chapter 4 focused on a computational pipeline that assessed the potential for electrostatic gating, based on the rotamer analysis of anchor residue, AzF. A favourable upgrade to this workflow would see full automation of the computational pipeline, with only the in silico modelling needing to be performed manually. This would be an efficiency saving and would generate higher throughput in mutation site assessment. An improvement for the rotamer analysis would be to take a closer look at the steric clash incidents. Currently all incidents of steric clash rule the rotamer as non-viable for SWCNT interfacing, but individual cases of amino acid—SWCNT clash could be susceptible to molecular dynamic flux, e.g., clashes only occur 50 % of the time. Therefore, it could be valuable to set a limit for steric clash incidents, where rotamers are ruled non-viable above the limit, and below the limit, they may be partially-viable. Population sampling of the partially-viable rotamers would then allow an estimate of steric clash probability, improving the accuracy of rotamer characterisation. A final area of future work would be to improve the quantification of electrostatic gating. Since the release of the Côte et al. (2021) paper on the molecular origin of electrostatic gating on SWCNTs, I set up a collaboration with the first author, Dr. Sébastien Côté. His modelling and quantification of ESP was an advanced form of molecular dynamics simulation, and we have since applied his methodology to our BLIP-IIAzF—SWCNT setup with analytes TEM-1 and KPC-2. His results corroborated the electrostatic gating we predicted from the AzF rotamer analysis, and we have since written a paper
together (pending publication) that combines the modelling with the β-lactamase sensing experiments.

Chapter 5 focused on the integration of light-responsive protein, sfGFP, into an NT-FET platform to investigate optoelectronic transduction. The novel discovery of optoelectronic memory and optoelectronic gating from two different AzF anchor sites leads me to question what further behaviours could arise, so developing new sfGFP\textsuperscript{AzF} variants would allow me to explore this. The light-induced charge transfer in sfGFP\textsuperscript{132AzF} and sfGFP\textsuperscript{204AzF} functionalised NT-FETs would also benefit from further study. Applying the rotamer analysis used in Chapter 3 to the sfGFP\textsuperscript{AzF} variants would give a better understanding of rotamer propensity and allow more accurate \textit{in silico} models to be generated. From these, a structural assessment of the possible charge transfer pathways between the sfGFP chromophore and SWCNT could be elucidated. In the broader picture, substituting sfGFP for different fluorescent proteins (e.g., varying the $\lambda_{\text{max}}$) could facilitate optoelectronic transduction across the electromagnetic spectrum (Rodriguez et al. 2017). The Jones lab have numerous fluorescent proteins in stock (e.g., mCherry, mRhubarb and mNeptune) and incorporating AzF is a routine methodology, so this could quickly extend the field of application.
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### 8. Appendix

**Table 8.1 – Gene sequence copied into AlphaFold.**

<table>
<thead>
<tr>
<th>Protein</th>
<th>Sequence (one letter code)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLIP-II WT</td>
<td>ATSVVAVGGGNNDWGEATVPAAQSGVDAIAGGYFHGLALKGGKVL</td>
</tr>
<tr>
<td></td>
<td>GWGANLNGQLTMAPAATQSGVDAIAAGNYHSLALKDGEVIAWGGNE</td>
</tr>
<tr>
<td></td>
<td>DGQTTVPAAEARSQVDAIAAGAWASYALKDGKVIAWGDDSDGQTTVAPEAQG</td>
</tr>
<tr>
<td></td>
<td>PAAEQGVTAAMDGGVYATLAVKNGGVIAWGDNYQGQTTVPAAEQL</td>
</tr>
<tr>
<td></td>
<td>GVDDVAGGIFHSLALKDGKVIAWGDNYKQTTVPTAEALSGVSAIAS</td>
</tr>
<tr>
<td></td>
<td>GEWYSLALKNGKVIAWGSSRTAPSSVQGVSSIEAGPNAAYALKGG</td>
</tr>
<tr>
<td></td>
<td>SGSGHHHHHH</td>
</tr>
</tbody>
</table>

**Table 8.2 – Atom types.**

<table>
<thead>
<tr>
<th>Atom type</th>
<th>Mass</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>12.01100</td>
<td>Carbonyl C, peptide backbone</td>
</tr>
<tr>
<td>CA</td>
<td>12.01100</td>
<td>Aromatic C</td>
</tr>
<tr>
<td>CT1</td>
<td>12.01100</td>
<td>Aliphatic sp3 C for CH</td>
</tr>
<tr>
<td>CT2</td>
<td>12.01100</td>
<td>Aliphatic sp3 C for CH2</td>
</tr>
<tr>
<td>H</td>
<td>1.00800</td>
<td>Polar H</td>
</tr>
<tr>
<td>HA2</td>
<td>1.00800</td>
<td>Alkane, CH2, new LJ params</td>
</tr>
<tr>
<td>HB1</td>
<td>1.00800</td>
<td>Backbone H</td>
</tr>
<tr>
<td>HP</td>
<td>1.00800</td>
<td>Aliphatic backbone H, to CT2</td>
</tr>
<tr>
<td>ND</td>
<td>14.00700</td>
<td>N=N=N=N for azide</td>
</tr>
<tr>
<td>NE</td>
<td>14.00700</td>
<td>N=N for azide</td>
</tr>
<tr>
<td>NH1</td>
<td>14.00700</td>
<td>Peptide nitrogen</td>
</tr>
<tr>
<td>Atom name</td>
<td>Atom type</td>
<td>Charge</td>
</tr>
<tr>
<td>-----------</td>
<td>-----------</td>
<td>----------</td>
</tr>
<tr>
<td>N</td>
<td>NH1</td>
<td>-0.415700</td>
</tr>
<tr>
<td>HN</td>
<td>H</td>
<td>0.271900</td>
</tr>
<tr>
<td>CA</td>
<td>CT1</td>
<td>0.012019</td>
</tr>
<tr>
<td>HA</td>
<td>HB1</td>
<td>0.051465</td>
</tr>
<tr>
<td>CB</td>
<td>CT2</td>
<td>-0.037897</td>
</tr>
<tr>
<td>HB1</td>
<td>HA2</td>
<td>0.057901</td>
</tr>
<tr>
<td>HB2</td>
<td>HA2</td>
<td>0.057901</td>
</tr>
<tr>
<td>CG</td>
<td>CA</td>
<td>0.014483</td>
</tr>
<tr>
<td>CD1</td>
<td>CA</td>
<td>-0.203794</td>
</tr>
<tr>
<td>HD1</td>
<td>HP</td>
<td>0.170701</td>
</tr>
<tr>
<td>CE1</td>
<td>CA</td>
<td>-0.165912</td>
</tr>
<tr>
<td>HE1</td>
<td>HP</td>
<td>0.160099</td>
</tr>
<tr>
<td>CZ</td>
<td>CA</td>
<td>0.317371</td>
</tr>
<tr>
<td>N01</td>
<td>NX</td>
<td>-0.613208</td>
</tr>
<tr>
<td>N02</td>
<td>ND</td>
<td>0.725516</td>
</tr>
</tbody>
</table>

NX 14.00700 C=N=N for azide
O 15.99900 Carbonyl oxygen

Table 8.3 – Residue type (atoms).
<table>
<thead>
<tr>
<th>Atom i</th>
<th>Atom j</th>
<th>Distance</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>N03</td>
<td>NE</td>
<td>-0.317488</td>
<td>15</td>
</tr>
<tr>
<td>CD2</td>
<td>CA</td>
<td>-0.182445</td>
<td>16</td>
</tr>
<tr>
<td>HD2</td>
<td>HP</td>
<td>0.178643</td>
<td>17</td>
</tr>
<tr>
<td>CE2</td>
<td>CA</td>
<td>-0.264857</td>
<td>18</td>
</tr>
<tr>
<td>HE2</td>
<td>HP</td>
<td>0.153902</td>
<td>19</td>
</tr>
<tr>
<td>C</td>
<td>C</td>
<td>0.597300</td>
<td>20</td>
</tr>
<tr>
<td>O</td>
<td>O</td>
<td>-0.567900</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 8.4 – Residue type (*bonds*).

<table>
<thead>
<tr>
<th>Atom i</th>
<th>Atom j</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB</td>
<td>CA</td>
</tr>
<tr>
<td>CG</td>
<td>CB</td>
</tr>
<tr>
<td>CD2</td>
<td>CG</td>
</tr>
<tr>
<td>CE1</td>
<td>CD1</td>
</tr>
<tr>
<td>CZ</td>
<td>CE2</td>
</tr>
<tr>
<td>N01</td>
<td>CZ</td>
</tr>
<tr>
<td>N02</td>
<td>N01</td>
</tr>
<tr>
<td>N03</td>
<td>N02</td>
</tr>
<tr>
<td>N</td>
<td>HN</td>
</tr>
<tr>
<td>N</td>
<td>CA</td>
</tr>
</tbody>
</table>

236
Table 8.5 – Residue type (impropers).

<table>
<thead>
<tr>
<th>Atom i</th>
<th>Atom j</th>
<th>Atom k</th>
<th>Atom l</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>-C</td>
<td>CA</td>
<td>HN</td>
</tr>
<tr>
<td>C</td>
<td>CA</td>
<td>+N</td>
<td>O</td>
</tr>
</tbody>
</table>
Table 8.6 – Residue type (*cmap*).

<table>
<thead>
<tr>
<th>Atom i</th>
<th>Atom j</th>
<th>Atom k</th>
<th>Atom l</th>
<th>Atom m</th>
</tr>
</thead>
<tbody>
<tr>
<td>-C</td>
<td>N</td>
<td>CA</td>
<td>C</td>
<td>+N</td>
</tr>
</tbody>
</table>

Table 8.7 – Bonded interactions (*bonds*). Only showing new additions to the forcefield.

<table>
<thead>
<tr>
<th>Atom i</th>
<th>Atom j</th>
<th>Func</th>
<th>Bθ</th>
<th>Kb</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>NX</td>
<td>1</td>
<td>0.14079000</td>
<td>325770.00</td>
</tr>
<tr>
<td>NX</td>
<td>ND</td>
<td>1</td>
<td>0.12714000</td>
<td>587180.00</td>
</tr>
<tr>
<td>ND</td>
<td>NE</td>
<td>1</td>
<td>0.13524000</td>
<td>444680.00</td>
</tr>
</tbody>
</table>

Table 8.8 – Bonded interactions (angle types). Only showing new additions to the forcefield.

<table>
<thead>
<tr>
<th>Atom i</th>
<th>Atom j</th>
<th>Atom k</th>
<th>Func</th>
<th>Thetaθ</th>
<th>Ktheta</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>CA</td>
<td>NX</td>
<td>5</td>
<td>120.61</td>
<td>567.35</td>
</tr>
<tr>
<td>CA</td>
<td>NX</td>
<td>ND</td>
<td>5</td>
<td>114.35</td>
<td>589.94</td>
</tr>
<tr>
<td>NX</td>
<td>ND</td>
<td>NE</td>
<td>5</td>
<td>113.34</td>
<td>621.74</td>
</tr>
</tbody>
</table>

Table 8.9 – Bonded interactions (dihedral types). Only showing new additions to the forcefield.

<table>
<thead>
<tr>
<th>Atom i</th>
<th>Atom j</th>
<th>Atom k</th>
<th>Atom l</th>
<th>Func</th>
<th>Phiθ</th>
<th>Kphi</th>
<th>Mult</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>CA</td>
<td>CA</td>
<td>NX</td>
<td>9</td>
<td>180</td>
<td>15.1670</td>
<td>2</td>
</tr>
</tbody>
</table>
Table 8.10 – Bonded interactions (*impropers*). Only showing new additions to the forcefield.

<table>
<thead>
<tr>
<th>Atom i</th>
<th>Atom j</th>
<th>Atom k</th>
<th>Atom l</th>
<th>Func</th>
<th>Phiθ</th>
<th>Kphi</th>
<th>Pn</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>CA</td>
<td>CA</td>
<td>NX</td>
<td>4</td>
<td>180</td>
<td>4.6024</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 8.11 – Non-bonded interactions (*atom types*). Only showing new additions to the forcefield.

<table>
<thead>
<tr>
<th>Atom type</th>
<th>Atom number</th>
<th>Mass</th>
<th>Charge</th>
<th>P type</th>
<th>Sigma</th>
<th>Epsilon</th>
</tr>
</thead>
<tbody>
<tr>
<td>NX</td>
<td>7</td>
<td>14.0070</td>
<td>0.000</td>
<td>A</td>
<td>0.3250</td>
<td>0.71128</td>
</tr>
<tr>
<td>ND</td>
<td>7</td>
<td>14.0070</td>
<td>0.000</td>
<td>A</td>
<td>0.3250</td>
<td>0.71128</td>
</tr>
<tr>
<td>NE</td>
<td>7</td>
<td>14.0070</td>
<td>0.000</td>
<td>A</td>
<td>0.3250</td>
<td>0.71128</td>
</tr>
</tbody>
</table>

Table 8.12 – Termini database (*replace*). Only showing new additions to the forcefield for BLIP-II41A2F.

<table>
<thead>
<tr>
<th>Old atom name</th>
<th>New atom name</th>
<th>New atom type</th>
<th>Mass</th>
<th>Charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>N</td>
<td>NH3</td>
<td>14.0070</td>
<td>-0.417000</td>
</tr>
</tbody>
</table>
Table 8.13 – Termini database *(add line 1)*. Only showing new additions to the forcefield.

<table>
<thead>
<tr>
<th>Hydrogen type</th>
<th>Hydrogen type</th>
<th>Atom i</th>
<th>Atom j</th>
<th>Atom k</th>
<th>Atom l</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4</td>
<td>H</td>
<td>N</td>
<td>CA</td>
<td>C</td>
</tr>
</tbody>
</table>

Table 8.14 – Termini database *(add line 2)*.

<table>
<thead>
<tr>
<th>Atom type</th>
<th>Mass</th>
<th>Charge</th>
<th>Charge group</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC</td>
<td>1.008</td>
<td>0.009</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 8.15 - Termini database *(delete)*.

<table>
<thead>
<tr>
<th>Atom type</th>
</tr>
</thead>
<tbody>
<tr>
<td>HN</td>
</tr>
</tbody>
</table>