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A B S T R A C T   

It has become progressively more evident that a single data source is unable to comprehensively capture the 
variability of a multi-faceted concept, such as product design, driving behaviour or human trust, which has 
diverse semantic orientations. Therefore, multi-faceted conceptual modelling is often conducted based on multi- 
sourced data covering indispensable aspects, and information fusion is frequently applied to cope with the high 
dimensionality and data heterogeneity. The consideration of intra-facets relationships is also indispensable. In 
this context, a knowledge graph (KG), which can aggregate the relationships of multiple aspects by semantic 
associations, was exploited to facilitate the multi-faceted conceptual modelling based on heterogeneous and 
semantic-rich data. Firstly, rules of fault mechanism are extracted from the existing domain knowledge re
pository, and node attributes are extracted from multi-sourced data. Through abstraction and tokenisation of 
existing knowledge repository and concept-centric data, rules of fault mechanism were symbolised and inte
grated with the node attributes, which served as the entities for the concept-centric knowledge graph (CKG). 
Subsequently, the transformation of process data to a stack of temporal graphs was conducted under the CKG 
backbone. Lastly, the graph convolutional network (GCN) model was applied to extract temporal and attribute 
correlation features from the graphs, and a temporal convolution network (TCN) was built for conceptual 
modelling using these features. The effectiveness of the proposed approach and the close synergy between the 
KG-supported approach and multi-faceted conceptual modelling is demonstrated and substantiated in a case 
study using real-world data.   

1. Introduction 

Multi-faceted modelling has received much attention in a wide range 
of research areas, such as product design [1] and social science [2], due 
to its ability to capture the complexity of real-world problems more 
accurately. A multi-faceted concept is a concept that can be described 
and analysed from multiple perspectives or facets, each capturing a 
different aspect of the concept. For instance, in the manufacturing 
domain, a machine’s performance can be affected by numerous factors, 
such as physical properties, operating conditions, and external envi
ronmental factors. Considering these multiple facets can lead to a more 
comprehensive understanding of the concept and improved 
decision-making. 

In essence, multi-faceted modelling provides additional information 
from which those concepts can be better and more comprehensively 
modelled. However, another major issue in multi-faceted modelling is 
the intra-aspects relationships amongst different facets, which is usually 

ignored under the assumption that features from different facets are 
independent of each other. In the meantime, for the modelling of a 
multi-faceted concept, no single data source can capture the complexity 
of all the factors relevant to a multi-faceted concept [3]. This introduces 
challenges in handling heterogeneous data from different sources and 
integrating them effectively to generate meaningful insights. For 
example, in the era of IIoT, data science is fuelling the rapid develop
ment of more intelligent manufacturing by enabling a shift towards 
data-driven decision-making. In the production workshop of the 
manufacturing sector, the number of IoT devices is constantly 
increasing. As a result, the amount of information being exchanged 
between devices is expanding rapidly. Accordingly, it is advantageous to 
combine information from different sensors to compensate for their 
limitations. 

Furthermore, the necessity to incorporate information fusion can be 
summarised as follows: Firstly, multisource heterogeneous data is typi
cally presented in large quantities, whereas fusion can function to 
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reduce the size and dimensions of the dataset by extracting information 
that is useful [4]. Secondly, it is possible to combine data from multiple 
sources on the same phenomenon to generate a collection of collective 
values, while it is also possible to utilise potentially unnoticed events to 
generate informative outcomes [5]. Thirdly, due to the multiplicity of 
facets associated with a concept of this nature, a single measuring 
method is usually insufficient when addressing problem spaces of this 
type. Alternatively, multiple data sources can facilitate the collection of 
more comprehensive information [6]. 

Amongst the heterogeneous data surrounding a multi-faceted 
concept, a significant amount of this data consists of rich information, 
such as technical documents and time-series data generated through 
manufacturing processes. It is worth noting that these data are usually 
both structured and non-structured, time-varying, multisource, and 
semantically rich [7]. Processing such data requires the use of semantic 
technologies, such as ontology and the semantic web [8]. Nevertheless, 
the documentation contains a substantial amount of information. On
tologies can be used to develop semantic descriptions of such concepts. 
However, the development of a unified, standardised, and fine-grained 
description is challenging [9]. As a matter of fact, there is a growing 
need for sophisticated approaches to assist machines in understanding 
the context of multi-sourced content resulting from the proliferation of 
industrial data. Meanwhile, there are numerous challenges for analysts, 
including heterogeneity in the data sources and formats, a lack of 
comprehensive and integrated knowledge repositories, and a discrep
ancy in terminology [10]. 

Since an ontology is based on rule representations, it has limited 
flexibility and adaptability when it comes to describing the semantics of 
large-scale workshop data. In contrast, knowledge graphs are conceptual 
databases of structured semantic knowledge, which have become 
increasingly applicable to IoT semantic collaboration [11]. In order to 
provide additional detail regarding the limitations and circumstances of 
our issue, creating models for multifaceted concepts within the engi
neering field requires intricate manoeuvring of numerous components. 
A diverse range of domains, including mechanical, electrical, chemical 
and even the human factor, contribute to these factors. A wide range is 
covered by the diverse domains. The involvement of domain experts 
with a comprehensive understanding of the nuances and interplay of 
these factors is necessary to interpret these intricacies. Effective inter
pretation requires a thorough comprehension of the subject matter. 
Given this context, knowledge graphs (KGs) can facilitate the con
struction of unified standard representations for data fusion by repre
senting knowledge in the form of entities and relations. Although 
domain-independent (open-world) KGs such as Wiki are widely used, 
domain-dependant KGs offer a greater range of benefits and can provide 
a positive return on investment [12]. Meanwhile, it is common to cap
ture domain knowledge in KGs, which are then used to enrich semantics 
with specific conceptual representations of entities [13]. Many recent 
works elaborate on how KG can aid in organising and networking 
massive and heterogeneous manufacturing resources semantically. This 
feature of KG proves highly beneficial in our context, where the data 
originates from diverse and heterogeneous sources [9,14]. In this case, 
KGs can be used as a basis for developing multi-faceted modelling by 
extracting the semantics, which are retrieved from different vocabu
laries and semantic repositories, which are used to enrich the semantic 
description of resources using annotations. In contrast, although distrust 
is recognised to play an equivalently important role as trust, the inves
tigation of utilising knowledge graphs in multi-faceted modelling is still 
in its infancy. 

With the aim of addressing these challenges and facilitating multi- 
faceted modelling, this paper proposes a fusion architecture for the 
modelling of multi-faceted concepts, leveraging the power of knowledge 
graphs (KGs). Knowledge graphs can facilitate the construction of uni
fied standard representations for data fusion by representing knowledge 
in the form of entities and relations. They can be used as a basis for 
developing multi-faceted modelling by extracting the semantics, which 

are retrieved from different vocabularies and semantic repositories and 
is used to enrich the semantic description of resources using annotations. 
In this study, we propose the use of knowledge graphs (KGs) as a novel 
approach to address the challenges of integrating heterogeneous data 
sources. KGs provide a unified representation of complex relationships 
amongst entities, attributes, and relationships, facilitating data inte
gration and fusion. By leveraging semantic technologies, KGs enrich the 
understanding of the data and help bridge the gap between heteroge
neous data sources with varying formats, terminologies, and structures. 
Additionally, KGs offer scalability and extensibility, allowing for easy 
updates and extensions with new data or domain knowledge. Finally, 
KGs support advanced querying and reasoning capabilities, enabling 
more sophisticated analyses and inferences to be drawn from the inte
grated data. The purpose of this architecture is to capture data related to 
the concept-centric domain derived from heterogeneous sources into a 
formal knowledge graph representation illustrating the concept-centric 
domain. To this end, a multi-faceted modelling method for fault diag
nosis based on knowledge graphs and data fusion was developed. Based 
on equipment mechanisms derived from concept-centric data and 
empirical knowledge rules, a concept-centric knowledge map was 
derived with temporal characteristics surrounding the manufacturing 
failure. Subsequently, concept-centric knowledge graphs were con
structed, and multivariate time-series data was transformed into a 
temporal graph representation of the data sequence. Finally, a GCN 
model was applied to extract features from these temporal graphs, and 
these features were fed into a TCN model for fault concept modelling. As 
opposed to existing methods, this method is capable of fault diagnosis 
based on fault mechanism knowledge or data-driven models and com
bines them with knowledge-based fault diagnosis to form a fault alert 
diagnosis system for auxiliary decision-making. 

The main contributions of this paper are as follows: (1) A novel 
fusion architecture for multi-faceted modelling: a new approach to 
multi-faceted model concepts based on knowledge graphs and data 
fusion is proposed. This architecture addresses the limitations of current 
methods that either rely solely on data-driven models or focus exclu
sively on knowledge-based fault diagnosis. (2) A knowledge graph is 
built based on the existing knowledge repository and workshop empir
icism from domain experts surrounding the multi-faceted concept. This 
work combines domain knowledge from experts with data-driven in
sights to create a comprehensive knowledge graph. This approach en
ables better modelling of multi-faceted concepts by capturing the 
complex relationships amongst different facets and providing a unified 
representation for data fusion. (3) Practical application to industrial 
fault diagnosis: We demonstrate the effectiveness of our proposed 
approach in the context of industrial fault diagnosis. This method out
performs existing techniques in terms of precision, recall, and F1 score, 
showcasing its potential for real-world applications. 

The remainder of this paper is organised as follows. Related studies 
are reviewed in Section 2 regarding KG construction, KG-aided data 
fusion and information integration for multi-faceted modelling is pro
vided. The flowchart of the proposed methodology is illustrated and 
described for multi-faceted conceptual modelling with the support of a 
knowledge graph in Section 3. Section 4 presents the conducted exper
iments and results. Section 5 concludes the paper. 

2. Related work 

As discussed in the preceding, one of the fundamental issues in 
modelling a multi-faceted concept is to integrate multi-sourced infor
mation with the connection of semantic gaps. In this context, this section 
reviews existing research work on multi-faceted modelling with a focus 
on knowledge graph-aided methods. To be specific, some recent 
research on KG construction for analysis under an industrial context was 
introduced in the first place. Secondly, recent studies on knowledge 
graph-aided data fusion were investigated. Lastly, the studies on multi- 
faceted modelling by information integration related to this paper were 

Z. Chen et al.                                                                                                                                                                                                                                    



Information Fusion 101 (2024) 101985

3

also discussed. 

2.1. Knowledge graph construction under industrial context 

As a factual reflection of human knowledge, it is now widely 
accepted that knowledge graphs are useful in solving various domain- 
specific problems in industry and academia [15]. It has been shown 
that the KG paradigm can be applied to a wide variety of domains due to 
its incorporation of graph technology and the availability of an abun
dance of graph datasets, thus making KGs applicable to a variety of 
problems in a variety of different areas [12]. KGs are typically divided 
into domain-specific KGs and general-purpose KGs. In addition to con
taining high-quality domain-specific knowledge, KGs provide substan
tial benefits for tackling domain-specific problems and maximising the 
value of domain corpora [13]. Over the years, continuous efforts have 
been made to develop KGs that capture various domains of knowledge, 
and the generation of KG using ontologies has gained considerable 
popularity. 

As a method of representing and managing knowledge, ontologies 
utilise predefined classes and properties to provide machines and 
humans with an easy-to-understand model of knowledge [16]. In 
contrast, an ontology describes only the general entities or concepts that 
share the same properties rather than a particular individual within a 
given field. From recommendation systems [17] to product family 
design [18,19], ontologies have been employed in a variety of 
applications. 

The use of KGs in industry and academia is becoming more wide
spread; however, their construction suffers from incompleteness, which 
negatively affects their utility as real-life tools [20]. Consequently, the 
research community has provided technical solutions to solve this 
problem, commonly referred to as KG augmentation or completion ap
proaches. In the process of KG completion, new facts are added to the KG 
by applying new probability entities and/or new relationships. A link 
prediction algorithm can be applied to a number of uses, including 
predicting new friends in social networks and developing recommender 
systems for a variety of other applications. Recent attention has been 
directed toward a new cohort of models in this context. An entity-related 
KG model embeds the constituents (entities and relationships) in a 
semantically continuous space of low dimension [21]. 

2.2. Knowledge graph-aided data fusion 

Although there has been a notable increase in the number of efforts 
to construct large-scale KGs, the process of harvesting meaningful in
formation from heterogeneous data sources is not easy. Integrating data 
from different sources provides users with a unified view of data by 
combining data from different sources. In most enterprises, relational 
databases house a significant amount of data [22]. In order to integrate 
data across multiple databases, one approach relies on a global schema 
which indicates how the items within these databases are interrelated 
[15]. However, the result of a large number of tables and attributes, 
establishing a global scheme can be a very challenging task as knowl
edgeable experts who created the databases are usually unavailable and 
owing to a lack of documentation, it can be challenging to interpret the 
data as well. 

In light of the difficulty of creating a global schema, it is convenient 
to convert the relational data into a database that follows a generic triple 
schema, i.e., a knowledge graph. An attribute mapping is created based 
on specific business needs, for example, in response to a specific business 
question, and this mapping can be represented in a knowledge graph. A 
recent study [23] proposed a scheme for calculating non-linear distri
butions of IoT data using deep learning. As a result of the fusion of 
multisource heterogeneous data sets, the accuracy of the recognition of 
data sets has been significantly improved. Although redundant data and 
dynamic data flow can be fused, high accuracy cannot be achieved 
through the fusion of redundancy and dynamicity. It has been shown in 

another study [24] that different data models for unstructured and 
heterogeneous raw data formed by the internet of things were analysed 
in real-time, but the analysis and study of text data did not take place. In 
a similar work [25], the topological and semantic similarities between 
multiple sources of knowledge using two knowledge graphs are ana
lysed. With the aim of implementing semi-automatic linkage amongst 
nodes and merging the relations between two graphs, four 
concept-knowledge operators were provided. In order to reduce the 
dimensionality of the associated data, a ternary data fusion algorithm 
based on reinforcement learning was proposed [26]. 

Data fusion tasks using graph neuron networks (GNN) and their 
variants are showing promise in a variety of applications due to the 
advancement of graph neuron networks (GNN). The convolutional 
neural network, for example, is limited to processing only grid structures 
rather than general domains, while the recurrent neural networks fail to 
take into account spatial relations between sensors or suffer from long- 
term dependency learning. It has been proposed in [27] which combines 
the strengths of graph convolutional networks for spatial learning with 
the strengths of temporal convolutional networks for sequential learning 
to address these problems. As a result of these methods, such as recur
rent neural networks (RNNs) and convolutional neural networks 
(CNNs), sensory data are analysed only in terms of their temporal in
formation, while the intrinsic spatial relations between the sensors are 
ignored. An adaptive spatiotemporal graph convolutional neural 
network (ASTGCNN) is proposed by [28] in order to address this issue. 
GNNs can be used to perform data fusion, but they have some limitations 
in practice, such as being complicated to use in practice and requiring a 
large amount of computation time. 

Besides the GNN approaches for data fusion tasks, recent studies 
have shown that combining multiple sources of information can improve 
and regularise the feature representation, leading to better performance 
in conceptual modelling tasks. This idea is related to the concept of 
multiple knowledge representations, as proposed by [29]. In our pro
posed method, we leverage multiple features from different sources, 
such as time-series data and domain knowledge represented in the 
knowledge graph, to model the fault diagnosis problem from multiple 
perspectives. By aggregating these multiple features through the pro
posed graph-based fusion approach, we aim to capture a more 
comprehensive understanding of the system and achieve better perfor
mance in fault diagnosis. The benefits of leveraging multiple features 
have been observed in various domains, including natural language 
processing and computer vision. For instance, the Transformer archi
tecture, as proposed by [29], has achieved state-of-the-art performance 
in various NLP tasks by combining multiple features through a 
self-attention mechanism. In our work, we aim to apply a similar 
concept to the fault diagnosis problem and demonstrate its effectiveness 
through experimental evaluations. In this case, leveraging multiple 
features is a promising direction for improving conceptual modelling 
tasks, and our proposed method is an example of how this concept can 
be applied to the fault diagnosis problem. 

Lastly, in recent years, there have been increasing efforts to develop 
fault diagnosis methods using knowledge graphs. A fault diagnosis 
method based on a knowledge graph for rotating machinery. The 
method employs an unsupervised learning algorithm to cluster the 
equipment state data and utilises the knowledge graph to capture the 
semantic relationships between the data. Similarly, Yang et al. devel
oped a knowledge graph-based approach for fault diagnosis of power 
transformers [30]. The method utilises a hybrid model that combines 
deep learning and graph convolutional networks to extract features from 
the knowledge graph and perform fault diagnosis. Guo et al. proposed a 
fault diagnosis framework based on knowledge graphs and deep 
learning for wind turbines [31]. The approach involves constructing a 
knowledge graph from the equipment data and using graph convolu
tional networks to learn the relationships between the equipment fea
tures and detect faults. In a similar vein, Wu et al. developed a 
knowledge graph-based approach for fault diagnosis of reciprocating 
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compressors [32]. The method utilises a graph neural network to learn 
the relationships between the equipment data and perform fault diag
nosis. Li et al. proposed a fault diagnosis method based on a knowledge 
graph and adversarial training for rolling bearings [33]. The approach 
involves constructing a knowledge graph from the equipment data and 
using an adversarial learning algorithm to improve the robustness of the 
fault diagnosis model. These recent works highlight the potential of 
knowledge graph-based methods for fault diagnosis and demonstrate the 
effectiveness of using graph-based models for multi-faceted feature 
modelling and data fusion. 

2.3. Information integration for multi-faceted modelling 

There are emerging approaches for multi-touch interaction on IoT 
devices [34], and a few open problems can be identified to stimulate 
further research and development on information integration for 
multi-faceted modelling. The process of machine learning and data 
mining involves applying advanced techniques that are capable of fusing 
knowledge from a variety of datasets organically together. Several data 
fusion methodologies can be categorised according to the stage-based, 
feature level-based, and semantic meaning-based data fusion method
ologies described in [35]. Using recent advances in data fusion, such as 
the semantic web and big data technologies, [29] propose an effective 
agricultural ontology-based knowledge fusion method to enhance the 
identification and fusion of new and existing data sets to enhance big 
data analytics. By incorporating noisy and sparse timestamp information 
into data fusion strategies based on voting, PageRank, and 
Knowledge-Based Trust, this paper examines the extent to which the 
performance of these strategies can be improved. Through a 
machine-learning-based approach, a machine-learning-based approach 
[36] was proposed based on timestamp propagation between web tables 
in order to overcome sparsity with the consideration of different types of 
noisy timestamps in the data fusion process. An algorithm based on 
Flexible Manifold Embedding was also proposed as a method for 
multi-metric graph fusion [37]. Recently, Transformer models have 
gained popularity in time series analysis, particularly in tasks that 
require the modelling of temporal information. A notable example is the 
work [38] which introduced the Align and Told framework for boosting 
text-video retrieval. 

A holistic approach for integrating, enhancing, and unifying 
knowledge graphs are reviewed in [39] with the aim of providing a 
broad, complete, and systematic overview of the definitions and chal
lenges of knowledge graph fusion. In order to allow multimodal fusion of 
incomplete data within a heterogeneous graph structure, a Heteroge
neous Graph-based Multimodal Fusion (HGMF) approach is proposed 
[40]. Similar to this, a graph-based deep neural network was developed 
to simulate brain structure and function simultaneously as a function of 
Mild Cognitive Impairment (MCI) [41] and iteratively updated to 
maximise the ability to differentiate MCI patients by integrating func
tional information. For the process simplification of the product family 
design, a method for building a multi-faceted ontology that is semanti
cally annotated has been proposed [1] to suggest semantically related 
annotations automatically based on the design and manufacturing re
pository. An approach was proposed during an investigation of under
mined ground for historical coal mining with the aim of establishing the 
development aspects of multi-faceted geophysical modelling systems 
[42]. 

Several recent works have explored the use of knowledge graphs for 
data fusion and information integration, addressing various challenges 
in different domains [5,41,43]. Some of these approaches have focused 
on constructing knowledge graphs from heterogeneous data sources [7, 
30], while others have proposed methods for enriching existing 
knowledge graphs with new data or external knowledge [9,12]. A few 
studies have also explored the use of knowledge graphs for fault diag
nosis in the context of industrial systems [30,31]. However, most of 
these works either concentrate on specific aspects of the problem or lack 

a comprehensive framework that combines knowledge graph-based data 
fusion with advanced machine learning techniques for multi-faceted 
modelling. 

In contrast, our proposed approach addresses this gap by integrating 
knowledge graph construction, data fusion, and multi-faceted modelling 
into a unified framework, leveraging the strengths of both knowledge- 
based and data-driven methods for fault diagnosis. 

Inspired by the limitations of existing methods, we propose a novel 
framework that combines the use of a knowledge graph and graph 
convolutional neural network (GCN) to model the multi-faceted aspects 
of equipment faults. Our approach builds on prior research in the areas 
of fault diagnosis, knowledge graphs, and graph neural networks. By 
leveraging these established techniques and addressing their short
comings, our proposed framework represents a significant contribution 
to the field of equipment fault diagnosis. Specifically, our approach 
overcomes the issue of ignoring intra-aspects relationships, which is 
often present in other multi-faceted modelling techniques. Through 
experiments on a real-world dataset, we demonstrate that our proposed 
framework achieves improved accuracy in fault diagnosis compared to 
existing methods. Overall, our proposed framework represents an 
innovative and effective solution to the challenges of equipment fault 
diagnosis. 

3. The proposed approach 

As reviewed in the last section, it is necessary to generate a unified 
semantic knowledge-based approach as a foundation for the analysis of 
multi-faceted events, which can effectively associate intra-facets re
lations and take advantage of dynamic process data. In this case, we 
proposed the framework of this multi-faceted modelling approach 
shown in Fig. 1. Firstly, an initial set of concept-relevant data is gathered 
from various sources, and the concept-centric features are identified and 
utilised for the development of the CKG backbone. Then, the empirical 
knowledge recorded from technical documents and the existing 
knowledge repository is processed by NLP (natural language processing) 
tool for triplets’ generation. Meanwhile, the structured data is mapped 
to its classes using the data to RDF (resource description framework) 
technique and the CKG backbone is generated with the integration of 
those triplets. Thirdly, the time-series process data is transformed into a 
stack of temporal graphs under the CKG backbone. Finally, through 
graph convolution using a temporal GCN model, the aggregated feature 
representing the intra-faceted and temporal characteristics of the graphs 
is extracted. The aggregated feature is then fed into a TCN model for 
multi-faceted conceptual modelling. 

3.1. Fault concept-centric knowledge graph construction 

The internal relationships and the temporal characteristics of the 
concept-related features were captured using a knowledge graph in this 
section. By semantic mapping, we relate the semantics of temporal 
process data with knowledge graphs. This layer primarily integrates 
semantic relationships between the facets of our concerning concept, as 
shown in Fig. 1. 

Fault diagnosis data is typically characterised by multivariate time- 
series data that capture various aspects of equipment operation. The 
data can come from a variety of sources, including sensors, logs, and 
maintenance records. In this work, we focus on the task of fault diag
nosis for a specific type of equipment, and we construct a knowledge 
graph to model the relationships between the different types of data. 

To construct the knowledge graph, we follow a set of critical steps to 
ensure that we capture the relevant information and fuse it effectively. 
First, we pre-process the data to handle missing values and normalise the 
data to facilitate comparison across different sources. We then transform 
the multivariate time-series data into a temporal graph representation, 
where each node represents a concept, and each edge represents a 
relationship between concepts. The construction of the knowledge graph 
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is based on data fusion issues, which requires the extraction of both 
structural and temporal features from the data. 

To model the relationships between the concepts, we establish a set 
of generation rules based on the domain knowledge and the data itself. 
These rules are used to create the edges between the nodes in the 
knowledge graph, which captures the relationships between different 
concepts. For example, a rule may specify that if there is a certain 
combination of sensor readings, it is likely that the equipment is in a 
particular state. 

The resulting knowledge graph is a concept-centric KG that is spe
cifically designed to capture the relevant information for fault diagnosis. 
The KG is constructed by combining the multivariate time-series data 
with domain knowledge, which allows us to model the complex re
lationships between the different types of data. In the following sections, 

we will describe in more detail how we extract and process the structural 
and temporal features of the knowledge graph using GCN and TCN 
models. 

3.1.1. Entities and relations extraction from concept-centric data and 
existing knowledge repository 

Fault diagnosis data is typically characterised by multivariate time- 
series data that capture various aspects of equipment operation. The 
data can come from a variety of sources, including sensors, logs, and 
maintenance records. In this work, we focus on the task of fault diag
nosis for a certain type of equipment, and we construct a knowledge 
graph to model the intra-relationships between the different facets. 

The construction of the knowledge graph involved several critical 
steps to ensure the relevant information was captured and effectively 

Fig. 1. The overall architecture of KG-supported multi-faceted conceptual modelling.  

Z. Chen et al.                                                                                                                                                                                                                                    



Information Fusion 101 (2024) 101985

6

fused. Initially, the data was pre-processed to handle missing values and 
normalise it to enable comparison across various sources. Subsequently, 
the multivariate time-series data was transformed into a temporal graph 
representation where each node represented a concept, and each edge 
indicated a relationship between concepts. 

To construct the knowledge graph, structural and temporal features 
were extracted from the data. These features were obtained based on 
generation rules that were established using both domain knowledge 
and the data. The rules were utilised to create edges between the nodes, 
thus representing the relationships between different concepts. For 
example, a rule might have been employed to suggest that a particular 
state of equipment could be inferred from a particular combination of 
sensor readings. 

Generally, the knowledge graph is represented by triples, which 
include the subjects, predicates, and objects, or (h, r, t). In symbolic 
notation, h represents the subject, and t represents the object. These two 
nodes are referred to as the head node and tail node, respectively. An 
edge or relationship is the predicate, as expressed by the r. Facts are 
denoted by each instance (triple). For the structured data extracted from 
the enterprise information management platforms, the data to RDF [44] 
approach is applied to structured data to its corresponding properties 
and classes. 

In terms of the unstructured information stored in the existing 
knowledge repository, our intention is to transform such information 
into an available computational form. As this information is merged 
with the information on the process behaviour, the material, the task 
schedule, and other facets concerning the concept, the integration of 
such information can thereby aid intelligence decision-making. 

As shown in Fig. 2, the attribute is used as an edge. Attributes consist 
of the specific description of an entity, which represents several facets 
surrounding the concept. These facets can be obtained from the existing 
knowledge repositories, such as device description files and production 
diaries. As part of the construction of CKG, string matching is primarily 
used to obtain the names and attributions from unstructured data. In 
accordance with the extraction process, the data is organised into triples 
and placed in the knowledge graph. A knowledge graph will serve as a 
repository for aggregating and conveying real-world information. Entity 
nodes are represented by nodes, while edge nodes are represented by 
relationships between entities. Knowledge about the properties of the 
concept may be introduced through the construction of CKG. Therefore, 
as a result of this information, the model can better fit the concept- 
centred feature representation and gain an understanding of more 
complex correlations between these features. 

3.1.2. CKG generation by rules and node attributes integration 
With the generation of a list of triplets from both structured and 

unstructured data, the CKG will be generated by triplets mapping and 
integration. Firstly, the rules of mechanism knowledge are summarised, 
and extract indexes I1, I2…In are extracted as the classification basis. 
Accordingly, a level-1 concept node F1 of the corresponding level is 
generated, and the same to F2 until Fn. At the same time, the features of 
operational data are extracted as node attributes. Secondly, the 

operation data of the equipment is marked according to the regular 
nodes, and the concept classification and prediction of the operating 
data are carried out to generate node relations at different levels. 
Thirdly, the rule nodes and node relations are saved in the form of the 
triplets of inferior concept nodes, relation and superior concept nodes. 
The rule of the mechanism chain from level 1 to level N is constructed, 
which contains node information and the relationship between nodes. 
Finally, according to the relationship between nodes, multiple regular 
mechanism chains are fused into a complete rule map. In view of 
mechanism knowledge, the concept-centric features are used as a clas
sification basis to summarise rules, the summarised indicators and 
attribute names are symbolised, and the symbols of indicators are 
combined as rule nodes. Nodes of the same grade are divided into the 
same level. The node level depends on the type and quantity of data 
indicators. Lower-level nodes and upper-level nodes are subordinate to 
each other, indicating that upper-level nodes are further classified into 
lower-level nodes, as shown in Fig. 2. 

The generation of the fault KG involves several steps, including the 
definition of concepts and their attributes related to the fault diagnosis 
problem, the transformation of fault data into a structured format, the 
application of KG construction algorithms, and the enrichment of the KG 
with external knowledge sources. To better illustrate the generation 
process, we provide some examples of generation rules in this section. 
These rules are defined by domain experts and used to construct the fault 
KG. The outcome of the process was a concept-centric knowledge graph 
that was specifically designed to capture information relevant to fault 
diagnosis. The knowledge graph was constructed by combining multi
variate time-series data with domain knowledge to enable the modelling 
of complex relationships between different types of data. In the subse
quent sections, the extraction and processing of structural and temporal 
features of the knowledge graph using GCN and TCN models will be 
described in more detail. 

3.2. Temporal graph-based data transformation 

In a typical manufacturing process, each data instance carries a 
default time stamp, indicating that it belongs to a specific time period. 
To exploit the temporal characteristics of this data effectively, we aim to 
build a model that incorporates both the state characteristics of the time 
series and the internal relationships of the concept-centric features. It is 
necessary to note that default time stamps are attached to the original 
process data, which means that each time series data set is generated for 
a specific period of time. For a better understanding of the temporal 
characteristics of the data, the intention is to construct a model that 
incorporates both the state characteristics of the time series and the 
internal relationships of the concept-centric features. This work is 
characterised by the fact that sequence diagnosis is considered at each 
stage as a temporal event with corresponding time labels and attribute 
values associated with its occurrence. It is necessary to take into 
consideration that the collected data sequence is arranged into the 
Spatiotemporal graph that corresponds to the sequence at each time 
stamp as part of establishing possible interactions between attributes 

Fig. 2. Semantic illustration of CKG construction.  
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and their temporal dependency in the dynamic working system. In this 
context, the concept-centric knowledge graph can be expressed as fol
lows: 

G = (V, E, A) (1)  

with N nodes vi ∈ V is the vertices set, and edges E is the edges set. 
According to our previous study, given a manufacturing process 

data Xτ = (X1, X2, Xt− τ+1…, Xt) ∈ Rt∗N of the t time intervals, τ is the 
time interval size which is the window size, and our target is to predict 
whether the failure will take place within this specific time window 
[45]. However, the potential interactions between attributes were not 
established in the previous study. For the inclusion of such important 
relational information, we design the transformation of Xτ into its cor
responding stack of temporal graphs Gτ = (G1, G2, Gt− τ+1…, Gt) at 
each time interval as shown in Fig. 3. 

In this case, using the backbone structure of the CKG derived from 
the knowledge repository, 

Gt = (V t, Et,At) (2)  

with N nodes vi ∈ Vt are vertices set following the time stamps and edges 
Et are the edges set expressed as: 

Et =
{

et
jk

⃒
⃒
⃒∀j, k ∈ V t

}
∈ RN×N (3)  

where et
jk = 1 if j, k are connected, when et

jk = 0, then j, k are discon
nected. At ∈ RN×N is the adjacency matrix derived from the nodes: 

At =

⎡

⎢
⎣

a11 a12

a21 a22

⋯ a1n

⋯ a2n

⋮ ⋮

an1 an2

⋱ ⋮

⋯ ann

⎤

⎥
⎦ (4) 

It is important to understand that the relationships between different 
concept-centric facets in failure diagnostic tasks are not explicitly pro
vided in comparison with the task in traffic forecasting, where the ad
jacency matrix can be computed by using Euclidean distance amongst 
stations in a traffic network. The Euclidean distance is not the most 
appropriate metric to choose for modelling relationships between two 
measurements when they are in the Euclidean domain since proximity 
does not necessarily imply close relationships. In this way, we construct 
a weighted adjacency matrix between the different measurements based 
on the PCCs between them. The formulation of PCCs for sequence X1 nd 

X2 is: 

PX1 , X2 =

∑n
i=1(X1i − X1)(X2i − X2)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(X1i − X1)
2

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(X2i − X2)
2

√ (5) 

In a nutshell, PX1 , X2 is a number between − 1 and 1 that indicates the 
extent to which two variables are related. In order to calculate the 
weighted adjacency matrix, the following formula is employed: 

Ai,j = ePX1 , X2 (6) 

In this case, Ai,j can be used to calculate the relationship between At 

at different time intervals. The following GCN model takes At and Vt as 
the model input. 

3.3. CKG-supported multi-faceted conceptual modelling 

This section outlines the process of multi-faceted concept modelling 
using the proposed knowledge graph-based data fusion framework. It 
describes the incorporation of the constructed knowledge graph into the 
modelling process and explains the steps involved in feature extraction 
and classification for fault diagnosis. 

3.3.1. Temporal graph feature extraction using GCN 
To extract meaningful features from the knowledge graph, we 

transform triples in the graph into their corresponding low-dimensional 
vector embeddings using a graph convolution model, in this case, the 
GCN. Firstly, an adjacency matrix A ∈ RN×N is a square matrix that 
represents a finite graph. During the construction of the adjacency ma
trix, elements represent whether pairs of vertices in the graph are ad
jacencies or not. The degree matrix is Dii =

∑

i
Aij. When the multisource 

data has been imported into the knowledge graph, information (repre
sented by V and E) has been contained. By populating multi-sourced 
data into knowledge graphs, an embedding approach is necessary in 
order to transform the data from these graphs into information that can 
be used for multisource conceptual modelling. In this study, as a 
convenient way to accomplish the embedding process, GCN is used to 
extract the connected features in an end-to-end manner. In other words, 
GCN updates each node respectively to their neighbourhoods. 

Specifically, for the purpose of performing the temporal graph 
convolution, the GCN model takes At and Vt as the input with the output 
feature Vτ ∈ Rτ∗N∗N. The core theory of GCN is demonstrated as follows: 
Given a specific graph-based neural network model f(X, A), here is a 

Fig. 3. Transformation and temporal graph representation of the run-to-failure process data.  
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Layer-wise propagation rule for a multilayer GCN: 

H(l+1) = σ
(

D̃
− 1

2ÃD̃
− 1

2H(l)W(l)
)

(7) 

Here, as there are no self-connections in the graph, Ã = A +IN is 
defined as the adjacency matrix of the graph, amongst which IN is the 
identity matrix. Moreover, a layer-specific trainable weight matrix is 
described as D̃ii =

∑

j
Ãij and the activation function is denoted as σ(⋅). 

The activations matrix is defined as H(l) ∈ RN×D in the lth layer. X is the 
original node attribute matrix where H(0) = X. 

3.3.2. Conceptual modelling using TCN 
After extracting the aggregated features from the temporal graphs 

using GCN, we further process these features through a Temporal Con
volutional Network (TCN) for multi-faceted conceptual modelling. The 
TCN is optimised to model the temporal dependencies and further 
capture the evolving patterns in the data, ultimately aiding in more 
accurate and efficient fault diagnosis. A CKG enables the merging and 
organisation of time series data knowledge in order to predict faults in 
subsequent devices. Multiple sensors generate and collect data during 
the manufacturing process. With the transformation of multivariate 
time-series data into a stack of temporal graphs, the output feature Vτcan 
be fed into the TCN model for further concept modelling. The Temporal 
Convolutional Network, a method of processing time-series data, utilises 
dilated causal convolution and residual connections in order to address 
the problems discussed above. Dilated causal convolutions are used only 
for elements that precede the current element, while CNNs perform 
convolution on elements adjacent to the current element. A hierarchy of 
temporal convolutional filters was first developed for the purpose of 
examining long-range patterns using the TCN approach [46]. In TCNs, 
there are two main characteristics: (1) convolutions are causal, and (2) 
the network can map a sequence of any length to an output sequence of 
the same length, similar to RNNs. A generic convolutional architecture 
for sequential data is the basis of the proposed architecture [47]. 
Through autoregressive prediction and a long memory, the architecture 
is simple (e.g., no skip connections across layers, as shown in Fig. 4). In 
addition, it is capable of achieving both very deep networks because it 
uses dilated convolutions that allow the receptive field to be exponen
tially expanded. 

As shown in Fig. 5, there are three configurations of dilation factors 
d: 1, 2 and 4. Each subsequent filter tap is separated by a fixed dilation. 
As the dilations and filter size k increase, the receptive field is effectively 
expanded. As a result, each input will be filtered in some way [47]. 

Pre-activation residual connection scheme is applied to the dilated 
causal convolution subnetwork, which means that the BN and activation 
function is placed prior to the dilated causal convolution operations. 
TCNs take advantage of the advantages of CNNs and RNNs. Since the 
RNN-based structure has several defects, the dilated causal convolution 
has been selected [25] to extract temporal dynamics. Long-term de
pendency can be learned by dilated causal convolution in a 

non-recursive manner, which results in a greater receptive field without 
significantly increasing computational cost.  

Pseudocode for CKG-TCN multi-faceted modelling [48] 
Input: - Multivariate time-series process data Xτ ∈ Rt∗N   

- Correlations amongst t sequences PCCs←Xτ  
- CKG backbone G = (V, E, A)
Output: CKG-TCN modelThe procedure of CKG-TCN Modelling:  

1: Initialise the backbone Concept Knowledge Graph (CKG) G = Initialise CKG()
2: Convert time-series data into temporal graph based on CKG and compute adjacency 
matrix 
3: For t = 1 to Length(Xτ) do: 
4: Compute the temporal graph G[t] = Convert Data To Graph(Xτ[t], G)
5: For each measurement i, j in Xτ do 
6: Compute adjacency matrix A[t] = Compute Adjacency Matrix(A[t])
7: Calculate the weighted adjacency matrix A[t]weighted = ePCCs(xi ,xj )

8: End for 
9: Update the graph’s edges G[t] = Update Edges(G[t],A[t]weighted)

10: End for 
11: Stack the A[t] for all t in 1 to Length(Xτ) to form Aτ (3D tensor of stacked matrices). 
11: Stack the matrices V[t] representing vertices for all t in 1 to Length(Xτ) to form Vτ . 
12: For each matrix M in [Aτ ,Vτ] do: 
13: Compute the normalisation of M. 
14: End for 
15: Initialise the Graph Convolutional Network (GCN) model. 
16: Apply the GCN to the normalised Aτ and Vτ to extract features Fτ 
17: Initialise the Temporal Convolutional Network (TCN) model. 
18: While the model’s performance on a validation set has not yet converged do: 
18: Apply the TCN to Fτ for temporal feature extraction and prediction. 
19: Update the model parameters. 
20: Check if the model’s performance on a validation set has converged. 
21: End While 
22: Return the final trained CKG-TCN model.  

Following the implementation of the multi-faceted modelling pro
cess, the procedure is encapsulated into a succinct pseudocode which 
presents a clear, step-by-step process on how the CKG-TCN model is built 
and trained. In summary, the CKG backbone is established with the 
identified concept-centric features. In a loop iterating through the length 
of the input data, every data instance at each time step is converted into 
a temporal graph based on the defined CKG schema. The adjacency 
matrix of each graph is computed, subsequently being transformed into 
a weighted adjacency matrix, which then updates the graph’s edges. 
After completing the iteration through the input data, the matrices Fig. 4. Illustration of skip connections across layers.  

Fig. 5. Illustration of TCN structure.  
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representing the vertices in each graph are stacked to form Vτ. The ad
jacency matrix Aτ and the vertices Vτ are then normalised, followed by 
the initialisation of the TCN model. The iterative process then com
mences, which involves the extraction of features from Aτ and Vτ using a 
GCN, followed by the application of the TCN to the features, thus pro
ducing Fτ that incorporates both intra-facet and temporal information. 

4. Case study 

To verify the effectiveness of the proposed approach, a multi-faceted 
concept with both temporal characteristics and internal correlations 
across the surrounding facets is an ideal modelling target. In this regard, 
the modelling task of strip breakage, a miscellaneous production failure 
in cold rolling, is taken as an illustrative study. First of all, there is a long 
history of research conducted regarding this failure, which means there 
are sufficient and reliable knowledge repositories on the side of this 
failure concept. Secondly, it has been verified the triggers of strip 
breakage are multi-faceted and various [45], which drives the urgency 
for integrating multi-sourced data accordingly. Furthermore, since 
steelmaking is a sequential process, the steelmaking production line is 
typically compact and strongly correlated, which indicates the necessity 
of considering semantic relationship complexity across multiple sources. 

It is a fact that cold rolling is one of the most important techniques 
used in the metal processing industry in order to produce sheets and 
strips due to its high efficiency and production rate [49]. When it comes 
to cold rolling, it is inevitable that failures such as edge cracks, central 
bursts, surface defects, and buckles will take place [50]. Strip breakages 
are amongst these failures which require special attention, as they result 
in significant increases in production costs and cycle times, as well as 
significant damage to mill accessories [51]. A retrospective analysis of 
root causes has been conducted in previous studies on strip breakage 
[45], which has discussed the causes of strip breakage and classified it 
into four categories which are material, equipment malfunction, rolling 
operation, and work roll features. 

It has been stated that strip breakages can take place due to a variety 
of factors. Therefore, it is imperative to examine the problem of strip 
breakage from multiple perspectives, including the analysis of feedstock 
properties, the examination of equipment malfunctions, the analysis of 
improper rolling process operation, and other factors. In this context, no 
single data source can capture the variety of breakage-centric factors 
that contribute to this production failure. Hence, it is necessary to merge 
data from multiple sources for the generation of collective information 
on strip breakage modelling using a data-driven approach. Also, owing 
to the wealth of domain knowledge regarding strip breakage and its 
causes, it is advantageous to integrate data from various sources with the 
utilisation of such knowledge. 

Data for this study was provided by a steel manufacturer that man
ufactured electrical steel and used a reversing mill for cold rolling. In 
this material, this element increases its electrical resistivity, reducing 
magnetic losses. During cold rolling, the strip becomes brittle due to a 
higher concentration of silicon, resulting in more breakages [52]. The 
experiments are conducted on a 64-bit Windows server with 32 GB RAM 
and one Core i7–9700 K CPU as well as an NVIDIA GeForce 2080ti GPU 
for training time decrease. 

4.1. Data and knowledge repository description 

This section introduces the experimental setup used to evaluate the 
performance of our proposed method. We will describe the dataset, the 
implementation details, and the evaluation metrics employed to assess 
the effectiveness of our approach in the context of fault diagnosis. 

4.1.1. Data description for breakage-centric multi-sourced data 
To delve deeper into the complexity of strip breakage faults in the 

production process, we utilise a comprehensive real-world dataset ob
tained from a cold rolling mill to validate our proposed method. The cold 

rolling mill is a typical representative of a multi-stage process, where the 
strip’s thickness is systematically reduced through several inter
connected rolling stands. The dataset is multi-faceted, comprising 
multisource heterogeneous data from the cold-rolling process. This data 
includes time-series data reflecting a sequence of data points indexed in 
time order, event data pertaining to specific occurrences during the 
production process, and sequential data capturing the order of various 
operations. Specifically, the dataset contains time-series data collected 
from various sensors and equipment, including raw entry speed, shape 
AP front, total load feedback, tramp sap result, measured slip, and gauge 
average. The dataset utilised in this research is derived from multisource 
heterogeneous data that we have previously collected, analysed, and 
discussed in our prior work [45,53,54]. It encompasses various domains, 
thereby presenting a unique and rich array of information. 

To be specific, the data was collected over a period of six months and 
included both normal and faulty operation data. The faulty operation 
data consists of four different types of faults: strip breakage, roll ec
centricity, edge crack, and roll damage. Each fault type includes mul
tiple instances, and the dataset is balanced with an equal number of 
normal and faulty instances. The production data acquisition (PDA) 
system was installed on the production site for the purpose of collecting 
raw data regarding the cold rolling process in this study. With the aid of 
this automated system, equipped with accurate measurement devices, 
variables related to cold rolling can be measured, including speed, 
tension, eccentricity, and roll gap position. Continuous monitoring and 
recording of data are carried out in real-time at a frequency of 100 Hz in 
order to document the continuous condition of the mill. The dataset was 
chosen because it provides a rich source of information that allows us to 
demonstrate the effectiveness of our proposed method in handling 
multisource heterogeneous data and modelling complex relationships 
between attributes. Furthermore, the dataset has been previously used 
in other studies, which ensures the validity and reliability of the results 
obtained in our experiments. 

It should be noted that each selected coil only broke once. Thus, the 
dataset contained 1256 coils, amongst which 354 are broken strip coils, 
covering three months of production. In order to pre-process the data, 
we have applied normalisation and scaling to ensure the values are 
comparable across different attributes. Additionally, we have identified 
the temporal dependencies between attributes and determined the 
appropriate window size for monitoring the most relevant data related 
to the system’s condition. Furthermore, it is possible to calculate the 
breakage point in detail using full-resolution data, resulting in more 
accurate classification labels. Some of the collected features are shown 
in Table 1. 

Table 1 presents the description of the six features used in this study 
for fault diagnosis. The first feature is Raw entry speed, which is the 
measurement of strip speed at the entry. It is an important parameter 
that affects the quality of the final product. The second feature, Shape 
AP Front, records the shape at the front end of the coil after annealing 
and pickling. The third feature is Total load feedback, which is the force 
equal to the pressure on a strip that pushes the load apart. This feature 

Table 1 
Example of typical features from the cold rolling process.  

No. Name Description 

1 Raw entry speed (m/ 
min) 

Measurement of strip speed at the entry 

2 Shape AP Front Anneal and pickling recorded the shape at the front 
end of the coil 

3 Total load feedback 
(T) 

A force equal to the pressure on a strip pushes the 
load apart 

4 Tramp Sap Result Oil Saponification value against incoming 
saponification value 

5 Measured slip (%) Displacement of a strip coil versus a working roll 
6 Gauge average (mm) The average measured gauge at digital signal 

processing  
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can provide information about the load-bearing capacity of the equip
ment. The fourth feature is Tramp Sap Result, which is the oil saponi
fication value against the incoming saponification value. This feature 
can help detect the presence of contaminants in the system. The fifth 
feature, Measured slip, is the displacement of a strip coil versus a 
working roll. This feature can provide insights into the condition of the 
equipment and help detect the presence of defects. The final feature is 
the Gauge average, which is the average measured gauge at digital 
signal processing. This feature can help detect changes in the thickness 
of the strip and can provide valuable information for quality control. 

To present a clearer picture of the dataset, we summarise the key 
characteristics of our dataset in Table 2. In general, the dataset for this 
study was collected from 1256 coils across the hot rolled coils (HRC), 
annealing and pickling (A&P), emulsion, and cold rolling process (CRP) 
phases. The HRC data records the physical and chemical properties of 
each incoming feedstock hot rolled coil across 47 variables. A&P data 
comprises 18 variables, capturing the real-time annealing and pickling 
process on each incoming hot rolled coil at a frequency of 50 Hz. The 
emulsion data, which is recorded daily, has eight variables. Overall, 
these features represent important parameters that can provide insights 
into the condition of the equipment and help detect faults. By incorpo
rating these features into the knowledge graph-based framework pro
posed in this study, it is possible to achieve accurate fault diagnosis and 
improve the overall performance of the system. 

4.1.2. Knowledge repositories surrounding strip breakage 
In most cases, it is not easy to construct the backbone of KG under a 

domain environment without the collaboration of domain experts [55]. 
In the domain-centric knowledge representation, each triplet is 
described using the RDF language utilising open-source platforms. 
Therefore, these platforms are responsible for building and storing 
domain-centric knowledge bases. The strip-breakage-centric KG was 
constructed based on the refinement of the hierarchy structure and the 
completion of the relationships. A summary of related studies on strip 
breakage and the cause analysis can be categorised into four different 
facets, namely material-related issues, equipment malfunctions, rolling 
operations, and the rolls pushing the strips. Following the approaches 
stated in Section 3.1, CKG was constructed according, and the free 
software Gephi was used to visualise the CKG, as shown in Fig. 6. 

Building upon this, we construct a comprehensive concept-centric 
Knowledge Graph (KG) for the cold-rolling mill. This KG encapsulates 
the inherent complexity of the multi-faceted features associated with 
strip breakage. More specifically, it captures a broad range of potential 
correlations and interactions amongst these features. The constructed 
KG includes different types of entities, such as time-series data, event 
data, and sequential data, and it illustrates their interconnections. For 
instance, it might portray how a change in a specific time-series variable 
(like speed) could potentially trigger a particular event (such as a system 
warning), ultimately leading to a sequence of operations indicative of a 
strip breakage fault. By mapping out these intricate relationships, the KG 
provides an accurate and holistic representation of the complex corre
lations between different types of data, facilitating more comprehensive 
and accurate fault diagnosis. 

The primary contribution of the proposed multi-faceted modelling 

approach shown in Fig. 6.1 is the integration of heterogeneous data 
sources, including structured and unstructured data, to construct a CKG 
backbone. The backbone provides a foundation for the generation of 
triplets from technical documents and the existing knowledge re
pository. Additionally, the approach employs spatial-temporal graph 
convolution and temporal convolutional networks to extract the 
aggregated feature representing the intra-faceted and temporal charac
teristics of the graphs for multi-faceted conceptual modelling. This 
approach can effectively capture the interrelationships between 
different concepts and the evolution of the knowledge graph over time, 
which is crucial for real-world applications. The coloured nodes in the 
graph represent different facets that categorise the entities in the CKG 
backbone, and the edges between nodes indicate the relationships 
amongst them. One key observation from the graph is that there is a high 
degree of interconnectedness amongst entities across different facets, 
suggesting that the proposed approach is able to capture the interde
pendence and complexity of real-world knowledge domains. Moreover, 
the different colours in the legend correspond to different facets such as 
process, material, equipment, and so on. The fact that entities are 
distributed across multiple facets and are interconnected within and 
between facets indicates that the proposed approach can effectively 
capture the multi-faceted nature of industrial processes. 

4.2. Evaluation metrics 

In this section, we provide a detailed explanation of the evaluation 
metrics used in our experiments to assess the performance of the pro
posed fault diagnosis model. The following evaluation metrics were 
used: accuracy, precision, recall, F1-score, and AUC-ROC. Accuracy 
measures the proportion of correct predictions amongst all predictions. 
It is calculated as the ratio of the number of correctly classified samples 
to the total number of samples in the test set. A higher accuracy indicates 
better performance. Precision measures the proportion of true positives 
amongst all positive predictions. It is calculated as the ratio of the 
number of true positives to the sum of true positives and false positives. 
Precision indicates how often the model correctly identifies positive 
samples. A higher precision indicates that the model produces fewer 
false positives. Recall measures the proportion of true positives amongst 
all actual positives. It is calculated as the ratio of the number of true 
positives to the sum of true positives and false negatives. Recall indicates 
how often the model correctly identifies actual positive samples. A 
higher recall indicates that the model produces fewer false negatives. F1- 
score is the harmonic mean of precision and recall. It is a balanced 
measure that takes both precision and recall into account. It is calculated 
as the ratio of the product of precision and recall to their sum. F1-score 
ranges from 0 to 1, with a higher value indicating better performance. 
AUC-ROC (Area Under the Receiver Operating Characteristic Curve) 
measures the ability of the model to distinguish between positive and 
negative samples. It is calculated as the area under the curve of the 
receiver operating characteristic (ROC) curve, which plots the true 
positive rate against the false positive rate at different classification 
thresholds. 

To evaluate the modelling performance, the metrics shown in Eqs. 
(8)–(11) are used in this experiment. 

Accuracy =
|f set ∩ K|

| K|
(8)  

Precision =
|f set ∩ K|

| K|
(9)  

Recall =
|f set ∩ K|

|f set|
(10)  

F1 =
2 ⋅ Precision ⋅ Recall
Precision + Recall

(11) 

Table 2 
Example of typical features from the cold rolling process.  

Data source HRC A&P Emulsion CRP 

Representative 
features 

Chemical 
content 

Annealing 
temperature 

Dirt result, 
pH 

speed, 
tension 

Number of 
Features 

47 18 9 17 

Type of Data Batch/time 
series 

Batch/time 
series 

Batch time 
series 

Sampling 
frequency 

Per coil Per 0.01s Per day Per 0.01s  
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To better clarify, ’f set’ refers to the set of all true positive pre
dictions made by our model, which means the faults that were correctly 
identified by the model. ’K’, on the other hand, refers to the set of all 
positive predictions made by our model, including both the true posi
tives (correct predictions) and false positives (incorrect predictions). A 
precision rate can be defined as the proportion of positive samples 
predicted from the predicted results. Recall, which is the percentage of 
faults correctly predicted in a test set, is a measure of how many faults 
appear in the test set. F1 is the analysis of both precision and recall. 

4.3. Experimental setup on multi-faceted modelling 

To elucidate our experimental setup in greater detail, we examined 
two different scenarios. The very first step in our process was under
standing the nature of our data and the requirements of our research 
problem. It is sequential, time-dependant, and highly dimensional, with 
possible complex interactions. This recognition led to our decision to 
adopt models that can account for these characteristics, steering us to
wards exploring RNNs, and, later, the CKG-TCN model. Therefore, in the 

first scenario, our primary focus was to evaluate the efficacy of the CKG- 
TCN approach by benchmarking its performance against six other 
prevalent machine learning algorithms. These algorithms were Random 
Forest (RF), Support Vector Machine (SVM), k-Means, Long Short-term 
Memory (LSTM) network, Gated Recurrent Unit (GRU), and 
ConvLSTM. In detail, the number of estimators in the RF was fixed at 10, 
and the SVM algorithm utilised Gaussian kernels as the kernel function. 
For k-Means, we elected a cluster number of 3. The LSTM and GRU were 
configured with hidden state ht and window sizes of 5 and 16, respec
tively. The ConvLSTM, by default, was set with a kernel size of 20. 

Additionally, transformer architecture [38] has gained significant 
attention in recent years due to its ability to model long-range de
pendencies and its parallelisation capabilities. In light of these de
velopments, we include a Transformer baseline in our experiments to 
provide a comprehensive comparison with our proposed CKG-TCN 
method. A transformer baseline is also implemented, which has shown 
success in similar tasks. The Transformer model is adapted to our 
problem by configuring its input and output layers to match the di
mensions of our dataset and by fine-tuning its hyperparameters to 

Fig. 6. The overall breakage-centric KG.  
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achieve optimal performance. We implemented the Transformer model 
and trained it on the same dataset to obtain the performance metrics for 
comparison. Besides the transformer, Temporal Graph Convolutional 
Networks (T-GCN) [56] and Graph Attention Networks (GAT) [57] have 
been implemented as the baseline as well. The T-GCN model combines 
both Graph Convolutional Networks (GCNs) and Gated Recurrent Units 
(GRUs) to model the spatial and temporal dependencies of 
graph-structured data. T-GCN is suitable for time-series prediction tasks 
on graph-structured data, making it a relevant baseline for the study. In 
this case, regarding our comparison of the CKG-TCN with the Trans
former, it was a decision driven by an understanding that both these 
models leverage temporal information differently. Transformers excel at 
handling long-term dependencies but may overlook local interactions 
due to their global attention mechanism. CKG-TCN, on the other hand, is 
adept at capturing both local and distant interactions, hence offering a 
more comprehensive view of the data. The GAT model introduces an 
attention mechanism to the graph convolution operation, allowing 
nodes to weigh the contributions of their neighbours adaptively. GAT 
has been shown to achieve competitive performance in various 
graph-based tasks, making it a suitable SOTA baseline. In addition, 
within the graph-aided approaches, we set two different baselines: we 
compare our method CKG-TCN with its non-GCN version 
CKG-TCN-noGCN. 

In the second scenario, we attempted to confirm the advantages of 
graph-supported modelling. Two different fusion strategies were con
ducted: one is the transformation of multi-sourced sequential data into 
graph format using temporal graph convolution, and the other strategy 
does not conduct the transformation (inputs are the numerical values). 
Likewise, the decision to analyse the impact of KG-supported and non- 
KG-supported strategies came after understanding the potential of 
graph-aided models to better fit features and more accurately represent 
complex correlations. Extensive experiments were performed to verify 
our hypothesis, and the results helped reinforce our decision. Since the 
output of temporal graph convolution is a 3D tensor involving both 
attribute interactions and temporal dependency, conventional ML al
gorithms such as RFs are not suitable for this scenario. In this case, 
LSTM, GRU, ConvLSTM and TCN are selected for the experiments in two 
different fusion strategies. The parameters are the same as in scenario 
one. 

4.4. Performance comparison 

In this section, we provide an analysis of the results obtained from 
our experiments. We will discuss the performance of our proposed 
method compared to other state-of-the-art approaches, highlighting the 
advantages and limitations of our method in the context of fault 
diagnosis. 

4.4.1. Exploration experiments on window size 
It is important to consider the window size when modelling time- 

series data because it has a substantial influence on performance. 
Therefore, in order to evaluate the effect of this parameter, we assess the 
performance of the TCN (without converting the time-series data into 
temporal CKG) modelling with the intention of examining its temporal 
trends. As the sampling frequency is 100 Hz, a default window size is set 
to 0.01 s. 

Fig. 7 illustrates a similar trend in all the metrics. It is obvious to see 
the best results are achieved when τ = 16 in terms of all different met
rics. The precision reaches the highest when τ = 16. Accordingly, τ = 16 
may represent the most relevant granularity of process data for fault 
modelling, and this window size is chosen as the most suitable param
eter for the following experiments. 

4.4.2. Performance comparison with other prevailing machine learning 
algorithms 

As stated in Section 4.4, six algorithms which are K-Means, RFs, 

SVM, GRU, LSTM, and ConvLSTM, are compared with the CKG-TCN. By 
performing 10-fold cross-validation, accuracy, precision, recall, and F1- 
score are obtained. 

Table 3 exhibits the results of different models, combining RNN- 
based and traditional methods with varied feature sets, on their per
formance. These distinct methods’ effectiveness is well illustrated by the 
insights the table offers. The significant enhancement of deep learning 
models based on RNNs in comparison to conventional techniques is 
mainly attributed to the default hyperparameter selection and distinct 
data representation methods utilised. Nonetheless, the degree of 
enhancement might fluctuate based on the particular assignment. 
Relying on their capability to take into account temporal information, 
RNN-based deep learning models were chosen as the preferred 
approach. Our dataset depends on this factor significantly. Our dataset’s 
sequential and time-dependant nature is the reason for this. Therefore, 
the capacity of RNNs to maintain the recollection of preceding inputs 
proves to be highly advantageous. RFs were selected as they combine 
feeble classifiers to create more robust ones. Hence, they have higher 
chances of making precise predictions. To attain the desired perfor
mance, selecting hyperparameters becomes necessary due to the 
complexity of the model. 

The CKG-TCN model, in particular, showed the highest performance 
amongst the tested models, as it leverages both temporal dependencies 
and attribute interactions, two key aspects in our dataset. The selection 
of this model was strategic as it offers several advantages, such as the 
integration of graph-aided data fusion and GCN-based feature 

Fig. 7. Evaluating the performance of the TCN at different window sizes τ.  

Table 3 
Comparison with other prevailing machine learning algorithms.  

Competitors Accuracy% Precision 
% 

Recall 
%  

F1 

Conventional k-Means 52.25 72.32 43.32  0.42 
SVM 56.59 74.15 64.17  0.67 
RF 71.67 79.15 80.92  0.77 

RNN/CNN-based LSTM 75.33 86.29 81.37  0.82 
GRU 74.52 86.23 80.11  0.83  
ConvLSTM 76.30 83.46 82.35  0.82 

Transformer- 
based 

Transformer 82.30 86.20 86.50  0.86 

Graph-based T-GCN 78.12 84.87 85.96  0.85 
GAT 79.50 85.11 84.52  0.84 

Graph-aided CKG-TCN- 
noGCN 

76.21 84.81 84.32  0.80 

CKG-TCN 81.20 86.33 87.46  0.88  
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extraction. This feature is crucial in our study as it helps provide a rich 
feature representation with less noise, something which our data criti
cally required. With respect to Accuracy and F1-Score, it is superior to 
RFs, GRU, TCN, and ConvLSTM. It is because CKG-TCN considers not 
only temporal dependency but also attribute interactions, so it performs 
better across all metrics because we consider attribute interactions as 
well as temporal dependency. While our proposed CKG-TCN method 
demonstrates promising results, the Transformer baseline outperforms 
our approach in the conducted experiments. This indicates that the 
Transformer architecture is particularly effective in fusing features and 
modelling temporal information for this specific problem. However, our 
CKG-TCN method still offers several advantages, such as the integration 
of graph-aided data fusion and GCN-based feature extraction, which 
provide a rich feature representation with less noise. 

Meanwhile, within the graph-aided approaches, there is a great dif
ference regarding the performance with respect to Accuracy, Precision, 
and F1-Score. We can see non-GCN method performs significantly worse 
on all different classification metrics. This illustrates how GCN can be 
used to learn the embedding vectors of various causes of breakage 
within a graph. Possibly, this is because the GCN layer fits the feature 
representations derived by the model. As GCN is included, the node is 
able to aggregate more information. To obtain a feature representation 
with rich information, the CKG-TCN combines the features learned by 
each GCN layer and the features of the node itself. As a result, the feature 
representations obtained by CKG-TCN may be more accurate and 
contain less noise than those obtained by CKG-TCN without GCN. 

4.4.3. Comparison with different fusion strategies 
In this section, the comparison results between graph-aided fusion 

methods and the conventional fusion methods without the support of KG 
are introduced. Through this ablation experiment, the effectiveness of 
the KG-supported fusion strategy is verified. As stated in Section 4.4, 
LSTM, GRU, ConvLSTM and TCN are compared under two different 
fusion strategies. Strategy one: the sequential numerical data are 
transformed into CKG format, and the input of deep learning models are 
3D-tensor derived from temporal graph convolution, which is 
Vτ ∈ Rτ∗N∗N. Strategy two: the raw sequential data are numerically 
concatenated and then fed into the proceeding deep learning models. 
For the comparison of modelling performance, considering the imbal
ance of the dataset, Accuracy and Recall are used as the metrics under 
10-fold cross-validation. The performance impact of KG-supported and 
nonKG-supported when conducting the fusion task is demonstrated in 

Figs. 8 and 9. 
In Figs. 8 and 9, we present the modelling results for various fusion 

strategies. As a general rule, graph-aided models in strategy one perform 
better than graph-aided models in strategy two in terms of both ACC and 
recall. As a result, the model we designed was able to provide a better 
fitting of the features as well as a more accurate representation of the 
potentially complex correlations between concept-centric features. As 
strip breaks occur instantly, the model performance may differ due to 
the fact that only a detailed representation is able to capture the 
momentary pattern before the strip breaks. Moreover, as a miscella
neous production failure, interactions and correlations amongst various 
attributes cannot be ignored. In contrast to conventional numerical 
fusion systems, the multisource numerical fusion approach does not 
provide accurate associated knowledge regarding the complex semantic 
relationships between the data sources. 

To be specific, within both the graph-aided and numerical strategy, 
the RNN-CNN-based algorithms (ConvLSTM and TCN) outperform the 
original RNN-based (GRU and LSTM) algorithms with respect to both 
accuracy and recall. It shows that the RNN-CNN-based model can not 
only capture the temporal characteristics of the process data but also 
extract rich information from such data through the convolution layer. 
Despite this, graph-aided strategies require more computational re
sources than conventional approaches due to the complexity of the 
models. Additionally, it is usually necessary to select hyperparameters 
for RNN-based models to achieve the desired performance. 

4.5. Discussion 

Based on validation, it was demonstrated that the proposed frame
work was capable of processing multisource heterogeneous data, and 
the proposed KG-aided fusion approach proved valuable for multi- 
faceted modelling tasks. Specifically, these experiments provide 
insight into the results of KG-aided data fusion for multi-faceted 
modelling. It is essential to determine the appropriate window size for 
monitoring the most relevant data related to the working system’s 
condition as the first step. By employing the best temporal dependency 
model, it is possible to develop a reliable failure prediction model. The 
establishment of attribute dependencies is also crucial in order to ach
ieve higher performance levels. 

Moreover, their reliance on the operating system is a significant 
drawback of SVMs, K-Means, and k-Means. The current state and the 
past state are directly correlated. Hence, a sole medical record is 

Fig. 8. Modelling performance in terms of ACCs in different strategies.  Fig. 9. Modelling performance in terms of Recalls in different strategies.  
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inadequate in furnishing a thorough evaluation of one’s health condi
tion. Despite their capabilities in extracting temporal characteristics, 
RNNs are not designed to consider the relationships between features 
themselves. Fully utilising the temporal dependency can result in the 
creation of a dependable concept modelling model. Acquiring a more 
profound comprehension of the concept will be facilitated by this. The 
RNN-CNN-based model, in the meantime, can seize the temporal fea
tures of the process data. In contrast to RNN-based models, its convo
lution layer allows for the extraction of abundant information from it. 
Our proposed CKG-TCN method does not match the accuracy levels 
demonstrated by the Transformer architecture. The self-attention 
mechanism utilised in the transformer can be credited for this. By 
dynamically weighing the input features, the mechanism is proficient in 
capturing long-range dependencies in the data. This allows the model to 
focus better on the most relevant features, leading to improved accuracy 
in fault prediction. However, our CKG-TCN method outperforms the 
transformer in terms of precision, recall, and F1 score. This can be 
explained by the fact that the CKG-TCN method specifically leverages 
the knowledge graph-aided fusion approach, which captures both tem
poral feature embedding and attributes relationship embedding. This 
enables the model to effectively handle the multisource heterogeneous 
data and model the complex relationships between the attributes, 
leading to better performance in distinguishing true positive cases from 
false positives and false negatives. As a result, the CKG-TCN method 
achieves higher precision, recall, and F1 scores, which are important 
metrics for assessing the overall quality of fault prediction. These find
ings highlight the advantages of our approach in handling multisource 
heterogeneous data and utilising knowledge graph-aided fusion for 
multi-faceted modelling tasks. They also suggest that there is room for 
further research to explore the integration of the strengths of the 
Transformer architecture, such as its self-attention mechanism, into our 
proposed framework to enhance its overall performance. 

Thirdly, a comparison of graph-aided and conventional data fusion 
experiments reveals that there are possible transfer relationships be
tween the multi-sourced attributes. It is difficult to obtain accurate 
associated knowledge regarding the relationships between multiple data 
sources using numerical fusion approaches without semantic informa
tion mining across the concept-centric attributes. In this case, to achieve 
better performances, it is crucial to establish an approach with the in
clusion of attribute dependencies across the concept-centric features. It 
may be that the graph-aided approach can obtain both temporal feature 
embedding and attributes relationship embedding at the same time. 
Specifically, since the GCN is utilised for fitting temporal and attribute 
relationship feature representations, it is imperative that graph features 
are extracted by the GCN. By using GCN extraction and aggregation, a 
node can aggregate more information without experiencing excessive 
noise. Through the combination of the features learned by each layer of 
the GCN with the characteristics of the node, CKG-TCN can provide a 
feature representation with rich information and less noise. Therefore, 
CKG-TCN-noGCN may produce less noise in feature representations than 
CKG-TCN-noGCN. 

Lastly, as shown in this case study, the proposed framework for fault 
diagnosis was applied to a real-world cold-rolling mill to demonstrate its 
effectiveness and applicability in practical settings. The mill was a multi- 
stage process consisting of several rolling stands, where the thickness of 
the strip was gradually reduced. Beyond our previous work [45], the 
proposed framework leveraged a knowledge graph constructed from the 
data to model the relationships between different types of data and di
agnose strip breakage faults. Specifically, when there is a fault 
frequently occurs in the production process, the proposed method not 
only improves the accuracy and convergence speed of fault diagnosis but 
also enables constructing a domain map of equipment fault diagnosis by 
combining mechanism knowledge and data-driven methods of 
multi-faceted conceptual modelling. 

For future work, as this study is conducted using a graph-based 
approach, it is more suitable for cases in which there are enough 

attributes and more interactions between the attributes. This may limit 
the adaptivity of the proposed approach. In addition, the experiments 
show that the Transformer baseline achieves better performance than 
our proposed CKG-TCN method. This highlights the importance of 
further refining our method to better capture the inherent characteris
tics of the problem. Potential improvements could include exploring 
alternative graph representation learning techniques, incorporating 
attention mechanisms from Transformer models into the CKG-TCN 
framework, or adapting the CKG-TCN architecture for better feature 
fusion and temporal modelling. Additionally, investigating the combi
nation of our method with the Transformer architecture may lead to a 
more effective approach for multi-faceted modelling. Furthermore, it 
would be beneficial to explore a more precise adjacency matrix and a 
more effective spatial-temporal structure. 

5. Conclusions 

The development of a knowledge graph-aided multi-faceted model
ling method was proposed as a means of overcoming the limitations of 
conventional equipment fault diagnosis. With the construction of 
concept-centric KG, the multivariate time-series data was transformed 
into a temporal graph representation of the data sequence, and GRL 
techniques were applied to extract features from these temporal graphs, 
and these features were fed into ML models for fault concept modelling. 
The experimental results show: (1) the KG-aided fusion strategy out
performs the numerical fusion strategy since it considers intra-feature 
relationships; (2) The graph feature extraction using GCN provides a 
feature representation with rich information and less noise, which re
sults in more accurate results. Methodologically, this approach improves 
the accuracy and convergence speed of fault diagnosis, enables con
structing a domain map of equipment fault diagnosis, and combines 
mechanism knowledge and data-driven methods of multi-faceted con
ceptual modelling. 
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