
PARTIAL PERMUTOHEDRA

ROGER E. BEHREND, FEDERICO CASTILLO, ANASTASIA CHAVEZ, ALEXANDER DIAZ-LOPEZ,
LAURA ESCOBAR, PAMELA E. HARRIS, AND ERIK INSKO

Abstract. Partial permutohedra are lattice polytopes which were recently introduced and studied
by Heuer and Striker. For positive integers m and n, the partial permutohedron P(m,n) is the
convex hull of all vectors in {0, 1, . . . , n}m whose nonzero entries are distinct. We study the face
lattice, volume and Ehrhart polynomial of P(m,n), and our methods and results include the fol-
lowing. For any m and n, we obtain a bijection between the nonempty faces of P(m,n) and certain
chains of subsets of {1, . . . ,m}, thereby confirming a conjecture of Heuer and Striker, and we then
use this characterization of faces to obtain a closed expression for the h-polynomial of P(m,n). For
any m and n with n ≥ m − 1, we use a pyramidal subdivision of P(m,n) to establish a recursive
formula for the normalized volume of P(m,n), from which we then obtain closed expressions for
this volume. We also use a sculpting process (in which P(m,n) is reached by successively removing
certain pieces from a simplex or hypercube) to obtain closed expressions for the Ehrhart polynomial
of P(m,n) with arbitrary m and fixed n ≤ 3, the volume of P(m, 4) with arbitrary m, and the
Ehrhart polynomial of P(m,n) with fixed m ≤ 4 and arbitrary n ≥ m− 1.

1. Introduction

Computing the volume of a polytope is hard, even when the complete face structure is known [18].
In fact, few exact volume formulas have been discovered in much generality. Stanley gave a no-
table volume formula for the regular permutohedron Π(1, 2, . . . ,m), specifically that its normalized
volume is mm−2 [26, Example 3.1]. More generally, Postnikov [22] studied the permutohedron
Π(z1, . . . , zm) (i.e., the convex hull of all vectors obtained by permuting the entries of an arbitrary
vector (z1, . . . , zm) in Rm) as well as a class of generalized permutohedra, and obtained three dis-
tinct formulas for the volume of Π(z1, . . . , zm) [22, Theorems 3.1, 5.1 and 17.1], each one subtle in
its own way.

In this paper, we study a related family of polytopes called partial permutohedra, which were
introduced recently by Heuer and Striker [17]. For positive integers m and n, the partial permuto-
hedron P(m,n) is the convex hull of all vectors in {0, 1, . . . , n}m whose nonzero entries are distinct.
It immediately follows that P(m,n) is a lattice polytope.

Partial permutohedra have connections to several other previously-studied polytopes, including
the following. In Section 4.3, we show that P(m,n) with any m and n is, after being lifted from Rm
to Rm+1, a case of a generalized permutohedron of [22]. In Corollary 5.8, we show that partial
permutohedra are anti-blocking versions of certain permutohedra: specifically, P(m,n) is an anti-
blocking version of Π(0, . . . , 0, 1, 2, . . . , n) (with m−n zeros) for n ≤ m−2, or Π(n−m+1, n−m+
2, . . . , n) for n ≥ m− 1. In Remark 3.12, we note that P(m,n) with any n ≥ m is combinatorially
equivalent to the m-stellohedron which has, for example, been studied in [21, Section 10.4], and
has been used recently in connection with matroid theory [11]. In Remarks 4.8 and 4.9, we note
that P(m,m − 1) with any m ≥ 2 is the polytope of win vectors of the complete graph Km [3],
and (after translation by (1, . . . , 1)) the polytope of parking functions of length m [1, 28, 29].
Furthermore, as noted in Remark 4.10, it has recently been shown in [15] that P(m,n) with any
n ≥ m − 1 is (again after translation by (1, . . . , 1)) the polytope of certain generalized parking
functions of length m.
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In Section 2, we provide relevant background information on polytopes, and review the results
of Heuer and Striker [17] on partial permutohedra.

In Section 3, we expand on the work of Heuer and Striker [17] by obtaining, in Theorem 3.6,
a bijection between the nonempty faces of P(m,n) and certain chains of subsets of {1, . . . ,m},
for any m and n, thus proving Conjecture 5.25 of [17]. An alternative proof of the conjecture
was recently obtained independently by Black and Sanyal [5, Theorem 7.5]. We then use this
characterization of the faces of P(m,n) to obtain, in Theorem 3.19, a closed expression for the
h-polynomial of P(m,n) with any m and n in terms of Eulerian polynomials.

In Section 4, we consider the volume of P(m,n) for n ≥ m − 1. In Theorem 4.2, we use a
technique, in which P(m,n) is subdivided into certain pyramids, to establish a recursive formula
for the normalized volume of P(m,n) with n ≥ m − 1. Using this recursion, we then obtain,
in Theorem 4.5, closed formulae for the normalized volume of P(m,n) with n ≥ m − 1. Our
proofs of Theorems 4.2 and 4.5 employ similar methods to those used in [1, Section 4] and [28,
12191(d)] for computations of the volume of the polytope of parking functions of length m (and
hence of P(m,m − 1)). Another proof of Theorem 4.5 was recently obtained independently by
Hanada, Lentfer and Vindas-Meléndez [15, Corollary 3.28]. We also, in (4.15) and (4.16), provide
certain expressions for the normalized volume of P(m,n) with n ≥ m−1, which are obtained using
results for the volumes of generalized permuotohedra [22, Theorems 9.3 and 10.1]. The fact that
we are able to obtain the closed formulae of Theorem 4.5 for the volume of P(m,n) with n ≥ m−1
is related to the fact that the volume of Π(1, . . . ,m) (or Π(0, . . . ,m − 1)) is given by a simple
closed formula. However, as explained in Remark 4.3, because we do not have a closed formula for
the volume of Π(0, . . . , 0, 1, . . . , n) (with at least two 0’s), finding a general formula for the volume
of P(m,n) with m > n + 1 becomes much more difficult. Moreover, for m > n the combinatorial
type of P(m,n) depends on both m and n (whereas, as explained in Remark 3.4, for n ≥ m it
depends only on m), which further suggests that finding a completely general closed formula for
the volume in this case is unlikely.

In Sections 5–6, we continue to address the problem of computing the volumes of partial per-
mutohedra, and we also study the Ehrhart polynomials of some cases. One of our main techniques
in these sections is based on the idea, exploited by algebraists in the days of yore, of completing
the (hyper)cube. We start with a lattice polytope for which we know the volume or Ehrhart poly-
nomial, and then carefully remove pieces until we reach the polytope of interest. This idea makes
itself apparent after analyzing certain expressions, as given in Example 4.4, for the normalized
volume of P(m,n) for small fixed m and any n ≥ m− 1. These expressions are polynomials in n,
with all coefficients negative, except in the leading term which is m!nm, the normalized volume of
a hypercube in Rm of side-length n. This suggests that we start with a hypercube from which we
can sculpt a partial permutohedron, and this is precisely what we do in Section 6. This sculpting
approach has been used recently to compute the Ehrhart polynomials of matroid polytopes starting
from the hypersimplex. See [12] for sparse paving matroids, and [16] for paving matroids.

In Section 5, we use a sculpting process, in which P(m,n) is sculpted from a
(
n+1

2

)
-dilated

standard m-simplex, to compute the volume of P(m,n) with arbitrary m, and fixed n ≤ 4. In
Theorem 5.11, we show that the normalized volume of P(m, 2) is 3m − 3, thereby confirming
Conjecture 5.30 of [17], and in Theorems 5.12 and 5.13, we give explicit formulas for the normalized
volumes of P(m, 3) and P(m, 4). Theorems 5.11 and 5.12 also provide explicit expressions for the
Ehrhart polynomials of P(m, 2) and P(m, 3) with arbitrary m. By examining the details of each
case with n ≤ 4, the reader will appreciate that the steps involved become progressively harder,
and that it may be impractical to proceed beyond n = 4 using these methods. Nevertheless, in
Conjecture 5.15, we use the formulas obtained for n ≤ 4 to conjecture that for arbitrary n, the
normalized volume of P(m,n) can be expressed in a certain form.
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In Section 6, we return to the case of n ≥ m−1, and use a scuplting process, in which P(m,n) is
sculpted from an m-cube of side-length n, to obtain explicit expressions for the Ehrhart polynomial
of P(m,n) with fixed m ≤ 4 and arbitrary n ≥ m− 1. See, for example, Theorems 6.1 and 6.2 for
the cases m = 3 and m = 4, respectively. We also, in (6.5), provide an expression for the Ehrhart
polynomial of P(m,n) with n ≥ m− 1, which is obtained using a result for Ehrhart polynomials of
generalized permuotohedra [22, Theorem 11.3]. Finally, in Conjecture 6.5, we conjecture a closed
formula for the Ehrhart polynomial of P(m,n) with n ≥ m− 1.
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Shaun Sullivan for helpful exchanges. We thank the American Institute of Mathematics for research
support through a SQuaRE grant. Behrend was partially supported by Leverhulme Trust Grant
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partially supported by NSF Grant DMS-1855598 and NSF CAREER Grant DMS-2142656. Harris
was supported through a Karen Uhlenbeck EDGE Fellowship.

2. Background

We work over the Euclidean space Rm with basis {e1, . . . , em}, and the dot product 〈ei, ej〉 = δij ,
where δij is the Kronecker delta function. For convenience, we will sometimes write e0 for the
origin 0. We will also use the notation [m] for the set {1, . . . ,m}, and Sm for the set of permutations
on [m].

2.1. Polytopes. A polytope is the convex hull of finitely many points in Rm. Alternatively, a
polytope is a bounded solution set of a finite system of linear inequalities. We say that a linear
inequality 〈a,x〉 ≥ b is valid on a polytope P if every point of P satisfies it. A valid linear inequality
defines a face F of P, namely F = P∩{x ∈ Rm | 〈a,x〉 = b}. Faces of dimension 0, 1 or dim(P)−1
are called vertices, edges or facets, respectively.

Given a polytope B and a point v not in the affine hull of B, we call Pyr(B,v) = ConvexHull(B∪
{v}) the pyramid over the base B with apex v.

A polytope whose vertices are all integer points is called a lattice polytope. Two important
examples of lattice polytopes are the standard m-simplex and the regular permutohedron. The
standard m-simplex ∆m = ConvexHull({0, e1, e2, . . . , em}) has m+ 1 facets: specifically, m facets
induced by the inequalities xi ≥ 0 for i ∈ [m], and an additional facet induced by the inequality x1+
· · ·+ xm ≤ 1. We will sometimes also use ∆k to denote a k-simplex ConvexHull({0}∪ {ei | i ∈ S})
in Rm, where S is a k-element subset of [m]. The regular permutohedron, as introduced in Section 1,
is Π(1, 2, . . . ,m) = ConvexHull({(σ(1), σ(2), . . . , σ(m)) | σ ∈ Sm}). Note that Π(1, 2, . . . ,m) is an
(m− 1)-dimensional polytope in Rm, with every x ∈ Π(1, 2, . . . ,m) satisfying x1 + x2 + . . .+ xm =(
m+1

2

)
.

2.2. Volumes. There is a unique translation-invariant measure on Rm, up to a scalar. This scalar
is often chosen so that volume formulas are simpler to state, and hence the choice of scalar can
vary. The most familiar choice is such that the volume of the hypercube [0, 1]m is 1. We call this
volume the Euclidean/Lebesgue volume, or simply the volume, and denote it as Vol. Geometric
objects which use hypercubes as their building blocks usually have simpler volume formulas when
expressed using the Euclidean volume.

When working with lattice polytopes, we often use the standard m-simplex ∆m as our building
block. The Euclidean volume of ∆m is 1/m!, since the hypercube [0, 1]m can be triangulated into m!
congruent copies of ∆m. To simplify volume expressions of polytopes, we use the normalized volume,
denoted nVol, and defined such that the normalized volume of any lattice m-simplex with vertices
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{0,v1,v2, . . . ,vm} is the determinant of the matrix whose rows are v1,v2, . . . ,vm. With this
definition, we have

nVol(∆m) = 1, and nVol([0, 1]m) = m! Vol([0, 1]m) = m!. (2.1)

Moreover, the normalized volume of any lattice polytope is an integer, since we can triangulate
such a polytope into lattice simplices, each of which has an integer normalized volume.

Some of the main computations in this paper involve the determination of volumes of pyramids.
For a pyramid Pyr(B,v) of dimension m, we have

Vol (Pyr(B,v)) = VolB ·D · (1/m), (2.2)

where D is the distance from v to the affine hull A of B, and VolB is the Euclidean volume of B
in A. Thus,

nVol (Pyr(B,v)) = VolB ·D · (m− 1)!.

Volumes of arbitrary polytopes are notoriously hard to compute. One strategy is to triangulate
a polytope, and compute the volume of each simplex using determinants. We will use a related
technique, involving decomposition into pyramids, which relies on the following well-known result.

Lemma 2.1 (Lemma 4.3.2 in [10]). Let P be a polytope and v be a vertex of P. For each facet F
of P that does not contain v, form the pyramid Pyr(F ,v). The collection of these pyramids for all
such facets gives a polyhedral subdivision of P, and thus

Vol(P) =
∑

facets F of P
v/∈F

Vol (Pyr(F ,v)) .

2.3. Normalized volume of non-full-dimensional polytopes. For polytopes in Rm that are
not full-dimensional, such as the (m − 1)-dimensional regular permutohedron Π(1, . . . ,m), the
volume needs to be defined carefully.

Let P ⊆ Rm be a d-dimensional lattice polytope, and A be the affine hull of P. If 0 ∈ A (i.e., A
is a linear subspace), then let L be the d-dimensional lattice L = A ∩ Zm, and {v1, . . . ,vd} be
a Z-basis for L. We define the (d-dimensional) normalized volume nVol of P as the induced (d-
dimensional) Euclidean volume of P on A, divided by the volume of the fundamental parallelotope
ConvexHull({0,v1, . . . ,vd}). This definition is independent of the choice of basis {v1, . . . ,vd}, as
all fundamental parallelotopes have equal volume (which follows from the fact that an invertible
d × d integer-entry matrix with an integer-entry inverse is unimodular, i.e., has determinant ±1).
If 0 /∈ A, then we use a translate A′ of A that passes through 0, and compute the volume of the
translated polytope on A′. Since the Euclidean volume is translation invariant, this definition is
independent of the choice of A′.

From the definition, we see that the parallelotope ConvexHull({0,v1, . . . ,vd}) has a normalized
volume of 1. Since this parallelotope is a building block for any lattice polytope P in L, it follows
that nVol(P) is a nonnegative integer.

If d = m, then the affine hull of P is Rm, {e1, . . . , em} is a basis for L = A ∩ Zm, and
the parallelotope ConvexHull({0, e1, . . . , em}) is the standard m-simplex. Thus, in this case, the
normalized volume agrees with the full-dimensional normalized volume, so that nVol is consistent
notation for both full and non-full dimensional normalized volume.

2.4. Description of the partial permutohedron. In this section, we introduce the partial
permutohedron P(m,n), for any positive integers m and n, using the same approach as that used
by Heuer and Striker [17, Section 5].

We start by defining partial permutation matrices.
4



Definition 2.2. For positive integers m and n, an m× n partial permutation matrix is an m× n
matrix with at most one nonzero entry in each row and column, where any such nonzero entry is
a 1. Equivalently, it is an m× n matrix M with entries Mij in {0, 1}, such that∑m

i′=1Mi′j ∈ {0, 1} for all 1 ≤ j ≤ n,
∑n

j′=1Mij′ ∈ {0, 1} for all 1 ≤ i ≤ m.
We denote the set of all m× n partial permutation matrices as Pm,n. Given a partial permutation
matrix M ∈ Pm,n, its one-line notation w(M) is a word w1w2 . . . wm, where wi = j if there exists
j such that Mij = 1, and wi = 0 otherwise.

It can be seen that |Pm,n| =
∑min(m,n)

k=0

(
m
k

)(
n
k

)
k!.

Example 2.3. Let

M =


0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0

 .

Then w(M) = 26030.

It was shown by Heuer and Striker [17, Proposition 5.3] that w(Pm,n) = {w(M) | M ∈ Pm,n}
can be characterized as the set of all words of length m with entries in {0, 1, . . . , n} and for which
the nonzero entries are distinct.

Definition 2.4. Let the partial permutohedron P(m,n) be the polytope given by the convex
hull of all words in w(Pm,n), as vectors in Rm. Thus, P(m,n) is the convex hull of all vectors
in {0, 1, . . . , n}m whose nonzero entries are distinct. Also, let v(m,n) = nVol(P(m,n)) be the
normalized volume of P(m,n).

It follows from the definition that P(m,n) is a lattice polytope. The dimension, vertices and
facets of P(m,n) were characterized by Heuer and Striker [17], as follows.

Proposition 2.5 (Remark 5.5 in [17]). The partial permutohedron P(m,n) has dimension m.

Proposition 2.6 (Proposition 5.7 in [17]). The vertices of P(m,n) are the vectors in Rm with
entries of zero in any m − k positions, and with the other k entries being n, n − 1, . . . , n − k + 1

in any order, where k ranges from 0 to min(m,n). It follows that P(m,n) has
∑min(m,n)

k=0
m!

(m−k)!

vertices.

Proposition 2.7 (Theorems 5.10 and 5.11 in [17]). The facet description of P(m,n) is

P(m,n) =

x ∈ Rm

∣∣∣∣∣∣∣
0 ≤ xi, for all i ∈ [m],∑

i∈S xi ≤
(
n+1

2

)
−
(
n+1−|S|

2

)
, for all nonempty S ⊆ [m]

with |S| ≤ n− 1 or |S| = m

 , (2.3)

where the inequalities correspond to distinct facets, and where
(
n+1−|S|

2

)
is taken to be 0 if n+ 1−

|S| ≤ 1 (which occurs if |S| = m ≥ n). It follows that P(m,n) has m+
∑m

k=max(1,m−n+1)

(
m
k

)
facets.

Note that the facets which do not contain the origin are precisely those given by equalities in
the second set of inequalities of (2.3). Note also that for |S| ≤ n− 1 in the second of inequalities,(
n+1

2

)
−
(
n+1−|S|

2

)
can alternatively be written as |S|n−

(|S|
2

)
.

Remark 2.8. In [17, Theorem 5.27 with z = (n, . . . , 1)], it is shown that P(m,n) is a projection of
the (m,n)-partial permutation polytope, which is the convex hull of the set Pm,n of m× n partial
permutation matrices, and is also known as the polytope of m × n doubly substochastic matrices
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(see, for example, [7, Sec. 9.8]) and the matching polytope of the complete bipartite graph Km,n

(see, for example, [23, Chapters 18 and 25] or [19, Corollary 5.5] for m = n). In [17, Theorem 5.28
with z = (n, . . . , 1)], it is shown that P(m,n) is also a projection of the (m,n)-partial alternating
sign matrix polytope.

3. Faces of the partial permutohedron

In this section, we explore the faces of the partial permutohedron P(m,n). In so doing, it will
be useful to observe that, by Proposition 2.7, the facets of P(m,n) are:

(1) {x ∈ P(m,n) | xi = 0}, for all i ∈ [m].

(2)
{

x ∈ P(m,n)
∣∣∣∑i∈S xi =

(
n+1

2

)
−
(
n+1−|S|

2

)}
, for all nonempty S ( [m] with |S| ≤ n− 1.

(3)

{
x ∈ P(m,n)

∣∣∣∣∣∑m
i=1 xi =

{(
n+1

2

)
−
(
n+1−m

2

)
, if n ≥ m(

n+1
2

)
, if n ≤ m

}
.

Note that (3) is simply {x ∈ P(m,n) |
∑m

i=1 xi =
(
n+1

2

)
−
(
n+1−m

2

)
}, where

(
n+1−m

2

)
is taken to

be 0 if n+ 1−m ≤ 1, i.e., if n ≤ m.

3.1. Characterization of the face lattice of P(m,n). Heuer and Striker [17, Theorem 5.24]
proved that, for any m and k, the faces of P(m,m) with dimension k are in bijection with certain
chains in the Boolean lattice Bm with k so-called missing ranks. Heuer and Striker [17, Conjecture
5.25] also conjectured that this result can be generalized to P(m,n), for any m, n and k. We prove
this conjecture in Theorem 3.6, but first we define all of the objects needed to state the result
precisely.

Definition 3.1. The Boolean lattice Bm is the poset consisting of subsets A ⊆ [m], ordered by
inclusion, where A ∈ Bm has rank |A|, the cardinality of A. A chain C in Bm is a nonempty ordered
collection C = (A1 ( A2 ( · · · ( A`) of subsets Ai ∈ Bm. We say that a rank i is missing from a
chain C in Bm if there is no subset of rank i in C and there is a subset of rank greater than i in C.

Remark 3.2. It follows from the definition that the number of missing ranks in a chain (A1 (
· · · ( A`) in Bm is |A`| − `+ 1.

Definition 3.3. Let C(m,n) denote the set of all chains (A1 ( · · · ( A`) in Bm which satisfy the
following:

• If A1 6= ∅, then |A` \A1| ≤ n− 1.
• If A1 = ∅ and ` ≥ 2, then |A` \A2| ≤ n− 1.

In other words, C(m,n) consists of the chain (∅) together with all other chains in Bm for which the
difference in size between the largest subset and the smallest nonempty subset is at most n− 1.

Remark 3.4. If n ≥ m, then C(m,n) is simply the set of all chains in Bm. Hence, for fixed m, all
sets C(m,n) with n ≥ m are identical.

We begin with the following technical result which is used in the proof of the subsequent Theo-
rem 3.6.

Proposition 3.5. The partial permutohedron P(m,n) is a simple polytope.

Proof. Since, by Proposition 2.5, P(m,n) is m-dimensional, this result follows from the fact that
each vertex of P(m,n) is contained in exactly m facets. Specifically, by Proposition 2.6, for any
vertex v of P(m,n), there exist unique i1, . . . , ik ∈ [m] such that vj = 0 for j ∈ [m] \ {i1, . . . , ik},
and vij = n − j + 1 for j = 1, . . . , k. It can then be seen that v is contained in the m − k facets
{x ∈ P(m,n) | xj = 0} for j ∈ [m] \ {i1, . . . , ik}, the k − 1 facets {x ∈ P(m,n) | xi1 + . . . + xij =

6



(
n+1

2

)
−
(
n−j+1

2

)
} for j = 1, . . . , k − 1, and the single facet {x ∈ P(m,n) | xi1 + . . . + xik =(

n+1
2

)
−
(
n−k+1

2

)
} if k 6= n, or {x ∈ P(m,n) |

∑m
i=1 xi =

(
n+1

2

)
} if k = n (which implies n ≤ m).

Furthermore, v is not contained in any other facets. �

We are now ready to prove Conjecture 5.25 of [17] for the faces of P(m,n) with any m and n.
Recently, an alternative proof of this conjecture was independently obtained by Black and Sanyal [5,
Theorem 7.5] in the context of monotone path polytopes of polymatroids. Related results, includ-
ing expressions for the f -vector, are obtained in the context of parking function polytopes (see
Remarks 4.9 and 4.10) in [1, Section 3] for the case n = m − 1, and in [15, Propositions 3.13
and 3.14] for n ≥ m− 1.

Theorem 3.6. Given a chain C = (A1 ( · · · ( A`) in C(m,n), let FC be the intersection of
P(m,n) with the following hyperplanes:

(i) {x ∈ Rm | xi = 0}, for all i ∈ [m] \A`.
(ii)

{
x ∈ Rm

∣∣∣∑i∈A`\Aj
xi =

(
n+1

2

)
−
(n+1−|A`\Aj |

2

)}
, for all 2 ≤ j ≤ ` − 1, and also for j = 1

unless A1 = ∅ and |A`| ≥ n.

(iii)
{
x ∈ Rm

∣∣∑m
i=1 xi =

(
n+1

2

)}
, if A1 = ∅ and |A`| ≥ n.

Then the following is a bijection:

C(m,n) −→ {nonempty faces of P(m,n)},
C 7−→ FC .

Moreover, this bijection maps chains with k missing ranks to faces of dimension k, for each k =
0, . . . ,m.

Proof. We start by showing that we have a well-defined map from C(m,n) to the set of nonempty
faces of P(m,n), i.e., that FC is a nonempty face of P(m,n), for all C ∈ C(m,n). Observe that for
any one of the m− |A`|+ `− 1 hyperplanes H in the definition of FC , the intersection of P(m,n)
with H is a facet of P(m,n). Specifically, using the numbering of facet types given at the start of
Section 3 and the numbering of hyperplane types given in the definition of FC , if H is a hyperplane
of type (i) then P(m,n)∩H is a facet of type (1), if H is a hyperplane of type (ii) then P(m,n)∩H
is a facet of type (2) or (if j = 1, A1 = ∅, A` = [m] and n > m) type (3), and if H is a hyperplane
of type (iii) then P(m,n)∩H is a facet of type (3). Since any intersection of facets of a polytope is
a face of the polytope, it follows that FC is a face of P(m,n). Furthermore, FC is nonempty since
it contains certain vertices of P(m,n) (which are thus the vertices of FC), as follows. Essentially,
each such vertex can be obtained as a vector in Rm by placing 0’s into positions [m] \ A`, placing
the largest possible entries (specifically, n, n− 1, . . . , n− |A` \A`−1|+ 1) in any order into positions
A`\A`−1, placing the next largest possible entries (specifically, n−|A`\A`−1|, . . . , n−|A`\A`−2|+1)
in any order into A`−1 \ A`−2, etc., and placing the smallest possible entries (which may include
0’s) in any order into either A1 (if A1 6= ∅) or A2 (if A1 = ∅ and |A`| ≥ n). For full details of this
construction and its validity, see Proposition 3.17 below.

Proceeding to the injectivity of the map, this is a straightforward consequence of Proposition 3.5,
i.e., that P(m,n) is simple. Concretely, in a simple polytope, each nonempty intersection of facets
determines a unique face.

We now show that the map is surjective. Consider any nonempty face F of P(m,n). Then,
using (2.3), there exist T ⊆ [m] and

S ⊆
{
∅ ( S ⊆ [m]

∣∣ |S| ≤ n− 1 or |S| = m
}
, (3.1)

such that

F =

{
x ∈ P(m,n)

∣∣∣∣ xi = 0, for all i ∈ T,∑
i∈S xi =

(
n+1

2

)
−
(
n+1−|S|

2

)
, for all S ∈ S

}
, (3.2)
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where
(
n+1−|S|

2

)
is taken to be 0 if n + 1 − |S| ≤ 1. We claim that if S′, S ∈ S are such that

|S′| ≤ |S|, then S′ ⊆ S. The claim can immediately be seen to hold if S = [m]. So, consider now
the remaining cases of S′, S ∈ S with |S′| ≤ |S| ≤ n− 1, and let v be a vertex of F . Then since v
is also a vertex of P(m,n), we have

{vi | i ∈ S′} = {n, n− 1, . . . , n+ 1− |S′|} ⊆ {n, n− 1, . . . , n+ 1− |S|} = {vi | i ∈ S},

where the containment follows from |S′| ≤ |S|, and the equalities follow from the form of ver-

tices given by Proposition 2.6, together with v ∈ F ,
∑

i∈S′ vi =
(
n+1

2

)
−
(
n+1−|S′|

2

)
,
∑

i∈S vi =(
n+1

2

)
−
(
n+1−|S|

2

)
and |S′|, |S| ≤ n − 1. The conclusion S′ ⊆ S follows using the fact (as given

by Proposition 2.6) that all nonzero entries of v are distinct. Using this claim, we can order the
elements of S as

S1 ( · · · ( S`−1,

where ` = |S| + 1. We obtain a chain C = (A1 ( · · · ( A`) ∈ C(m,n) by setting A` = [m] \ T
and then A`−1 = A` \ S1, . . . , A1 = A` \ S`−1. (Note that A`−1 ⊆ A` follows immediately from
A` = [m] \T and A`−1 = A` \S1 = [m] \ (S1 ∪T ), and A`−1 6= A` follows by noting that we cannot
have S1∪T = T , or equivalently cannot have S1 ⊂ T , since (3.2) would then give the contradiction

that x ∈ F satisfies xi = 0 for all i ∈ S1 and
∑

i∈S1
xi =

(
n+1

2

)
−
(
n+1−|S1|

2

)
6= 0.) It can be seen

that we now have F = FC , thereby confirming the surjectivity of the map.
Lastly, we proceed to the dimension of FC . For a simple polytope of dimension d, any nonempty

intersection of i distinct facets is a face of dimension d− i. Therefore, using the facts that P(m,n)
is simple by Proposition 3.5, that P(m,n) has dimension m by Proposition 2.5, and that FC is the
nonempty intersection of m− |A`|+ `− 1 facets (which can easily be seen to be distinct), it follows
that

dim(FC) = |A`| − `+ 1,

which, by Remark 3.2, is the number of missing ranks of C, as required. �

Some remarks on Theorem 3.6 are as follows.

Remark 3.7. For any chain C = (A1 ( · · · ( A`) in C(m,n), the face FC of P(m,n) defined in
Theorem 3.6 can be expressed more compactly as

FC =
{

x ∈ P(m,n)
∣∣∣∑i∈[m]\Aj

xi =
(
n+1

2

)
−
(n+1−|A`\Aj |

2

)
, for all 1 ≤ j ≤ `

}
, (3.3)

where
(n+1−|A`\Aj |

2

)
is taken to be 0 if n+1−|A`\Aj | ≤ 1 (which occurs if j = 1, A1 = ∅ and |A`| ≥

n). To check the validity of (3.3), observe that the case j = ` gives
∑

i∈[m]\A`
xi = 0, which (since

each entry of any x ∈ P(m,n) is nonnegative) is equivalent to xi = 0 for all i ∈ [m]\A`, so that this
case corresponds to the intersection of P(m,n) with all hyperplanes of type (i) in Theorem 3.6. The

cases 1 ≤ j ≤ `−1 in (3.3) give
∑

i∈[m]\Aj
xi =

∑
i∈[m]\A`

xi+
∑

i∈A`\Aj
xi =

(
n+1

2

)
−
(n+1−|A`\Aj |

2

)
,

which using
∑

i∈[m]\A`
xi = 0 from the case j = ` becomes

∑
i∈A`\Aj

xi =
(
n+1

2

)
−
(n+1−|A`\Aj |

2

)
, so

that these cases correspond to the intersection of P(m,n) with all hyperplanes of types (ii) and (iii).

Remark 3.8. It can be seen that, under the bijection of Theorem 3.6, the chains (∅), ([m]) and
(∅ ( [m]) (which are contained in C(m,n) for any m and n) are mapped to the faces

F(∅) = {0},
F([m]) = P(m,n),

F(∅([m]) =
{
x ∈ P(m,n)

∣∣ ∑m
i=1 xi =

(
n+1

2

)
−
(
n−m+1

2

)}
,

where
(
n−m+1

2

)
is taken to be 0 for m ≥ n.
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Remark 3.9. By extending C(m,n) to a set C′(m,n) = {( )} ∪ C(m,n), where ( ) is regarded as
an empty chain, and by defining F( ) = ∅, where ∅ is the empty face of P(m,n), we obtain an
extension of the mapping of Theorem 3.6 which is a bijection from C′(m,n) to the set of all faces
of P(m,n). Through this bijection, the face lattice of P(m,n) (i.e., the lattice formed by the
set of faces of P(m,n), ordered by containment) now induces a partial order on C′(m,n) (i.e., for
C1, C2 ∈ C′(m,n), the partial order is defined by C1 ≤ C2 if and only if FC1 ⊆ FC2). This partial
order can be described directly in terms of C′(m,n) as follows. For C = (A1 ( · · · ( A`) ∈ C′(m,n),
let

RC =


[m] ∪ {∅ ( S ⊆ [m] | |S| ≤ n− 1 or |S| = m}, if C = ( ),

([m] \A`) ∪ {A` \A`−1, . . . , A` \A1}, if A1 6= ∅ or |A`| ≤ n− 1,

([m] \A`) ∪ {A` \A`−1, . . . , A` \A2, [m]}, if A1 = ∅ and |A`| ≥ n.
(3.4)

Then, for C1, C2 ∈ C′(m,n), we have

C1 ≤ C2 if and only if RC2 ⊆ RC1 . (3.5)

The validity of this characterization can easily be checked by observing that, for C ∈ C′(m,n), RC
has the form T ∪ S for some T ∈ [m] and S ∈ S, where S is given by (3.1), and that the face
F = FC which corresponds to C is given by (3.2).

An example which illustrates the partial order on C′(m,n), as characterized in Remark 3.9, is as
follows.

Example 3.10. Let m = 6 and n = 4, and consider the chains

C1 = (∅ ( {1, 2} ( {1, 2, 3} ( {1, 2, 3, 4}) and C2 = ({1, 2, 5} ( {1, 2, 3, 4, 5})

in C(6, 4). Then, using (3.4), we have

RC2 = {6, {3, 4}} ⊆ {5, 6, {4}, {3, 4}, {1, 2, 3, 4, 5, 6}} = RC1 ,

and so, using (3.5), we have C1 ≤ C2.

Using Remarks 3.4 and 3.9, we obtain the following corollary to Theorem 3.6.

Corollary 3.11. For fixed m, all partial permutohedra P(m,n) with n ≥ m are combinatorially
equivalent.

Proof. Recall that two polytopes are defined to be combinatorially equivalent if their face lattices are
isomorphic. Let C(m) denote the set of all chains (including the empty chain) in Bm, and consider
P(m,n1) and P(m,n2) with n1, n2 ≥ m. Then, by Remark 3.4, Theorem 3.6 and Remark 3.9, the
set of faces of P(m,n1) and set of faces of P(m,n2) are in bijection, since each of these sets is in
bijection with C(m) = C′(m,n1) = C′(m,n2). Furthermore, the partial order on C(m) induced by
the bijection with the set of faces of P(m,n1) is the same as that induced by the bijection with the
set of faces of P(m,n2), where this can be seen as follows. For n ≥ m, (3.4) simplifies to

RC =

{
[m] ∪ {S | ∅ ( S ⊆ [m]}, if C = ( ),

([m] \A`) ∪ {A` \A`−1, . . . , A` \A1}, otherwise,
(3.6)

for any C = (A1 ( · · · ( A`) ∈ C(m) = C′(m,n), since in the formula for the first case in (3.4),
the condition |S| ≤ n − 1 or |S| = m is equivalent to |S| ≤ m, and in the third case in (3.4), the
condition A1 = ∅ and |A`| ≥ n holds only if A1 = ∅ and m = n = |A`|, for which the formula in
the second case in (3.4) can be used instead. Therefore, for n ≥ m, RC is independent of n, and
so, using (3.5), the partial order induced on C(m) is independent of n. It now follows that the face
lattices of P(m,n1) and P(m,n2) are isomorphic, as required. �
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Remark 3.12. It is noted by Heuer and Striker [17, Theorem 5.17] that P(m,m) is combinatorially
equivalent to the m-stellohedron, and hence, using Corollary 3.11, it follows that all P(m,n) with
n ≥ m are combinatorially equivalent to the m-stellohedron. For completeness, we now provide
a definition of the m-stellohedron. For a graph G with vertex set [N ], the graph associahedron
of G can be defined as Assoc(G) =

∑
S ConvexHull({ei | i ∈ S}), where this is a Minkowski sum

over all nonempty and nonsingleton subsets S of [N ] such that the subgraph of G induced by S is
connected, and ei is the ith standard unit vector in RN . (Singletons could be included here, which
would simply result in a translation by (1,. . . ,1).) The m-stellohedron is the graph associahedron
of the star graph K1,m, consisting of a central vertex m+1 connected to m vertices 1, . . . ,m, which
gives

Assoc(K1,m) =
∑

∅(S⊆[m]

ConvexHull({ei | i ∈ S} ∪ {em+1}), (3.7)

where ei is the ith standard unit vector in Rm+1. It will also be useful to consider a projection of
Assoc(K1,m) from Rm+1 to Rm. Let ψ : Rm+1 → Rm be given by (x1, . . . , xm+1) 7→ (x1, . . . , xm). It
can then be shown that ψ

(
Assoc(K1,m)

)
is affinely isomorphic (and hence combinatorially equiva-

lent) to Assoc(K1,m), and that

ψ
(
Assoc(K1,m)

)
=

∑
∅(S⊆[m]

ConvexHull({0} ∪ {ei | i ∈ S}) = Π̂(2m−1, 2m−2, . . . , 2, 1), (3.8)

where ei is the ith standard unit vector in Rm, and the final expression uses notation which will
be introduced in Definition 5.5.

Remark 3.13. A generalization to all m and n of the combinatorial equivalence of Remark 3.12 is
obtained in [5, Corollary 7.4] (and is used in the proof of Theorem 3.6 given in [5, Theorem 7.5]).
Specifically, it follows from [5, Corollary 7.4] that P(m,n) with any m and n is combinatorially
equivalent to ∑

S⊆[m]
|S|≥max(1,m−n+1)

ConvexHull({ei | i ∈ S} ∪ {em+1}), (3.9)

where this is a Minkowski sum, and ei is the ith standard unit vector in Rm+1. It can also be
shown, by using the projection ψ defined in Remark 3.12, that P(m,n) with any m and n is
affinely isomorphic (and hence combinatorially equivalent) to the image under ψ of (3.9), which is∑

S⊆[m]
|S|≥max(1,m−n+1)

ConvexHull({0} ∪ {ei | i ∈ S})

=


Π̂(2m−1, 2m−2, . . . , 2, 1), if n ≥ m,

Π̂
(∑n−1

i=0

(
m−1
i

)
,
∑n−2

i=0

(
m−2
i

)
, . . . ,

(
m−n

0

)
, 0, . . . , 0︸ ︷︷ ︸

m−n

)
, if n ≤ m,

(3.10)

where ei is the ith standard unit vector in Rm, and the RHS uses notation which will be introduced
in Definition 5.5. Note also that an alternative Minkowski sum decomposition which is equal, rather
than just combinatorially equivalent, to P(m,n) with n ≥ m− 1, will be given in (4.12).

Some examples which illustrate Theorem 3.6 are as follows.

Example 3.14. As an example of the bijection of Theorem 3.6 with m ≥ n, consider P(m, 1),
which can easily be seen to be the standard m-simplex ∆m. Then the bijection from C(m, 1) to the
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set of nonempty faces of P(m, 1) = ∆m is

(S) 7→ {x ∈ ∆m | xi = 0 for all i ∈ [m] \ S}
= ConvexHull({0} ∪ {ei | i ∈ S}), for each S ⊆ [m],

(∅ ( S) 7→
{
x ∈ ∆m

∣∣ xi = 0 for all i ∈ [m] \ S,
∑m

i=1 xi = 1
}

= ConvexHull({ei | i ∈ S}), for each nonempty S ⊆ [m],

where a face corresponding to (S) has dimension |S|, and a face corresponding to (∅ ( S) has
dimension |S| − 1.

Example 3.15. As an example of the bijection of Theorem 3.6 with n ≥ m, consider the pentagon

P(2, n) = {x ∈ R2 | 0 ≤ x1 ≤ n, 0 ≤ x2 ≤ n, x1 + x2 ≤ 2n− 1}
= ConvexHull({(0, 0), (n, 0), (0, n), (n, n− 1), (n− 1, n)}),

for n ≥ 2. Then the bijection from C(2, n) to the set of nonempty faces of P(2, n) is

(∅) 7→ {(0, 0)},
(∅ ( {1}) 7→ {(n, 0)}, (∅ ( {2}) 7→ {(0, n)},
(∅ ( {1} ( [2]) 7→ {(n− 1, n)}, (∅ ( {2} ( [2]) 7→ {(n, n− 1)},
({1}) 7→ [(0, 0), (n, 0)], ({2}) 7→ [(0, 0), (0, n)],
({1} ( [2]) 7→ [(0, n), (n− 1, n)], ({2} ( [2]}) 7→ [(n, 0), (n, n− 1)],
(∅ ( [2]) 7→ [(n, n− 1), (n− 1, n)], ([2]) 7→ P(2, n),

where [v,w] denotes an edge between vertices v and w of P(2, n).

Example 3.16. As a final example of the bijection of Theorem 3.6, let n ≥ m and consider the
facet F (m,n) of P(m,n) which corresponds to the chain (∅ ( [m]), i.e., F (m,n) = F(∅([m]) ={
x ∈ P(m,n)

∣∣ ∑m
i=1 xi =

(
n+1

2

)
−
(
n−m+1

2

)}
. It can be seen, using Proposition 2.6, that the vertices

of F (m,n) consist of all vectors obtained by permuting the entries of (n, n− 1, . . . , n−m+ 1), so
that F (m,n) is the permutohedron Π(n, n − 1, . . . , n −m + 1). Using Remarks 3.4 and 3.9, any
nonempty face of F (m,n) corresponds to a chain C in Bm satisfying R(∅([m]) = {[m]} ⊆ RC , which
implies (using (3.4) or (3.6)) that C has the form (∅ ( A1 ( · · · ( A` ( [m]). Accordingly, let

Ĉ(m) denote the set of all chains (∅ ( A1 ( · · · ( A` ( [m]) in Bm. Then the restriction to Ĉ(m)
of the bijection of Theorem 3.6 is the well-known bijection (see, for example, [22, Proposition 2.6])

from Ĉ(m) to the set of nonempty faces of F (m,n) = Π(n, n − 1, . . . , n − m + 1). Specifically,

C = (∅ ( A1 ( · · · ( A` ( [m]) ∈ Ĉ(m) is mapped to the face FC =
{
x ∈ F (m,n)

∣∣ ∑
i∈[m]\Aj

xi =(
m+1

2

)
−
(|Aj |+1

2

)
, for all 1 ≤ j ≤ `

}
, which has dimension m− |`| − 1.

For any C ∈ C(m,n), a construction of the vertices of the face FC was outlined briefly within
the proof of Theorem 3.6, in order to show to FC is nonempty. In the following proposition, this
construction is described in detail.

Proposition 3.17. Let C = (A1 ( · · · ( A`) be any chain in C(m,n), and consider the face FC of
P(m,n), as defined in Theorem 3.6. Then the vertices of FC are the vectors in Rm which satisfy
the following:

(1) All of the entries in positions [m] \A` are 0’s.
(2) The entries in positions Aj+1 \Aj are

n− |A` \Aj+1|, n− |A` \Aj+1| − 1, . . . , n− |A` \Aj |+ 1,

in any order, for all 2 ≤ j ≤ `− 1 and also for j = 1 unless A1 = ∅ and |A`| ≥ n.
11



(3) If A1 6= ∅, then the entries in positions A1 are

n− |A` \A1|, n− |A` \A1| − 1, . . . , n− |A` \A1| − k + 1, 0, . . . , 0︸ ︷︷ ︸
|A1|−k

,

in any order, and for any 0 ≤ k ≤ min(|A1|, n− |A` \A1|).
(4) If A1 = ∅ and |A`| ≥ n, then the entries in positions A2 are

n− |A` \A2|, n− |A` \A2| − 1, . . . , 1, 0, . . . , 0︸ ︷︷ ︸
|A`|−n

,

in any order.

Proof. The result can be proved by using the characterization of the vertex set of P(m,n) given
in Proposition 2.6, together the fact that the vertex set of FC is the intersection of the vertex set
of P(m,n) with the hyperplanes given in (i)–(iii) of Theorem 3.6. The validity of conditions (1)
and (2) in the current proposition will be now be confirmed. The validity of conditions (3) and (4)
can also be checked straightforwardly, but the details of this will be omitted.

It can immediately be seen that the intersection of the vertex set of P(m,n) with the hyperplanes
of type (i) gives condition (1). The intersection with the hyperplanes of type (ii) implies that a

vertex v of FC satisfies
∑

i∈A`\Aj
vi =

(
n+1

2

)
−
(n+1−|A`\Aj |

2

)
, i.e.,∑

i∈A`\Aj
vi = n+ (n− 1) + . . .+ (n− |A` \Aj |+ 1), (3.11)

for all 2 ≤ j ≤ `− 1, and also for j = 1 unless A1 = ∅ and |A`| ≥ n. By considering, in (3.11), the
j = `− 1 case, the j = `− 2 case minus the j = `− 1 case, the j = `− 3 case minus the j = `− 2
case, etc., it follows that the equations of (3.11) are equivalent to∑

i∈Aj+1\Aj
vi = (n− |A` \Aj+1|) + (n− |A` \Aj+1| − 1) + . . .+ (n− |A` \Aj |+ 1), (3.12)

for the same range of j. Using the characterization of v given by Proposition 2.6 (and especially
the property that any nonzero entries of v are distinct, and take the values n, n− 1, . . . , n− k+ 1
for some k), it now follows that the equations of (3.12) give condition (2). �

We illustrate Proposition 3.17 in the following example.

Example 3.18. Let m = 10 and n = 6, and consider the chains

C1 = ({1, 2, 3} ( {1, 2, 3, 4, 5} ( {1, 2, 3, 4, 5, 6, 7})
and C2 = (∅ ( {1, 2, 3} ( {1, 2, 3, 4, 5} ( {1, 2, 3, 4, 5, 6, 7})

in C(10, 6). Then the vertices of FC1 = {x ∈ P(10, 6) | x8 = x9 = x10 = 0, x6 + x7 = 11, x4 + x5 +
x6 + x7 = 18} = {x ∈ P(10, 6) | x8 = x9 = x10 = 0, x6 + x7 = 11, x4 + x5 = 7} are of the form

012 34 56 000, 002 34 56 000 or 000 34 56 000,

and the vertices of FC2 = {x ∈ P(10, 6) | x8 = x9 = x10 = 0, x6 + x7 = 11, x4 + x5 + x6 + x7 =
18, x1+. . .+x10 = 21} = {x ∈ P(10, 6) | x8 = x9 = x10 = 0, x6+x7 = 11, x4+x5 = 7, x1+x2+x3 =
3} are of the form

012 34 56 000,

where the entries within each box can appear in any order. It follows that FC1 has 3! · 2! · 2! + 3 ·
2! · 2! + 2! · 2! = 40 vertices, and that FC2 has 3! · 2! · 2! = 24 vertices.
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3.2. The h-polynomial of P(m,n). We now compute the h-polynomial of P(m,n) using Theo-
rem 3.6.

Given a d-dimensional polytope P and 0 ≤ i ≤ d, let fi(P ) denote the number of i-dimensional

faces of P . The f -polynomial of P is then defined as fP (t) =
∑d

i=0 fi(P ) ti, and the h-polynomial
of P is defined as hP (t) = fP (t−1). It is known that if P is a simple polytope, then its h-polynomial
is palindromic, i.e.,

hP (t) = td hP (1/t), (3.13)

where this corresponds to the Dehn–Sommerville relations for fi(P ).
Since Eulerian polynomials will play a role in the h-polynomial of P(m,n), we proceed to in-

troduce them. For a positive integer m, let Am(t) denote the Eulerian polynomial for Sm, i.e.,

Am(t) =
∑m−1

i=0 A(m, i) ti, where the Eulerian number A(m, i) is the number of permutations in Sm

with exactly i descents. Also, let A(0, i) = δ0,i and A0(t) = 1. It can easily be seen that the Eulerian
numbers and polynomials satisfy the symmetry

A(m, i) = A(m,m− i− 1) and Am(t) = tm−1Am(1/t), for positive m. (3.14)

The f -polynomials and h-polynomials of the standard m-simplex ∆m and regular permutohedron
Π(1, . . . ,m) are known to be

f∆m(t) =
m∑
i=0

(
m+ 1

i+ 1

)
ti, fΠ(1,...,m)(t) =

m−1∑
i=0

(m− i)!S(m,m− i) ti, (3.15)

h∆m(t) =
m∑
i=0

ti, hΠ(1,...,m)(t) = Am(t), (3.16)

where S(m,m− i) denotes a Stirling number of the second kind, for which (m− i)!S(m,m− i) is
the number of chains (∅ ( A1 ( · · · ( Am−i−1 ( [m]) in Bm. Note that (3.15) and (3.16) can be
obtained from Examples 3.14 and 3.16, in which the faces of ∆m and Π(1, . . . ,m), respectively, are
characterized.

Theorem 3.19. The h-polynomial of P(m,n) is

hP(m,n)(t) = 1 +

n−1∑
i=0

m−i∑
j=1

(
m

i

)
Ai(t) t

j . (3.17)

This is equivalent to the recurrence relation

hP(m,n+1)(t) = hP(m,n)(t) +

(
m

n

)
An(t)

m−n∑
i=1

ti, (3.18)

together with the initial condition

hP(m,1)(t) =

m∑
i=0

ti. (3.19)

Proof. The equivalence of (3.17) to (3.18) and (3.19) can easily be checked. So, the theorem will
be proved by confirming (3.18) and (3.19).

The initial condition (3.19) is immediate since, as seen in Example 3.14, we have P(m, 1) = ∆m,
and h∆m(t) is then given by (3.16). (Note that an alternative initial condition would be hP(m,0)(t) =

1, since this is equivalent to hP(m,1)(t) =
∑m

i=0 t
i using (3.18) with n = 0, and it is also consistent

with an interpretation of P(m, 0) as consisting of a single point, i.e., the origin in Rm.)
We now proceed to the recurrence relation (3.18). For n ≥ m, we have

∑m−n
i=1 ti = 0, since this

sum is empty, and Corollary 3.11 gives hP(m,n+1)(t) = hP(m,n)(t), so that (3.18) follows immediately.
13



Hence, in the rest of this proof, it will be assumed that n < m, and (3.18) will be verified for that
case.

First, use (3.16) to rewrite (3.18) as hP(m,n+1)(t) = hP(m,n)(t) + t
(
m
n

)
hΠ(1,...,n)(t)h∆m−n−1(t),

which is equivalent to

fP(m,n+1)(t) = fP(m,n)(t) + (t+ 1)

(
m

n

)
fΠ(1,...,n)(t) f∆m−n−1(t). (3.20)

Taking coefficients of tk on both sides of (3.20), for k = 0, . . . ,m, gives

fk
(
P(m,n+ 1)

)
= fk

(
P(m,n)

)
+

(
m

n

) ∑
i,j≥0

i+j=k−1

fi
(
Π(1, . . . , n)

)
fj(∆m−n−1)

+

(
m

n

) ∑
i,j≥0
i+j=k

fi
(
Π(1, . . . , n)

)
fj(∆m−n−1). (3.21)

Let C(m,n)k denote the set of chains in C(m,n) with k missing ranks, and partition C(m,n+ 1)k
into the sets

• C(m,n)k,

• C(m,n)k = {(A1 ( · · · ( A`) ∈ C(m,n+ 1)k \ C(m,n)k | A1 6= ∅}
= {(A1 ( · · · ( A`) ∈ C(m,n+ 1) | |A`| − `+ 1 = k, A1 6= ∅, |A`| − |A1| = n},

• C̃(m,n)k = {(A1 ( · · · ( A`) ∈ C(m,n+ 1)k \ C(m,n)k | A1 = ∅}
= {(A1 ( · · · ( A`) ∈ C(m,n+ 1) | |A`| − `+ 1 = k, A1 = ∅, |A`| − |A2| = n},

where the expression in Remark 3.2 for the number of missing ranks in a chain has been used. By
Theorem 3.6, we have fk

(
P(m,n+ 1)

)
= |C(m,n+ 1)k| and fk

(
P(m,n)

)
= |C(m,n)k|. Hence, the

required result (3.21) will follow by showing that

|C(m,n)k| =
(
m

n

) ∑
i,j≥0

i+j=k−1

fi
(
Π(1, . . . , n)

)(m− n
j + 1

)
(3.22)

and

|C̃(m,n)k| =
(
m

n

) ∑
i,j≥0
i+j=k

fi
(
Π(1, . . . , n)

)(m− n
j + 1

)
, (3.23)

where fj(∆m−n−1) =
(
m−n
j+1

)
has been applied. We will also use the fact that, for any S ⊆ [m] of

size n, fi
(
Π(1, . . . , n)

)
is the number of chains in Bm, with i missing ranks, of the form (∅ ( A1 (

· · · ( An−i−1 ( S).
We obtain (3.22) by constructing the chains in C(m,n)k using the following procedure. First,

choose S ⊆ [m] of size n. Next, choose a chain (∅ ( A1 ( · · · ( An−i−1 ( S) with i missing ranks,
for some i ∈ {0, . . . , k − 1}. Last, choose T ⊆ [m] \ S of size j + 1 = k − i, so that(

T ( (A1 ∪ T ) ( · · · ( (An−i−1 ∪ T ) ( (S ∪ T )
)
∈ C(m,n)k,

where the requirement T 6= ∅ follows from i ≤ k − 1 and |T | = k − i, and it can be checked that
every chain in C(m,n)k is constructed uniquely.

Similarly, we obtain (3.23) by constructing the chains in C̃(m,n)k as follows. First, choose
S ⊆ [m] of size n. Next, choose a chain (∅ ( A1 ( · · · ( An−i−1 ( S) with i missing ranks, for
some i ∈ {0, . . . , k}. Last, choose T ⊆ [m] \ S of size j + 1 = k − i+ 1, so that(

∅ ( T ( (A1 ∪ T ) ( · · · ( (An−i−1 ∪ T ) ( (S ∪ T )
)
∈ C̃(m,n)k,
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where the requirement T 6= ∅ follows from i ≤ k and |T | = k − i + 1, and it can be checked that

every chain in C̃(m,n)k is constructed uniquely. �

For n ≥ m, we can obtain a simpler expression for hP(m,n)(t), as given in the following corollary
to Theorem 3.19.

Corollary 3.20. For n ≥ m, the h-polynomial of P(m,n) is

hP(m,n)(t) = 1 + t
m∑
i=1

(
m

i

)
Ai(t). (3.24)

Proof. We first note that the Eulerian polynomials satisfy the identity

1 + t
m∑
i=1

(
m

i

)
Ai(t) =

m∑
i=0

(
m

i

)
Ai(t) t

m−i, (3.25)

which is equivalent to an identity for the Eulerian numbers obtained in [8]. In particular, setting
a = j + 1, b = m − j − 1 and k = i in Theorem 1 of [8] (and using the symmetry (3.14) for the
Eulerian numbers) gives

∑m
i=1

(
m
i

)
A(i, j) =

∑m
i=0

(
m
i

)
A(i, i + j −m + 1). Multiplying both sides

of this equation by tj and summing over j then leads to (3.25).
For n ≥ m, (3.17) gives

hP(m,n)(t) = hP(m,m)(t) = 1 +
m−1∑
i=0

m−i∑
j=1

(
m

i

)
Ai(t) t

j .

Extending the sum over i to include i = m (which is possible since the sum over j is empty for

i = m), writing
∑m−i

j=1 t
j as t(tm−i − 1)/(t− 1) and using (3.25), then gives

hP(m,n)(t) = 1 +
t

t− 1

(
1 + t

m∑
i=1

(
m

i

)
Ai(t)−

m∑
i=0

(
m

i

)
Ai(t)

)
,

which simplifies to (3.24), as required. �

Some remarks on Theorem 3.19 and Corollary 3.20 are as follows.

Remark 3.21. As noted in [13, Remark 3.22], the expression in (3.17) for the h-polynomial
of P(m,n) resembles an expression in [13, Theorem 3.21] for the Hilbert–Poincaré series of the
augmented Chow ring of the uniform matroid Un,m. More specifically, if the upper bound in the
sum over j in (3.17) is changed from m− i to n− i, then this gives the expression in [13, Theorem
3.21] for Un,m

Remark 3.22. As discussed in Remark 3.12, P(m,n) with n ≥ m is combinatorially equivalent to
the m-stellohedron. The h-polynomial of the m-stellohedron is shown in [21, Eq. (7)] to be the RHS
of (3.24), and hence Corollary 3.20 can be regarded as a previously-known result. Also, as noted
in [13, Example 3.4], the h-polynomial of the m-stellohedron coincides with the Hilbert–Poincaré
series of the augmented Chow ring of the m-th Boolean matroid.

Remark 3.23. Combining (3.24) and (3.25) gives

hP(m,n)(t) =
m∑
i=0

(
m

i

)
Ai(t) t

m−i, (3.26)

for n ≥ m. Alternatively, this can be obtained from (3.24) by applying the palindromicity prop-
erty (3.13) to hP(m,n)(t), and using the symmetry (3.14) for Eulerian polynomials (which itself is
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the palindromicity property (3.13) applied to hΠ(1,...,m)(t)). We also note that applying the palin-
dromicity property (3.13) to hP(m,n)(t), as given by the expression in (3.17) for arbitrary m and n,
and again using (3.14), simply returns the same expression.

We end this section with some comments on a different type of formula for the h-polynomial
of P(m,n) that can be obtained by applying a standard technique which has been used to give
such formulas for the h-polynomials of the permutohedron and related polytopes.

For a nonzero vertex v of P(m,n) with k nonzero entries, it follows from Proposition 2.6 that
a permutation πv in Sk is obtained (in one-line notation) by deleting each zero entry in v and
subtracting n − k from each nonzero entry in v. Let des(v) and des(v−1) denote the numbers of
descents in πv and (πv)−1, respectively.

Now partition the vertex set of P(m,n) into the sets {0}, V1 and V2, where V1 is the set of
vertices of P(m,n) which have 1 as an entry (or equivalently have every element of [n] as an entry),
and V2 is the set of nonzero vertices of P(m,n) which do not have 1 as an entry. Also, for any
v ∈ V1, let β(v) be the number of 0’s to the right of the (necessarily unique) 1 in v.

It can be shown that the h-polynomial of P(m,n) is

hP(m,n)(t) = 1 +

(∑
v∈V1

t1+des(v−1)+β(v)

)
+

(∑
v∈V2

t1+des(v−1)

)
. (3.27)

Note that V2 is in simple bijection with the set of nonzero vertices of P(m,n−1) (where an element
of V2 is mapped to a nonzero vertex of P(m,n − 1) by subtracting 1 from each nonzero entry),
that if m = n and v ∈ V1 then v contains no 0’s and β(v) = 0, and that if n > m then V1 = ∅.
It follows straightforwardly from these observations that the sum over V2 in (3.27) can be replaced

by
∑

v∈V2 t
1+des(v) for arbitrary m and n, and that the sum over V1 in (3.27) can be replaced by∑

v∈V1 t
1+des(v) for n ≥ m. Hence, for n ≥ m, we have

hP(m,n)(t) = 1 +
∑
v

t1+des(v), (3.28)

with the sum being over the set of all nonzero vertices of P(m,n). This can be regarded as a
previously-known result, since it matches an expression for the h-polynomial of the m-stellohedron
obtained in [21, Eq. (7)].

We now briefly sketch a proof of (3.27) for n ≤ m. Since, by Proposition 3.5, P(m,n) is a simple
polytope, we can use an orientation of its 1-skeleton (i.e., graph), as described in [21, Section 2.2].
Concretely, for a simple polytope P ⊆ Rm, and a generic vector λ ∈ Rm which is not orthogonal
to any edge of P , consider an orientation of the edges [v,w] of P given by

v→ w if and only if 〈λ,v〉 < 〈λ,w〉.
It is then known (see, for example, [21, Corollary 2.2]) that the coefficient of ti in the h-polynomial
hP (t) is the number of vertices of P with indegree i. For P(m,n), we choose such a vector λ ∈ Rm
with λ1 > . . . > λm > 0. Then indegree(0) = 0, and the main part of the proof of (3.27) involves
showing that

indegree(v) =

{
1 + des(v−1) + β(v), if v ∈ V1,

1 + des(v−1), if v ∈ V2.

4. Volume of the partial permutohedron P(m,n) with n ≥ m− 1

Heuer and Striker [17, Figure 6] used SageMath to compute the normalized volume v(m,n) =
nVol(P(m,n)) of P(m,n) for m,n ≤ 7. In this section, we consider v(m,n) for n ≥ m − 1. In
Theorem 4.2, we obtain a recursive formula for v(m,n) with n ≥ m − 1, from which it follows
that v(m,n) is a polynomial in n of degree m. In Theorem 4.5, we then obtain closed formulae
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for v(m,n) with n ≥ m − 1. We end the section by providing, in (4.15) and (4.16), further
expressions for v(m,n) with n ≥ m − 1, which are obtained by relating partial permutohedra to
certain generalized permutohedra of [22].

4.1. Recursive formula for v(m,n) with n ≥ m − 1. Our method for obtaining a recursive
formula for v(m,n) with n ≥ m − 1 will rely on the facet description of P(m,n) given in Propo-
sition 2.7. Specifically, we subdivide P(m,n) into a collection of pyramids (or cones). For each
such pyramid, the base is a facet that does not contain the origin, and the apex is the origin. We
then compute the volume of each pyramid, and add these using Lemma 2.1 to obtain the volume
of P(m,n). The same approach was used to obtain Theorem 4.2 for the case n = m − 1 in [1,
Theorem 4.1] and [28, 12191(d)]. (See also Remark 4.9 for further information.)

It is well-known that the (m− 1)-dimensional volume of the regular permutohedron Π(1, . . . ,m)
is mm−2 times the volume of the (m− 1)-dimensional parallelotope Λ spanned by S = {ei − ei+1 |
i = 1, . . . ,m − 1} [26, Example 3.1]. Usually, we normalize the volume so that Λ has a volume
of 1, but this would not be helpful in Theorem 4.2. Thus, in the following lemma, we compute the
induced Euclidean volume of Π(1, . . . ,m) within its (m−1)-dimensional affine hull. (See Section 2.3
for further details on the volume of non-full-dimensional polytopes in Rm.)

Lemma 4.1. The induced Euclidean volume of the regular permutohedron Π(1, . . . ,m) is mm−2√m.

Proof. Let Λ and S be defined as above. Since the induced Euclidean volume of Π(1, . . . ,m)
is mm−2 Vol(Λ), we need to show that Vol(Λ) =

√
m. First note that the volume of the full-

dimensional parallelotope Λ′ spanned by S ∪ {em} is

det



1 0 0 . . . 0 0
−1 1 0 . . . 0 0

0 −1
. . .

. . . 0 0

0 0
. . . 1 0 0

0 0 0 −1 1 0
0 0 . . . 0 −1 1


= 1.

On the other hand, this is the volume of the base Λ of Λ′ times its height. Since Λ lies in the
(m − 1)-dimensional hyperplane A = {x ∈ Rm |

∑m
i=1 xi = 0}, the height from em to Λ is the

distance from em to A, which is 1/
√
m. This now gives 1 = Vol(Λ) · 1/

√
m, as required. �

We now present our main result of the section.

Theorem 4.2. For any m and n with n ≥ m − 1, the normalized volume of P(m,n) is given
recursively by

v(m,n) = (m− 1)!

m∑
k=1

kk−2 v(m− k, n− k)

(m− k)!

(
kn−

(
k

2

))(
m

k

)
, (4.1)

with initial condition v(0, n) = 1. Furthermore, for fixed m, v(m,n) with n ≥ m− 1 is given by a
polynomial in n of degree m.

Proof. We first consider the case n ≥ m, and proceed by subdividing P(m,n) into pyramids whose
apex is the origin, and whose bases are the facets of P(m,n) not containing the origin. Using
Proposition 2.7, there is a facet not containing the origin for each nonempty subset S of [m].
Hence, for each k ∈ [m], there are

(
m
k

)
pyramids to consider with |S| = k.

For such a subset S of size k, the associated facet is, by (2.3),

FS =
{
x ∈ P(m,n)

∣∣ ∑
i∈S xi =

(
n+1

2

)
−
(
n+1−k

2

)}
=
{
x ∈ P(m,n)

∣∣ ∑
i∈S xi = k n−

(
k
2

)}
,
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and the associated pyramid is PS = Pyr(FS ,0). Since FS lies in the hyperplane

A =

{
x ∈ Rm

∣∣∣∣ ∑
i∈S

xi = k n−
(
k

2

)}
=

{
x ∈ Rm

∣∣∣∣ 〈a,x〉 = k n−
(
k

2

)}
,

where a ∈ Rm has k entries of 1 in positions S and entries of 0 elsewhere, it follows that the distance
from A to 0 is

(
k n−

(
k
2

))
/
√
〈a,a〉 =

(
k n−

(
k
2

))
/
√
k.

Now observe that, using the notation of Theorem 3.6, FS = F([m]\S( [m]). Hence, using Proposi-
tion 3.17, the vertices of FS are the vectors in Rm for which:

(i) The entries in positions S are n, n− 1, . . . , n− k + 1, in any order.
(ii) The entries in positions [m] \ S are

n− k, n− k − 1, . . . , n− k − l + 1, 0, . . . , 0︸ ︷︷ ︸
m−k−l

,

in any order, and for any 0 ≤ l ≤ m− k.

It can be seen that the convex hull of the vectors in Rm which satisfy (i) for the entries in positions S,
and which have 0’s in positions [m] \ S, is congruent to a copy of Π(n, . . . , n − k + 1) in Rm, and
that the convex hull of the vectors in Rm which have 0’s in positions S, and which satisfy (ii) for
the entries in positions [m] \ S, is (using Proposition 2.6) congruent to a copy of P(m − k, n − k)
in Rm. Furthermore, Π(n, . . . , n− k + 1) is congruent to Π(1, . . . , k).

It now follows that FS is congruent to a Cartesian product Π(1, . . . , k) × P(m − k, n − k) for
k ∈ [m− 1], and to Π(1, . . . ,m) for k = m (i.e., S = [m]).

Thus, using Lemma 4.1 and setting v(0, n) = 1, the un-normalized volume of the base of PS is

√
k kk−2 v(m− k, n− k)

(m− k)!
,

and so, using (2.2), the un-normalized volume of PS is

√
k kk−2 v(m− k, n− k)

(m− k)!
·
(
kn−

(
k

2

))
1√
k
· 1

m
= kk−2 v(m− k, n− k)

(m− k)!

(
kn−

(
k

2

))
1

m
.

To obtain (4.1), we sum over all pyramids using Lemma 2.1 (i.e., we multiply the previous
expression by

(
m
k

)
and sum over k ∈ [m]), and normalize the overall volume by multiplying by m!.

For the case n = m − 1, the only modification required to the previous argument is as follows.
By (2.3), there is now a facet FS not containing the origin for each nonempty subset S of [m] of
size k, for all k ∈ [m− 2] and for k = m, and so the sum over k ∈ [m] in (4.1) should be replaced
by a sum over k ∈ [m − 2] ∪ {m}. However, the sum over k ∈ [m] can in fact be retained, since
evaluating v(m,m− 1) for m ≥ 2 then gives a term which includes v(1, 0) (for k = m− 1), but this

term vanishes as evaluating v(1, 0) involves a sum over k = 1 only, for which the factor k n−
(
k
2

)
is

1 · 0−
(

1
2

)
= 0.

Finally, it can easily be seen, using induction on m, that (4.1) and the initial condition v(0, n) = 1
imply that, for fixed m, v(m,n) with n ≥ m− 1 is given by a polynomial in n of degree m. �

Remark 4.3. If we attempt to modify the proof of Theorem 4.2 for the case n < m − 1, then
by (2.3), there is now a facet FS not containing the origin for each nonempty subset S of [m] of
size k, for all k ∈ [n− 1] and for k = m. Hence, the sum over k ∈ [m] in (4.1) should be replaced
by a sum over k ∈ [n − 1] ∪ {m}. However, certain further modifications are required, since FS
for k = m is F[m] = F(∅( [m]) = Π(0, . . . , 0, 1, . . . , n) (using case (4) in Proposition 3.17), where
the number of 0’s is m − n ≥ 2, and we do not have a simple closed formula for the volume of
Π(0, . . . , 0, 1, . . . , n). Also, the distance from the origin to the hyperplane containing F[n] is now(
n+1

2

)
/
√
n.
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Example 4.4. For 1 ≤ m ≤ 7 and n ≥ m − 1, Theorem 4.2 gives the following expressions for
v(m,n):

v(1, n) = n,
v(2, n) = −1 +2n2,
v(3, n) = −6 −9n +6n3,
v(4, n) = −54 −96n −72n2 +24n4,
v(5, n) = −840 −1350n −1200n2 −600n3 +120n5,
v(6, n) = −21150 −30240n −24300n2 −14400n3 −5400n4 +720n6,
v(7, n) = −782460 −1036350n −740880n2 −396900n3 −176400n4 −52920n5 +5040n7.

Note that the expression v(2, n) = 2n2 − 1 was obtained in [17, Theorem 5.29].

4.2. Closed formulae for v(m,n) with n ≥ m− 1. We now obtain closed formulae for v(m,n)
with n ≥ m − 1, which thereby provide explicit expressions for the coefficients of v(m,n) as a
polynomial in n. Our approach will rely on the recursion of Theorem 4.2, together with methods
used for recent computations of the volume of P(m,m−1) in [1, Proposition 4.2] and [28, 12191(d)].
(See also Remark 4.9 for further information.)

In this section, for any power series f(z), we use the notation [zi]f(z) to denote the coefficient

of zi in the expansion of f(z). We also use the double factorial, defined as (2i−3)!! = −
∏i
j=1(2j−3),

for any nonnegative integer i.

Theorem 4.5. For any m and n with n ≥ m− 1, the normalized volume of P(m,n) is given by

v(m,n) = −m!

2m

∑
0≤i≤j≤m

(
m

j

)(
j

i

)
(2i− 3)!! (2n)m−j , (4.2)

v(m,n) = −m!

2m

m∑
i=0

(
m

i

)
(2i− 3)!! (2n+ 1)m−i (4.3)

and

v(m,n) = (m!)2 [zm]
√

1− z e(n+1/2)z. (4.4)

Proof. The RHSs of (4.2) and (4.3) are equal, since
(
m
j

)(
j
i

)
=
(
m
i

)(
m−i
m−j

)
and

∑m
j=i

(
m−i
m−j

)
(2n)m−j =∑m−i

j=0

(
m−i
j

)
(2n)j = (2n + 1)m−i. The RHSs of (4.3) and (4.4) are equal, since [zi]

√
1− z =

−(2i− 3)!!/(2i i!) and [zi] e(n+1/2)z = (2n+ 1)i/(2i i!).
In the remainder of this proof, we confirm the validity of (4.4). This will involve using the

well-studied function

T (z) =
∞∑
i=1

ii−1 z
i

i!
. (4.5)

For information on T (z), see for example [9, pp. 331, 332 and 338] or [27, pp. 23–28 and 43]. The
properties of T (z) which will be used here are

T ′(z) =
T (z)

z(1− T (z))
, (4.6)

where T ′(z) is the derivative of T (z) (see [9, Eq. (3.2)], with T (z) = −W (−z) from [9, p. 331]), and

[zk] f
(
T (z)

)
= [zk] f(z) (1− z) ekz, (4.7)

for any power series f(z) and nonnegative integer k (see [9, Eq. (2.38)]).
We now denote the unnormalized volume of P(m,n) as V (m,n), i.e.,

V (m,n) = m! v(m,n), (4.8)
19



set V (0, n) = 1 (for consistency with the condition v(0, n) = 1 in Theorem 4.2), and introduce the
exponential generating function

Vs(z) =
∞∑
i=0

V (i, i+ s)
zi

i!
, (4.9)

for any integer s ≥ −1.
The recursion (4.1) can be written as

V (m,n) =
m∑
k=1

(
m

k

)
kk−1 V (m− k, n− k)

2n− k + 1

2m
,

which gives

Vs(z) = 1 +

∞∑
i=1

i∑
k=1

(
i

k

)
kk−1 V (i− k, i− k + s)

2i− k + 2s+ 1

2i

zi

i!
.

Differentiating then gives

V ′s (z) =
∞∑
i=1

i∑
k=1

(
i

k

)
kk−1 V (i− k, i− k + s)

2i− k + 2s+ 1

2

zi−1

i!
.

Separating (2i− k + 2s+ 1)/2 as (i− k) + (k/2) + (s+ 1/2), and using (4.5) and (4.9), we obtain

V ′s (z) = T (z)V ′s (z) + T ′(z)Vs(z)/2 + (s+ 1/2)T (z)Vs(z)/z,

so that

V ′s (z) =

(
T ′(z)

2(1− T (z))
+

(s+ 1/2)T (z)

z(1− T (z))

)
Vs(z),

which, using (4.6), becomes

V ′s (z) =
( 1

2(1− T (z))
+ s+ 1/2

)
T ′(z)Vs(z).

Solving this first order homogeneous linear differential equation for Vs(z), with the initial condition
Vs(0) = 1 (and noting that T (0) = 0, from (4.5)), we obtain

Vs(z) = e− log(1−T (z))/2 + (s+1/2)T (z)

=
e(s+1/2)T (z)√

1− T (z)
.

Hence, using (4.8) and (4.9), and setting s = n−m, gives

v(m,n) = (m!)2 [zm]
e(n−m+1/2)T (z)√

1− T (z)
,

for n ≥ m− 1.
We now obtain (4.4) by applying (4.7) with f(z) = e(n−m+1/2) z/

√
1− z, thereby completing the

proof. �

Some remarks on Theorem 4.5 are as follows.

Remark 4.6. A conjectural generalization of Theorem 4.5, which provides an explicit expression
for the Ehrhart polynomial of P(m,n) with n ≥ m− 1, will be given in Conjecture 6.5.
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Remark 4.7. The function g(z) =
√

1− z e(n+1/2)z, which appears in (4.4), satisfies (z−1)g′(z) =
((n+1/2)z−n) g(z). Using this and (4.4), it follows that the unnormalized volume (4.8) of P(m,n)
with n ≥ m− 1 satisfies the recurrence relation

V (m,n) = (m+ n− 1)V (m− 1, n)− (m− 1)(n+ 1/2)V (m− 2, n). (4.10)

By setting V (0, n) = 1 and setting V (−1, n) arbitrarily (since V (−1, n) has coefficient zero in the
m = 1 case of (4.10)), it follows that (4.10) with m ≥ 1 is equivalent (using (4.8)) to each of the
equations in Theorem 4.5. It would be interesting to find a geometric proof of (4.10), since this
would provide a more direct combinatorial proof of Theorem 4.5.

Remark 4.8. An alternative perspective on P(m,m − 1), and its volume, is as follows. For a
graph G with vertex set [m], a partial orientation O of G is an assignment of a direction to some
(which could be all or none) of the edges of G, and the win vector of O is the indegree sequence
of O (i.e., for each i ∈ [m], the ith entry of the win vector is the number of edges incident to i
which are directed towards i by O). The win polytope W (G) of G, as defined by Bartels, Mount
and Welsh [3], is the convex hull in Rm of the win vectors of all partial orientations of G. It can be
shown that, for any m, the win polytope W (Km) of the complete graph Km is exactly P(m,m−1).
(For example, this can be done using a characterization of the vertices of win polytopes given in [3,
Proposition 3.4]. However, note that the characterization of the win vectors of Km given in [3,
Example 3] appears to contain some errors.) Expressions for the volume and Ehrhart polynomial
of W (G) for arbitrary G are obtained by Backman in [2, Theorem 4.5 and Corollary 4.6], as sums
over cycle-path minimal partial orientations of 3G (where this denotes the graph obtained from G
by replacing each edge by three parallel copies). Hence, taking G = Km in these expressions
provides alternative means for computing the volume and Ehrhart polynomial of P(m,m− 1).

Remark 4.9. Yet another perspective on P(m,m − 1), and its volume, is as follows. A parking
function of length m is an m-vector of positive integers whose nondecreasing rearrangement r1 ≤
r2 ≤ . . . ≤ rm satisfies ri ≤ i for each i ∈ [m]. The parking function polytope Pm, as defined by
Stanley in [29, 12191], is the convex hull in Rm of all parking functions of lengthm. Stanley asked for
enumerations of the vertices and facets of Pm [29, 12191(a) and (b)], and explicit characterizations
of these vertices and facets were subsequently given in [1, Section 1] and [28, 12191(a) and (b)].
By comparing these characterizations with those of Propositions 2.6 and 2.7 for n = m− 1, it can
immediately be seen that Pm (for m ≥ 2) is simply P(m,m− 1) translated by (1, . . . , 1). Stanley
also asked for the volume of Pm [28, 12191(d)]. Recursive formulae for this volume, which match
the recursive formula of (4.1) for n = m − 1, are obtained in [1, Theorem 4.1] and [28, 12191(d)],
by following the same approach as that used to prove Theorem 4.2. Using this recursion, a more
explicit formula for the volume of Pm is obtained in [1, Proposition 4.2], and a completely explicit
formula for this volume is obtained in [28, 12191(d), first equation]. The approach used in the
proof of Theorem 4.5 is closely related to those used in [28, 12191(d)] and [1, Proposition 4.2].
However, note that the explicit formula for v(m,m − 1) provided by [28, 12191(d), first equation]
has a different form from that of the n = m − 1 cases of (4.2) or (4.3) in Theorem 4.5. Also,
two further forms of explicit formulae for v(m,m − 1), based on results of [25], are given in [15,
Theorem 2.9 (iv) and (v)].

Remark 4.10. The parking function polytope Pm discussed in Remark 4.9 was recently generalized
in [15] to a wider class of related polytopes which includes P(m,n) (up to a simple translation) for
any n ≥ m− 1. More specifically, for positive integers a, b and m, let an (a, b)-parking function of
length m be an m-vector of positive integers whose nondecreasing rearrangement r1 ≤ r2 ≤ . . . ≤ rm
satisfies ri ≤ a+(i−1)b for each i ∈ [m], and let the polytope Xm(a, b) be the convex hull in Rm of all
(a, b)-parking functions of length m. Then Pm = Xm(1, 1), and it follows from [15, Proposition 3.15]
that, for any n ≥ m− 1, Xm(n−m+ 2, 1) is simply P(m,n) translated by (1, . . . , 1). Theorem 4.5
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appeared as a conjecture in the first arXiv version of this paper, and an alternative proof of this
conjecture was recently obtained independently in [15, Corollary 3.28], as a corollary of a result for
the volume of Xm(a, b) with any a and b [15, Theorem 1.1]. Some of the methods used to obtain [15,
Theorem 1.1] are also related to methods used in [1, Section 4] and [28, 12191(d)].

4.3. Partial permutohedra as generalized permutohedra. We now relate partial permuto-
hedra to cases of generalized permutohedra, which enables us to use results of Postnikov [22] to
obtain further expressions for v(m,n) with n ≥ m− 1.

A generalized permutohedron [22] in Rm is a polytope in which every edge is parallel to ei − ej ,
for some i, j ∈ [m]. Note that a certain relation between P(m,m−1) (in the context of the parking
function polytope Pm of Remark 4.9) and generalized permutohedra is identified in [1, Section 5].
Note also that, up to translation, generalized permutohedra are polymatroid base polytopes. See,
for example, [5] for this perspective, and associated connections to partial permutohedra.

Let sm,n = n+ (n− 1) + · · ·+ max(n−m+ 1, 0) =
(
n+1

2

)
−
(
n+1−m

2

)
, where

(
n+1−m

2

)
is taken to

be 0 for n ≤ m, and define the affine map

φm,n : Rm → Rm+1, (x1 . . . , xm) 7→ (x1, . . . , xm, sm,n −
∑m

i=1 xi),

and the polytope

P̃(m,n) = φm,n(P(m,n)). (4.11)

Then P̃(m,n) is affinely isomorphic to P(m,n) and can be seen to be a generalized permutohedron
by using Theorem 3.6 and Proposition 3.17 to characterize the edges of P(m,n). (See also Re-

mark 5.9 for a characterization of these edges.) Furthermore, P(m,n) and P̃(m,n) have the same
Ehrhart polynomial, and thus the same normalized volume.

We now focus on P(m,n) and P̃(m,n) for the case n ≥ m − 1. It can be shown that P(m,n)
with n ≥ m− 1 has the Minkowski sum decomposition

P(m,n) = (n−m+ 1)
m∑
i=1

ConvexHull({e0, ei})︸ ︷︷ ︸
=[0,1]m

+
∑

1≤i<j≤m
ConvexHull({e0, ei, ej}). (4.12)

Note that for n ≥ m− 1, we have P(m,n) = Π̂(n, n− 1, . . . , n−m+ 1), using notation which will
be introduced in Definition 5.5 and a result which will be given in (5.6), and that the associated
permutohedron Π(n, n− 1, . . . , n−m+ 1) has the well-known Minkowski sum decomposition

Π(n, n− 1, . . . , n−m+ 1) = (n−m+ 1)

m∑
i=1

{ei}+
∑

1≤i<j≤m
ConvexHull({ei, ej}). (4.13)

It follows from (4.11) and (4.12) that P̃(m,n) with n ≥ m−1 has the Minkowski sum decomposition

P̃(m,n) = (n−m+ 1)

m∑
i=1

ConvexHull({ei, em+1})︸ ︷︷ ︸
={(x1,...,xm,m−

∑m
i=1 xi) |x∈[0,1]m}

+
∑

1≤i<j≤m

ConvexHull({ei, ej , em+1}), (4.14)

where ei now denotes the ith standard unit vector in Rm+1. Hence, P̃(m,n) is a so-called type-Y
generalized permutohedron, i.e., it has the form P yn ({yI}), as defined in [22, p. 1042]. Various results
for volumes and Ehrhart polynomials of type-Y generalized permutohedra are obtained in [22], and

we now apply some of these to P̃(m,n).
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By applying [22, Theorem 9.3] to (4.14), and simplifying, it follows that the normalized volume

of P̃(m,n) and P(m,n) with n ≥ m− 1 is given by

v(m,n) =
∑

(a1,...,am(m+1)/2)

(
m

a1, . . . , am(m+1)/2

)
(n−m+ 1)a1+...+am , (4.15)

where the sum is over all so-called draconian sequences for this case, with these defined as follows.
Let Ii = {i} for 1 ≤ i ≤ m, and let Im+1, . . . , Im(m+1)/2 be the sets {i, j} for 1 ≤ i < j ≤ m (in
any fixed order). Then the draconian sequences in (4.15) are those sequences (a1, . . . , am(m+1)/2)

of nonnegative integers such that
∑m(m+1)/2

k=1 ak = m and
∑

k∈S ak ≤ | ∪k∈S Ik|, for all ∅ ( S (
[m(m + 1)/2]. Note that taking S to be a singleton in

∑
k∈S ak ≤ | ∪k∈S Ik| gives ai ≤ 1 for

i = 1, . . . ,m, and ai ≤ 2 for i = m+ 1, . . . ,m(m+ 1)/2.
It follows from (4.15) that, for any fixed m, v(m,n) with n ≥ m − 1 is given by a polynomial

in n − m + 1 with positive integer coefficients and (since m 1’s followed by m(m − 1)/2 0’s is a
draconian sequence) degree m.

Example 4.11. For m = 2, we have I1 = {1}, I2 = {2} and I3 = {1, 2}, and the draconian
sequences in (4.15) are (0, 0, 2), (0, 1, 1), (1, 0, 1) and (1, 1, 0), which gives v(2, n) = 1 + 2(n− 1) +
2(n− 1) + 2(n− 1)2.

Example 4.12. For 1 ≤ m ≤ 6 and n ≥ m−1, the expressions for v(m,n) in terms of N = n−m+1
are:

v(1, n) = N,
v(2, n) = 1 +4N +2N2,
v(3, n) = 24 +63N +36N2 +6N3,
v(4, n) = 954 +2064N +1224N2 +288N3 +24N4,
v(5, n) = 59040 +113850N +68400N2 +18600N3 +2400N4 +120N5,
v(6, n) = 5295150 +9446760N +5699700N2 +1677600N3 +264600N4 +21600N5 +720N6.

By applying [22, Theorem 10.1] to (4.14), and simplifying, it follows that the normalized volume

of P̃(m,n) and P(m,n) with n ≥ m− 1 is also given by

v(m,n) =

∑
σ∈Sm+1

( σ−1(m+1)−1∑
i=1

(n− i+ 1)λσ(i) + 1
2(m− σ−1(m+ 1) + 1)(2n−m− σ−1(m+ 1) + 2)λm+1

)m
∏m
i=1(λσ(i) − λσ(i+1))

,

(4.16)

for any distinct parameters λ1, . . . , λm+1.

Remark 4.13. It is shown in [15, Theorem 2.9 (vi)], using a result of [25], that v(m,m− 1) is the
number of m×m (0, 1)-matrices for which there are exactly two 1’s in each row, and the permanent
is positive. Since the permanent of an m ×m (0, 1)-matrix A is the number of perfect matchings
of the bipartite graph whose biadjacency matrix is A, it follows that v(m,m − 1) is the number
of bipartite graphs with m vertices in each part, such that each vertex in one part has degree 2,
and there exists a perfect matching. This result can also be obtained from (4.15) as follows, which
may be relevant to [15, Conjecture 5.2 and Problem 5.4]. For n = m − 1, the summand in (4.15)
is zero unless the draconian sequence (a1, . . . , am(m+1)/2) has a1 = · · · = am = 0. Hence, in this
case, (4.15) simplifies to

v(m,m− 1) =
∑

(b12,b13...,bm−1,m)

(
m

b12, b13, . . . , bm−1,m

)
, (4.17)
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where the sum is over all sequences (bij)1≤i<j≤m of nonnegative integers such that
∑

1≤i<j≤m bij =

m and
∑

(i,j)∈S bij ≤ | ∪(i,j)∈S {i, j}|, for all ∅ ( S ( {(i, j) | 1 ≤ i ≤ j ≤ m}. The desired

interpretation of v(m,m− 1) can then be obtained using Hall’s marriage theorem for the existence
of a perfect matching in a bipartite graph. In particular, a sequence (b12, b13 . . . , bm−1,m) in (4.17)
is regarded as corresponding to bij copies of {i, j}, for each 1 ≤ i < j ≤ m. These m two-element
sets are then permuted in all

(
m

b12, b13, ..., bm−1,m

)
ways, and the kth set in such a permutation is taken

to be the set of neighbours of vertex k′ in a bipartite graph with vertices 1′, . . . ,m′, 1, . . . ,m, and
which has a perfect matching due to the conditions on (b12, b13 . . . , bm−1,m).

5. The partial permutohedron P(m,n) with n ≤ 4

We now shift our focus to P(m,n) with arbitrary m and fixed n ≤ 4. Heuer and Striker
conjectured that the normalized volume of P(m, 2) is v(m, 2) = 3m −m [17, Conjecture 5.30]. In
this section, we compute explicit expressions for the Ehrhart polynomials of P(m, 2) and P(m, 3),
and thereby obtain a proof of the conjecture for v(m, 2) and an expression for v(m, 3). We then
also obtain an explicit expression for v(m, 4).

5.1. Ehrhart polynomials. We begin by recalling some basic facts about Ehrhart polynomials.
For a lattice polytope P ⊆ Rm, the function |tP ∩ Zm| of a positive integer variable t (i.e., the
number of integer points in the t-th dilate tP = {tx | x ∈ P} of P) is known to agree with a
polynomial Ehr(P, t) ∈ Q[t] of degree dim(P), called the Ehrhart polynomial of P. Furthermore,
the coefficient of the leading term of Ehr(P, t) is the volume of P, where this is the non-full-
dimensional volume if P is non-full-dimensional.

An immediate consequence of the definition is that Ehr(nP, t) = Ehr(P, nt), for any positive
integer n.

For lattice polytopes P1 and P2, the Cartesian product P1 × P2 is a lattice polytope, and we
have Ehr(P1 × P2, t) = Ehr(P1, t) Ehr(P2, t). The Ehrhart polynomial also satisfies an inclusion-
exclusion property [4, Section 5], as follows. For lattice polytopes P1 and P2 such that the polytope
P1 ∩ P2 is a lattice polytope and P1 ∪ P2 is a polytope, we have the properties that P1 ∪ P2 is a
lattice polytope, and

Ehr(P1 ∪ P2, t) = Ehr(P1, t) + Ehr(P2, t)− Ehr(P1 ∩ P2, t). (5.1)

We will often apply (5.1) to the case in which P1∩P2 is a facet of P2. A set of the form P\F , with F
a facet of P, is called a half-open polytope. We can extend the definition of Ehrhart polynomials
to lattice half-open polytopes by Ehr(P \ F , t) = Ehr(P, t)− Ehr(F , t).

Example 5.1. For the standard m-simplex ∆m, we have Ehr(∆m, t) =
(
t+m
m

)
, since t∆m ∩Zm =

{x ∈ Zm | xi ≥ 0 for all i ∈ [m],
∑m

i=1 xi ≤ t}. Similarly, it can be seen that, for each i ∈ [m],

the facet {x ∈ ∆m | xi = 0} of ∆m has Ehrhart polynomial
(
t+m−1
m−1

)
, and that the remaining facet

{x ∈ ∆m |
∑m

i=1 xi = 1} of ∆m also has Ehrhart polynomial
(
t+m−1
m−1

)
. More technically, any facet

of ∆m is unimodularly equivalent to ∆m−1, and so its Ehrhart polynomial is Ehr(∆m−1, t). Hence,

the Ehrhart polynomial of ∆m minus any facet is
(
t+m
m

)
−
(
t+m−1
m−1

)
=
(
t+m−1
m

)
. We call such a

half-open polytope a standard half-open simplex, and denote it as ∆̃m.

Remark 5.2. The Ehrhart polynomial of a lattice polytope P of dimension m is often expressed as
Ehr(P, t) =

∑m
i=0 h

∗
i

(
t+m−i
m

)
, where (h0, . . . , hm) is called the h∗-vector of P. This binomial coeffi-

cient basis is helpful for computing the Ehrhart polynomial of certain pyramids. A lattice pyramid
is a lattice polytope which is unimodularly equivalent to a pyramid of the form Pyr(B, em) ⊆ Rm,
where B has dimension m−1. The h∗-vector of such a lattice pyramid is obtained by simply adding
a zero at the right end of the h∗-vector of B.
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5.2. The sculpting strategy. All of our computations of the volume or Ehrhart polynomial
of P(m,n) in Section 5, and many of those in Section 6, follow the same sculpting strategy. We
start with a well-known polytope and remove other known polytopes by adding inequalities, until
we obtain the desired polytope P(m,n). More precisely, we create a sequence of lattice polytopes

P1,P2, . . . ,Pk = P(m,n), where P1 is either the
(
n+1

2

)
-dilated standard m-simplex

(
n+1

2

)
∆m (in

Section 5) or the m-cube [0, n]m of side-length n (in Section 6). We then obtain Pi+1 from Pi
by adding inequalities to Pi, i.e., by taking an intersection of Pi with closed halfspaces, and thus
removing some pieces from Pi.

A simple example which illustrates this idea is as follows.

Example 5.3. Figure 1 shows the partial permutohedron P(3, 2) = {x ∈ R3 | 0 ≤ xi ≤ 2 for all i ∈
[3], x1 + x2 + x3 ≤ 3} as the 3-dilated standard 3-simplex 3 ∆3, minus three copies of the standard
3-simplex ∆3.

Figure 1. Illustration of P (3, 2) as 3 ∆3, minus three copies of ∆3.

When applying the sculpting process, we will keep track of the removed pieces using the following
lemma.

Lemma 5.4. Consider a polytope P ⊆ Rm, a ∈ Rm and b ∈ R, and define the polytopes

P ′ = {x ∈ P | 〈a,x〉 ≤ b}, Q = {x ∈ P | 〈a,x〉 ≥ b} and F = {x ∈ P | 〈a,x〉 = b},

where we note that F is a facet of both P ′ and Q. Then the vertices of Q are given by all of the
following:

(1) Vertices v of P such that 〈a,v〉 ≥ b.
(2) The unique point in {x ∈ Rm | 〈a,x〉 = b} ∩ [v,w], for all edges [v,w] of P such that
〈a,w〉 < b ≤ 〈a,v〉.

Furthermore, assuming that P, P ′, Q and F are lattice polytopes, we have

Ehr(P ′, t) = Ehr(P, t)− (Ehr(Q, t)− Ehr(F , t)) . (5.2)

Proof. The characterization of the vertices of Q follows from the computation of the vertices of F ,
since (assuming P 6= F) every vertex of F is obtained as the intersection of {x ∈ Rm | 〈a,x〉 = b}
with an edge of P. (This intersection may happen at the endpoint of the edge, in which case the
vertex of F is a vertex of P.) We can obtain (5.2) as a special case of (5.1). �

For the polytopes in Lemma 5.4, we say that P ′ is obtained from P by removing the half-open
polytope Q\F , or that P ′ is obtained from P by adding the inequality 〈a,x〉 ≤ b. For the vertices
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of Q in Lemma 5.4, we say that those of type (1) are on the forbidden side, and those of type (2)
are obtained by cutting along edges.

To apply Lemma 5.4 to the sculpting process, we need to know the vertices and edges of the
intermediate polytopes which are used. These intermediate polytopes are covered by the following
definition.

Definition 5.5. For any z ∈ Rm with nonnegative entries, consider the permutohedron Π(z) =
ConvexHull({(zσ(1), . . . , zσ(m)) | σ ∈ Sm}), and define the related polytope

Π̂(z) =
{
x ∈ Rm

∣∣ 0 ≤ x ≤ y for some y ∈ Π(z)
}
, (5.3)

where for x,y ∈ Rm we write x ≤ y if xi ≤ yi for all i ∈ [m].

Some basic properties of Π̂(z) are outlined in the following remark.

Remark 5.6. It can be seen, using (5.3), that

Π̂(z) =
{

(x1y1, . . . , xmym)
∣∣ x ∈ [0, 1]m, y ∈ Π(z)

}
, (5.4)

and it can also be shown straightforwardly that

Π̂(z) = ConvexHull
({

(a1zσ(1), . . . , amzσ(m))
∣∣ a ∈ {0, 1}m, σ ∈ Sm

})
. (5.5)

It follows from (5.5) that Π̂(z) is indeed a polytope, and that its set of vertices is a subset of{
(a1zσ(1), . . . , amzσ(m))

∣∣ a ∈ {0, 1}m, σ ∈ Sm

}
. It can also be seen that Π(z) = {x ∈ Π̂(z) |∑m

i=1 xi =
∑m

i=1 zi}. It follows from (5.3) that Π̂(z) contains the zi-dilated standard m-simplex

zi ∆m, for each i ∈ [m] (since Π̂(z) contains each vertex of zi ∆m). Hence, provided that z is

nonzero, Π̂(z) has dimension m.

We refer to a polytope P which is contained in the nonnegative orthant of Rm, and which has
the property that if x ∈ Rm and y ∈ P satisfy 0 ≤ x ≤ y then x ∈ P, as an anti-blocking polytope.

Hence, Π̂(z) is an anti-blocking polytope, and can be regarded as an anti-blocking version of the
permutohedron Π(z). Certain pairs of anti-blocking polytopes are studied in [14], and certain sets,
namely convex corners or compact convex down-sets, which include anti-blocking polytopes, are
studied in [6].

The vertices and edges of Π̂(z) are characterized in the following proposition.

Proposition 5.7. Consider z ∈ Rm with z1 ≥ z2 ≥ · · · ≥ zm ≥ 0. Then the vertices of Π̂(z) are
the vectors in Rm with entries of zero in any m − k positions, and with the other k entries being
z1, . . . , zk in any order, where k ranges from 0 to m.

Two vertices of Π̂(z) form an edge of Π̂(z) if and only if one of the following conditions holds:

(1) One vertex can be obtained from the other by setting its smallest nonzero entry to zero.
(2) The vertices differ only by interchanging the positions of entries zi and zi+1, for some

i ∈ [m− 1].

Proof. Recall that faces of a polytope P are obtained by maximizing a linear functional over P,
and that vertices of P are obtained as those points in P which are the unique maximizers of a
linear functional.

Consider a linear functional 〈w, ·〉, for w ∈ Rm, and let α1 > · · · > αt be the distinct positive
entries of w. Using the entries of w, we define a partition of [m] as follows.

• Xk = {i ∈ [m] | wi = αk}, for k = 1, . . . , t.
• Y = {i ∈ [m] | wi < 0}.
• Z = {i ∈ [m] | wi = 0}.

If p ∈ Π̂(z) maximizes 〈w, ·〉 over Π̂(z), then each of the following conditions is satisfied.
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(i) For each i ∈ Y , pi = 0. This occurs because if we had pi > 0 for some i ∈ Y , then we could
change p to another vector p′ by replacing pi by zero, and by the anti-blocking property

we would then have p′ ∈ Π̂(z) and 〈w,p〉 < 〈w,p′〉.
(ii) The largest |X1| entries (allowing equal entries) of p must be in positions X1, the next

largest |X2| entries (allowing equal entries) must be in positions X2, and so on up to the
entries in positions Xt. Furthermore, the nonzero entries of p are z1, . . . , zl for some l.
These conditions occur due to the following reasons. The definition of Π(z) as the convex
hull of vectors obtained by permuting entries of z implies that

∑m
i=1 xi =

∑m
i=1 zi for all

x ∈ Π(z), and the definition of Π̂(z) as an anti-blocking version of Π(z) then implies that∑m
i=1 xi ≤

∑m
i=1 zi for all x ∈ Π̂(z). Hence, the i-th largest entry (allowing equal entries)

of p is at most zi, and in order to maximize 〈w, ·〉, the nonzero entries of p must be z1, . . . , zl
for some l.

(iii) The entries of p in positions Z are irrelevant, as they do not affect the value of 〈w,p〉.
Now if p is a unique maximizer of 〈w, ·〉 over Π̂(z), then each of the following conditions is also
satisfied.

(iv) We have z1 = · · · = z|X1|, z|X1|+1 = · · · = z|X1|+|X2|, . . . , z|X1|+...+|Xt−1|+1 = · · · =
z|X1|+...+|Xt|.

(v) We have z|X1|+...+|Xt|+1 = · · · = z|X1|+...+|Xt|+|Z| = 0, with the entries of p in positions Z
all being 0.

It follows that the vertices of Π̂(z) are precisely those specified in the proposition.
Lastly, recall that an edge is a face with exactly two vertices. Hence, we now need to con-

sider a linear functional 〈w, ·〉 which is maximized by exactly two vertices of Π̂(z). By reviewing
the argument above (and again using the entries of w to partition [m] into sets X1, . . . , Xt, Y
and Z), this can only occur provided that conditions (i)–(iii) still hold for each of the vertices, and
conditions (iv) or (v) also hold, but with one or other of the following modifications.

• There exists exactly one j for which |Xj | = 2, and z|X1|+...+|Xj−1|+1 > z|X1|+...+|Xj−1|+2,

with the remaining equalities in condition (iv) still holding. In this case, the two vertices
differ by a swap of the first kind, as described in (1) of the proposition.
• We have z|X1|+...+|Xt|+1 > 0 and z|X1|+...+|Xt|+2 = · · · = z|X1|+...+|Xt|+|Z| = 0, with the

entries of the two vertices in positions Z all being 0, except for one such entry in one of
the vertices. In this case, one of the vertices can be obtained from the other by setting its
smallest entry equal to zero, as described in (2) of the proposition. �

From the characterization of vertices of P(m,n) given by Proposition 2.6, and the character-

ization of vertices of Π̂(z) given by Proposition 5.7, we obtain the following corollary to those
results.

Corollary 5.8. The partial permutohedron P(m,n) is a special case of an anti-blocking poly-

tope Π̂(z), with

P(m,n) =


Π̂(n, n− 1, n− 2, . . . , 1, 0, . . . , 0︸ ︷︷ ︸

m−n

), if n ≤ m− 2,

Π̂(n, n− 1, n− 2, . . . , n−m+ 1), if n ≥ m− 1.

(5.6)

Some remarks on Theorem 5.7 and Corollary 5.8 are as follows.

Remark 5.9. The characterization of edges of Π̂(z) given by Proposition 5.7 provides a character-
ization of edges of P(m,n), due to Corollary 5.8. Alternatively, this characterization for P(m,n)
could have been obtained using the bijection of Theorem 3.6, through which the edges of P(m,n)
correspond to the chains in C(m,n) with one missing rank.
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Remark 5.10. Although, by Proposition 3.5, P(m,n) is a simple polytope, Π̂(z) is not a simple

polytope for all z. For example, consider Π̂(1, 1, 0, 0). This polytope has dimension 4, but has a
vertex (1, 1, 0, 0) which is adjacent to 6 other vertices (specifically, (1, 0, 0, 0), (0, 1, 0, 0), (0, 1, 1, 0),
(0, 1, 0, 1), (1, 0, 1, 0) and (1, 0, 0, 1)), so the polytope is not simple.

5.3. The specific results. We now provide the specific results for P(m,n) with arbitrary m and
n ≤ 4.

For n = 1, we have P(m, 1) = ∆m (as seen in Example 3.14), and so, using Example 5.1, P(m, 1)
has Ehrhart polynomial

(
t+m
m

)
and normalized volume 1.

Proceeding to n = 2, n = 3 and n = 4, we note that, although the descriptions we will use for
P(m,n) (specifically, (5.9), (5.12) and (5.14)) will be taken from (2.3) with m ≥ n, all of these
descriptions remain valid for arbitrary m, since some of the inequalities within the descriptions be-
come either redundant or empty for m < n. For example, consider the description (5.14) for P(m, 4)
which is used in the proof of Theorem 5.13. For m = 3, the first inequality, x1 + x2 + x3 ≤ 10,
in (5.14) is redundant, since the last class of inequalities, xi + xj + xk ≤ 9, has the single case
x1 + x2 + x3 ≤ 9. For m = 2, the first inequality, x1 + x2 ≤ 10, in (5.14) is again redundant (since
there is also an inequality x1 + x2 ≤ 7), and the last class of inequalities, xi + xj + xk ≤ 9, is now
empty (since there are no i, j and k with 1 ≤ i < j < k ≤ 2).

Our next result confirms Conjecture 5.30 in [17].

Theorem 5.11 (Conjecture 5.30 in [17]). For any m, the Ehrhart polynomial of P(m, 2) is

Ehr(P(m, 2), t) =

(
3t+m

m

)
−m

(
t+m− 1

m

)
, (5.7)

and thus, taking m! times the coefficient of tm in Ehr(P(m, 2), t), the normalized volume of P(m, 2)
is

v(m, 2) = 3m −m. (5.8)

Proof. We first consider the polytope

P1 = 3 ∆m =

{
x ∈ Rm

∣∣∣∣ x1 + x2 + · · ·+ xm ≤ 3,
0 ≤ xi for all 1 ≤ i ≤ m

}
,

whose Ehrhart polynomial is
(

3t+m
m

)
.

We then consider

P2 = P(m, 2) =

{
x ∈ Rm

∣∣∣∣ x1 + x2 + · · ·+ xm ≤ 3,
0 ≤ xi ≤ 2 for all 1 ≤ i ≤ m

}
. (5.9)

Note that P2 is P1 with m half-open polytopes removed, each congruent to the half-open polytope

Q̃ = 3∆m ∩ {x ∈ Rm | x1 > 2}. The closure Q has vertices 2e1 + ej for j ∈ {0, 1, . . . ,m}, so it is

a translation, by 2e1, of the half-open simplex ∆̃m. Hence, the Ehrhart polynomial of P(m, 2) is(
3t+m
m

)
−m

(
t+m−1
m

)
, as required. �

We now extend our method to P(m, 3).

Theorem 5.12. For any m, the Ehrhart polynomial of P(m, 3) is

Ehr(P(m, 3), t)

=

(
6t+m

m

)
−m

(
3t+m− 1

m

)
−
(
m

2

)((
t+m− 1

m

)
+ (m− 2)

(
t+m− 2

m

))
, (5.10)

and thus, taking m! times the coefficient of tm in Ehr(P(m, 3), t), the normalized volume of P(m, 3)
is

v(m, 3) = 6m −m 3m − (m− 1)

(
m

2

)
. (5.11)
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Proof. We construct P(m, 3) in three steps. These are illustrated for the case m = 3 in Figures 2
and 3.
(1). We first consider the polytope

P1 = 6∆m =

{
x ∈ Rm

∣∣∣∣ x1 + x2 + · · ·+ xm ≤ 6,
0 ≤ xi for all 1 ≤ i ≤ m

}
,

whose Ehrhart polynomial is
(

6t+m
m

)
.

(2). We now add inequalities to P1, and consider

P2 =

{
x ∈ Rm

∣∣∣∣ x1 + x2 + · · ·+ xm ≤ 6,
0 ≤ xi ≤ 3 for all 1 ≤ i ≤ m

}
= Π̂(3, 3, 0, . . . , 0),

where for m = 1, we take Π̂(3, 3, 0, . . . , 0) to be Π̂(3). Thus, P2 is obtained from P1 by removing m

half-open polytopes, each congruent to Q̃1 = P1 ∩ {x ∈ Rm | x1 > 3}. Similarly to the analogous

step in the proof of Theorem 5.11, we have that Q̃1 is congruent to 3∆̃m, and we conclude that the
Ehrhart polynomial of P2 is

(
6t+m
m

)
−m

(
3t+m−1

m

)
.

(3). Finally, we add the remaining inequalities and consider

P3 = P(m, 3) =

x ∈ Rm
∣∣∣∣∣∣

x1 + x2 + · · ·+ xm ≤ 6,
0 ≤ xi ≤ 3 for all 1 ≤ i ≤ m,

xi + xj ≤ 5 for all 1 ≤ i < j ≤ m

 . (5.12)

Thus, P3 is obtained from P2 by removing
(
m
2

)
half-open polytopes, each congruent to Q̃2 =

P2 ∩ {x ∈ Rm | x1 + x2 > 5}. Using Lemma 5.4, we compute the closure Q2 to be congruent to a
lattice pyramid with base Π(3, 2)×∆m−2 and apex 3e1 + 3e2. The Ehrhart polynomial of lattice
pyramids is easier to handle using a binomial coefficient basis. The Ehrhart polynomial of the base
is (

t+ 1

1

)(
t+m− 2

m− 2

)
=

(
t+m− 1

m− 1

)
+ (m− 2)

(
t+m− 2

m− 1

)
,

so, by Remark 5.2, the Ehrhart polynomial of the pyramid is
(
t+m
m

)
+(m−1)

(
t+m−1
m

)
. The Ehrhart

polynomial of P3 is Ehr(P2, t)−
(
m
2

) ((
t+m
m

)
+ (m− 2)

(
t+m−1
m

)
−
(
t+m−1
m−1

)
− (m− 2)

(
t+m−2
m−1

))
, since

we removed the pyramid, but we have to replace its base.
Putting everything together, we obtain the desired formula in (5.10). �

Figure 2. The construction of P(3, 3) (in the center), as used in the proof of Theorem 5.12.
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Figure 3. A step-by-step illustration of the proof of Theorem 5.12, for the case m = 3.

To conclude this section, we extend our methods one step further to P(m, 4), but the proof
becomes more involved as the pieces we are removing become more complicated. In light of this,
we compute only the normalized volume.

Theorem 5.13. For any m, the normalized volume of P(m, 4) is

v(m, 4) = 10m −m 6m − m(m− 1)(m− 3)

6
3m − (3m2 − 6m+ 1)

(
m

3

)
. (5.13)

Proof. We construct P(m, 4) in four steps.
(1). We first consider

P1 = 10∆m =

{
x ∈ Rm

∣∣∣∣x1 + x2 + · · ·+ xm ≤ 10,
0 ≤ xi for all 1 ≤ i ≤ m

}
,

which has normalized volume 10m.
(2). We next consider

P2 =

{
x ∈ Rm

∣∣∣∣ x1 + x2 + · · ·+ xm ≤ 10,
0 ≤ xi ≤ 4 for all 1 ≤ i ≤ m

}
= Π̂(4, 4, 2, 0, 0, 0, . . . ),

where the first m terms of 4, 4, 2, 0, 0, 0, . . . are used. Thus, P2 is obtained from P1 by removing m

pieces, each congruent to Q̃1 = P1 ∩ {x ∈ Rm | x1 > 4}. The closure Q1 is congruent to 6∆m, and
hence has volume 6m. However, we have to replace the pairwise intersections of these pieces, each
of which is congruent to R1 = P1 ∩ {x ∈ Rm | x1 > 4, x2 > 4}. It can be seen that R1 is congruent
to 2∆m, and hence has normalized volume 2m. There are no triple intersections, so we conclude
that P2 has normalized volume 10m −m 6m +

(
m
2

)
2m.

(3). We now consider

P3 =

x ∈ Rm
∣∣∣∣∣∣

x1 + x2 + · · ·+ xm ≤ 10,
0 ≤ xi ≤ 4 for all 1 ≤ i ≤ m,

xi + xj ≤ 7 for all 1 ≤ i < j ≤ m

 = Π̂(4, 3, 3, 0, 0, 0, . . . ),

where the first m terms of 4, 3, 3, 0, 0, 0, . . . are used. Thus, P3 is obtained from P2 by removing(
m
2

)
pieces, each congruent to

Q̃2 = P2 ∩ {x ∈ Rm | x1 + x2 > 7}.

Using Lemma 5.4, we can obtain a description of the closure Q2. Consider

∆m−2 = ConvexHull({e0, e3, e4, . . . , em}).
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Then Q2 is the convex hull of the three sets 4e1 +4e2 +2∆m−2, 4e1 +3e2 +3∆m−2 and 3e1 +4e2 +
3∆m−2. By Lemma A.1, this has normalized volume 2m− 3m +m 3m−1, and so P3 has normalized
volume 10m −m 6m +

(
m
2

)
2m −

(
m
2

)
(2m − 3m +m 3m−1) = 10m −m 6m +

(
m
2

)
(3m −m 3m−1).

(4). Finally, we consider

P4 = P(m, 4) =

x ∈ Rm

∣∣∣∣∣∣∣∣
x1 + x2 + · · ·+ xm ≤ 10,

0 ≤ xi ≤ 4 for all 1 ≤ i ≤ m,
xi + xj ≤ 7 for all 1 ≤ i < j ≤ m,

xi + xj + xk ≤ 9 for all 1 ≤ i < j < k ≤ m

 . (5.14)

Thus, P4 is obtained from P3 by removing
(
m
3

)
pieces, each congruent to

Q̃3 = P3 ∩ {x ∈ Rm | x1 + x2 + x3 ≥ 9}.

Using Lemma 5.4, we can obtain a vertex description of the closure Q3. It consists of the vectors
4e1+3e2+3e3, 3e1+4e2+3e3 and 3e1+3e2+4e3, and the vertices of Π(4, 3, 2)×∆m−3, with ∆m−3 =
ConvexHull({e0, e4, e5, . . . , em)}). By Lemma A.2, Q3 has normalized volume 3m2 − 6m+ 1.

Putting everything together now gives the desired volume formula in (5.13). �

Having calculated v(m,n) for n ≤ 4, a natural open problem remains.

Open Problem 5.14. Find v(m,n) for all m and n with n > 4.

Extrapolating from our results for n ≤ 4, it is natural to conjecture that v(m,n) can be expressed
in a certain form, as follows.

Conjecture 5.15. We conjecture that

v(m,n) =

(
n+ 1

2

)m
−m

(
n

2

)m
− pn,1(m)

(
n− 1

2

)m
− pn,2(m)

(
n− 2

2

)m
− . . .− pn,n−2(m)

(
2

2

)m
, (5.15)

where pn,i(m) is a polynomial in m of degree 2i+ 1, with positive leading coefficient. Note that the
first two terms on the right hand side of (5.15) can be regarded as arising from the first two steps
of the sculpting method.

6. Ehrhart polynomial of the partial permutohedron P(m,n) with n ≥ m− 1

We now return to a consideration of P(m,n) with n ≥ m− 1, as in Section 4, and obtain results
and a conjecture for its Ehrhart polynomial.

In Section 6.1, we use a sculpting approach to compute explicitly the Ehrhart polynomial
of P(m,n) with m ≤ 4 and n ≥ m− 1.

In Section 6.2, we use the Minkowski sum decomposition (4.14), and a result for generalized
permutohedra [22, Theorem 11.3], to obtain in (6.5) an expression for the Ehrhart polynomial
of P(m,n) with n ≥ m − 1, as a sum over certain sequences. Various general properties can be
deduced from this expression. For example, it follows that Ehr(P(m,n), t) with n ≥ m− 1 has (as
a polynomial in t of degree m) coefficients which are all positive (for fixed m and n), and that it is
also a polynomial in n of degree m. It was observed by Heuer and Striker [17, Remark 5.31] that
all the coefficients of Ehr(P(m,n), t) (as a polynomial in t) are positive for any fixed m,n ≤ 7.
Hence, we now have a proof that this property holds for all n ≥ m− 1, but we still lack a proof for
all n < m− 1.

In Section 6.3, we conjecture an explicit formula for the Ehrhart polynomial of P(m,n) with
n ≥ m− 1.
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6.1. Ehrhart polynomial of P(m,n) with m ≤ 4 and n ≥ m − 1. We now obtain explicit
expressions for the Ehrhart polynomial of P(m,n) for fixed m ≤ 4 and arbitrary n ≥ m− 1.

For m = 1 and any n, the Ehrhart polynomial of P(1, n) is

Ehr(P(1, n), t) = nt+ 1, (6.1)

since P(1, n) is the line segment [0, n].
For m = 2 and any n, the Ehrhart polynomial of P(2, n) is

Ehr(P(2, n), t) = (n2 − 1/2) t2 + (2n− 1/2) t+ 1, (6.2)

where this could be obtained, as a very simple application of the sculpting strategy, by constructing
P(2, n) as a square [0, n]2 (which has Ehrhart polynomial (nt+1)2), from which a half-open triangle
ConvexHull({(n−1, n), (n, n−1), (n, n)})\ConvexHull({(n−1, n), (n, n−1)}) (which has Ehrhart

polynomial
(
t+1

2

)
) has been removed.

We now continue to use the sculpting strategy to obtain the Ehrhart polynomial of P(m,n) for
m = 3 and m = 4 with n ≥

(
m
2

)
, by removing pieces from the n-dilated unit m-cube [0, n]m. The

reason for the restriction n ≥
(
m
2

)
is related to the fact that the second step of the sculpting process

involves the removal of a
(
m
2

)
-dilated standard m-simplex from [0, n]m. Nevertheless, the Ehrhart

polynomials for the remaining four cases of m = 3 and m = 4 with m− 1 ≤ n <
(
m
2

)
(i.e., P(3, 2),

P(4, 3), P(4, 4) and P(4, 5)) can be computed separately, and are found to match the expressions
obtained for n ≥

(
m
2

)
.

Theorem 6.1. For any n ≥ 2, the Ehrhart polynomial of P(3, n) is

Ehr(P(3, n), t) =
(
n3 − 3n/2− 1

)
t3 +

(
3n2 − 3n/2− 3/2

)
t2 + (3n− 3/2) t+ 1. (6.3)

Proof. The Ehrhart polynomial of P(3, 2) can be computed individually, for example using Sage-
Math, as 4t3 + 15/2 t2 + 9/2 t+ 1, which matches (6.3).

We now compute the Ehrhart polynomial of P(3, n) with n ≥ 3 in three steps, as illustrated in

Figure 4. (Note that, for n = 2, the equation P2 = Π̂(n, n, n−3) in step (2), and certain subsequent
statements, would no longer hold.)
(1). We begin with an n-dilated unit cube,

P1 =
{
x ∈ R3 | 0 ≤ xi ≤ n for all 1 ≤ i ≤ 3

}
,

which has Ehrhart polynomial (nt+ 1)3.
(2). Next, we add one inequality, and consider

P2 =

{
x ∈ R3

∣∣∣∣ 0 ≤ xi ≤ n for all 1 ≤ i ≤ 3,
x1 + x2 + x3 ≤ 3n− 3

}
= Π̂(n, n, n− 3).

Thus, P2 is obtained from P1 by removing a half-open simplex from the (n, n, n) corner of the
n-dilated cube, namely

ConvexHull

n− 3 n n n
n n− 3 n n
n n n− 3 n


minus one facet, where in this proof and the proof of Theorem 6.2), the convex hull of a matrix
denotes the convex hull of the set of vectors formed by the columns of the matrix. By removing
the half-open simplex, we adjust the Ehrhart polynomial by −

(
3t+2

3

)
.

(3). We now add the three remaining inequalities, and consider

P3 = P(3, n) =

x ∈ R3

∣∣∣∣∣∣
0 ≤ xi ≤ n for all 1 ≤ i ≤ 3,
x1 + x2 + x3 ≤ 3n− 3,

x1 + x2 ≤ 2n− 1, x1 + x3 ≤ 2n− 1, x2 + x3 ≤ 2n− 1

 .
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We removed three half-open polytopes, each of which is almost a triangular prism. More precisely,
one of these is

ConvexHull

n n n− 1 n n− 1 n
n n− 1 n n− 1 n n
0 0 0 n− 2 n− 2 n− 3

 ,
minus the rectangle on the plane {x ∈ R3 | x1 + x2 = 2n− 1}. To compute its Ehrhart polynomial

we start by considering
(
t+2

2

)
((n − 2)t + 1), the Ehrhart polynomial of the full prism. Then we

correct by −
(
t+2

3

)
since we have to subtract a half-open simplex arising from

ConvexHull

 n n n− 1 n
n n− 1 n n

n− 2 n− 2 n− 2 n− 3

 .
Finally, we subtract the Ehrhart polynomial of the rectangle, which is ((n− 2)t+ 1)(t+ 1).

All in all, the Ehrhart polynomial of P(3, n) is

(nt+ 1)3 −
(

3t+ 2

3

)
− 3

[(
t+ 2

2

)
((n− 2)t+ 1)−

(
t+ 2

3

)
− ((n− 2)t+ 1)(t+ 1)

]
,

which simplifies to the polynomial in (6.3). �

Figure 4. A step-by-step illustration of the proof of Theorem 6.1.

Note that by taking 3! times the coefficient of t3 in Theorem 6.1, we recover the formula for
v(m, 3) in Example 4.4, but now with a more geometric proof.

We can push the sculpting strategy one dimension higher to compute the Ehrhart polynomial of
P(4, n), though the calculations become considerably more tedious.

Theorem 6.2. For any n ≥ 3, the Ehrhart polynomial of P(4, n) is

Ehr(P(4, n), t) =
(
n4 − 3n2 − 4n− 9/4

)
t4 +

(
4n3 − 3n2 − 6n− 5/2

)
t3

+
(
6n2 − 6n− 9/4

)
t2 + (4n− 3) t+ 1. (6.4)

Proof. The Ehrhart polynomials of P(4, 3), P(4, 4) and P(4, 5) can be computed individually, for
example using SageMath, and are found to match (6.4).

We now compute the Ehrhart polynomial of P(4, n) with n ≥ 6 in four steps. (Note that, for

n ≤ 5, the equation P2 = Π̂(n, n, n, n − 6) in step (2), and certain subsequent statements, would
no longer hold.)
(1). We begin with an n-dilated unit 4-cube,

P1 =
{
x ∈ R4 | 0 ≤ xi ≤ n for all 1 ≤ i ≤ 4

}
,
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which has Ehrhart polynomial (nt+ 1)4.
(2). Next, we consider

P2 =

{
x ∈ R4

∣∣∣∣ 0 ≤ xi ≤ n for all 1 ≤ i ≤ 4,
x1 + x2 + x3 + x4 ≤ 4n− 6.

}
= Π̂(n, n, n, n− 6).

We have removed from P1 everything with x1 +x2 +x3 +x4 > 4n− 6. By Lemma 5.4, the vertices
of this removed piece are obtained as follows. The only vertex on the forbidden side (i.e., with
x1 + x2 + x3 + x4 > 4n− 6) is (n, n, n, n), and we cut along its four incoming edges, creating four
new vertices, i.e., (n− 6, n, n, n) and its permutations. Since we have removed a half-open simplex,

we correct by −
(

6t+3
4

)
.

(3). We now remove four pieces, each congruent to Π̂(n, n, n, n−6)∩{x ∈ R4 | x1+x2+x3 > 3n−3},
and consider

P3 =


x ∈ R4

∣∣∣∣∣∣∣∣∣∣∣∣

0 ≤ xi ≤ n for all 1 ≤ i ≤ 4,
x1 + x2 + x3 + x4 ≤ 4n− 6,
x1 + x2 + x3 ≤ 3n− 3,
x1 + x2 + x4 ≤ 3n− 3,
x1 + x3 + x4 ≤ 3n− 3,

x2 + x3 + x4 ≤ 3n− 3


= Π̂(n, n, n− 3, n− 3).

By Lemma 5.4, the vertices of the removed piece with x1 +x2 +x3 > 3n−3 are obtained as follows.
The only vertices on the forbidden side are (n, n, n, n−6) and (n, n, n, 0), and the vertices obtained
by cutting along edges are (n, n, n− 3, n− 3), (n, n− 3, n, n− 3), (n− 3, n, n, n− 3), (n, n, n− 3, 0),
(n, n− 3, n, 0) and (n− 3, n, n, 0). This gives almost a prism over a simplex. Indeed, by adding the
point (n, n, n, n− 3) we get the prism

ConvexHull

 n n− 3 n n
n n n− 3 n
n n n n− 3

× [0, n− 3],

which has Ehrhart polynomial
(

3t+3
3

)
((n − 3)t + 1). We need to replace a half-open simplex with

Ehrhart polynomial
(

3t+3
4

)
, and we also need to replace

ConvexHull

 n− 3 n n
n n− 3 n
n n n− 3

× [0, n− 3],

which has Ehrhart polynomial
(

3t+2
2

)
((n− 3)t+ 1).

In total, this step contributes 4
[
−
(

3t+3
3

)
((n− 3)t+ 1) +

(
3t+3

4

)
+
(

3t+2
2

)
((n− 3)t+ 1)

]
to the

count.
(4). Finally, we remove six pieces, each congruent to Π̂(n, n, n−3, n−3)∩{x ∈ R4 | x1+x2 > 2n−1},
and obtain P(4, n). By Lemma 5.4, the vertices of the removed piece with x1 + x2 > 2n− 1 are as
follows:

(1) The vertices on the forbidden side, which are (n, n, n−3, n−3), (n, n, n−3, 0), (n, n, 0, n−3)
and (n, n, 0, 0).

(2) The vertices obtained by cutting along edges, which are the columns of
n n n n n n− 1 n− 1 n− 1 n− 1 n− 1

n− 1 n− 1 n− 1 n− 1 n− 1 n n n n n
n− 2 n− 3 n− 2 0 0 n− 2 n− 3 n− 2 0 0
n− 3 n− 2 0 n− 2 0 n− 3 n− 2 0 n− 2 0

 .
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This is shown in Lemma A.3 to give a contribution of

6

(
−n

2t4

2
− n2t3

2
+

7nt4

3
+ 2nt3 − nt2

3
− 21t4

8
− 23t3

12
+

5t2

8
− t

12

)
.

Adding the contributions of the four steps above, and simplifying, then gives the desired expres-
sion in (6.4). �

Note that by taking 4! times the coefficient of t4 in Theorem 6.2 we, recover the formula for
v(m, 4) in Example 4.4, again with a more geometric proof.

6.2. Generalized permutohedra results. We now use the generalized permutohedron point of
view developed in Section 4.3 to obtain certain results regarding the Ehrhart polynomial of P(m,n)
with n ≥ m− 1.

By applying [22, Theorem 11.3] to (4.14) (which involves regarding t P̃(m,n) as the so-called

trimmed version of ∆m+1 +t P̃(m,n), where P̃(m,n) is defined in (4.11) and ∆m+1 is the standard

simplex in Rm+1), it follows, after some simplification, that the Ehrhart polynomial of P̃(m,n)
and P(m,n) with n ≥ m− 1 is given by

Ehr(P(m,n), t) =
∑

(a1,...,am(m+1)/2)

m∏
i=1

(
(n−m+ 1)t+ ai − 1

ai

) m(m+1)/2∏
i=m+1

(
t+ ai − 1

ai

)
, (6.5)

where the sum is over all draconian sequences for this case, with these defined as follows. Let
I1, . . . , Im(m+1)/2 be the same as for the draconian sequences in (4.15). Then the draconian se-
quences in (6.5) are those sequences (a1, . . . , am(m+1)/2) of nonnegative integers such that

∑
k∈S ak ≤

| ∪k∈S Ik|, for all ∅ ( S ⊆ [m(m+ 1)/2]. (Hence, the definition of the draconian sequences in (6.5)
can be obtained from the definition of the draconian sequences in (4.15) by simply relaxing the con-

dition
∑m(m+1)/2

k=1 ak = m to
∑m(m+1)/2

k=1 ak ≤ m.) Note that taking S to be a singleton in the con-
dition

∑
k∈S ak ≤ |∪k∈S Ik| gives ai ≤ 1 for i = 1, . . . ,m, and ai ≤ 2 for i = m+ 1, . . . ,m(m+ 1)/2,

as also occurs in (4.15).
It follows from (6.5) that, for any fixed m and t, Ehr(P(m,n), t) with n ≥ m − 1 is given by

a polynomial in (n −m + 1)t, that all the coefficients of this polynomial are positive integers if t
is a positive integer, and that this polynomial has degree m (since m 1’s followed by m(m − 1)/2
0’s is again a draconian sequence). It can also be seen that, for any fixed m and n with n ≥
m − 1, Ehr(P(m,n), t) is given by a polynomial in t of degree m, where this also follows from
general Ehrhart theory, and that all the coefficients of this polynomial are positive, where this also
follows from the general property that the Ehrhart polynomial of any lattice type-Y generalized
permutohedron has positive coefficients (see, for example, [20, Corollary 3.1.5]).

Example 6.3. For m = 2, the draconian sequences in (6.5) are (0, 0, 2), (0, 1, 1), (1, 0, 1), (1, 1, 0),
(0, 0, 1), (0, 1, 0), (1, 0, 0) and (0, 0, 0) (where the first four of these are the draconian sequences of
Example 4.11). This gives

Ehr(P(2, n), t) =
(
t+1

2

)
+
(

(n−1)t
1

)(
t
1

)
+
(

(n−1)t
1

)(
t
1

)
+
(

(n−1)t
1

)2
+
(
t
1

)
+
(

(n−1)t
1

)
+
(

(n−1)t
1

)
+ 1,

which matches (6.2).

The draconian sequences in (6.5) for m = 3 and m = 4 can also easily be obtained using a
computer (there being 51 and 455 sequences, respectively), and these can then be used to give
alternative proofs of Theorems 6.1 and 6.2.

Note that for m−1 > n ≥ 2, P̃(m,n) does not appear to be a type-Y generalized permutohedron,
so it seems that there are no similar shortcuts to the results in Section 5 for the volume and Ehrhart
polynomial of P(m,n) with m− 1 > n ≥ 2.
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Remark 6.4. For n = m − 1, the summand in (6.5) is zero unless the draconian sequence
(a1, . . . , am(m+1)/2) has a1 = · · · = am = 0. Hence, in this case, (6.5) simplifies analogously to
the simplification of (4.15) to (4.17). Specifically, we obtain

Ehr(P(m,m− 1), t) =
∑

(b12,b13...,bm−1,m)

∏
1≤i<j≤m

(
t+ bij − 1

bij

)
, (6.6)

where the sum is over all sequences (bij)1≤i<j≤m of nonnegative integers such that
∑

(i,j)∈S bij ≤
| ∪(i,j)∈S {i, j}|, for all ∅ ( S ⊆ {(i, j) | 1 ≤ i ≤ j ≤ m}. It follows that Ehr(P(m,m− 1), 1), i.e.,
the number of integer points of P(m,m− 1), is simply the number of such sequences (bij)1≤i<j≤m.
Note that an expression for Ehr(P(m,m− 1), 1), as a sum over certain sequences of subsets of [m],
is obtained in [1, Theorem 5.1] (in the context of the parking function polytope Pm of Remark 4.9),
and that this expression can be related to the number of sequences (bij)1≤i<j≤m. Note also that,
by identifying P(m,m− 1) with the win polytope of the complete graph Km (see Remark 4.8) and
using [3, Theorem 3.10], it follows that the set of integer points of P(m,m − 1) is the set of win
vectors of all partial orientations of Km. Finally, note that (6.6) provides an answer to Question (b)
in [1, Section 6], and to certain other questions which will be discussed in Remark 6.7.

6.3. Further directions. We end with a conjecture which provides a completely explicit formula
for Ehr(P(m,n), t) with n ≥ m− 1. As in Section 4.2, [zi]f(z) denotes the coefficient of zi in the

expansion of a power series f(z), and the double factorial is (2i − 3)!! = −
∏i
j=1(2j − 3), for any

nonnegative integer i.

Conjecture 6.5. We conjecture that, for any m and n with n ≥ m − 1, the Ehrhart polynomial
of P(m,n) is given by

Ehr(P(m,n), t)

=
1

2m

bm/2c∑
i=0

m∑
j=2i

(−1)i+1

(
m

m− j, j − 2i, i, i

)
i! (2j − 4i− 3)!! tj−i (2nt+ t+ 2)m−j (6.7)

and

Ehr(P(m,n), t) = m! [zm]
√

1− tz e(nt+t/2+1)z−tz2/4. (6.8)

We note that a conjectural expression for the form of Ehr(P(m,n), t) with n ≥ m− 1 appeared
as Conjecture 6.3 in the first arXiv version of this paper.

It can shown straightforwardly that the RHSs of (6.7) and (6.8) are equal. Indeed, by considering
natural generalizations of (4.4), we initially conjectured (6.8) and then evaluated this explicitly to
obtain (6.7).

Conjecture 6.5 can be seen to generalize Theorem 4.5, as follows. Since v(m,n)/m! is the leading
coefficient of Ehr(P(m,n), t), as a polynomial in t, and since the degree of this polynomial is m, we

have v(m,n)/m! =
(
tm Ehr(P(m,n), 1/t)

)∣∣
t→0

. Defining g(z, t) =
√

1− tz e(nt+t/2+1)z−tz2/4, and
assuming that (6.8) holds, we then have, for n ≥ m− 1,

v(m,n)/(m!)2 =
(
tm [zm] g(z, 1/t)

)∣∣
t→0

= [zm] g(tz, 1/t)
∣∣
t→0

= [zm]
√

1− z e(n+1/2+t)z−tz2/4∣∣
t→0

= [zm]
√

1− z e(n+1/2)z,

which reproduces (4.4).
It can also easily be checked that (6.7) reproduces the expressions (6.1)–(6.4) for Ehr(P(m,n), t)

with m ≤ 4 and n ≥ m− 1.
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Remark 6.6. Following the same approach as used in Remark 4.7, we can obtain a conjectural
recurrence relation for Ehr(P(m,n), t) with n ≥ m − 1, which generalizes (4.10). Specifically, the

function g(z) =
√

1− tz e(nt+t/2+1)z−tz2/4, which appears in (6.8) (and is denoted above as g(z, t)),
satisfies (1−tz)g′(z) = (t2z2/2−(nt+t/2+3/2)tz+nt+1) g(z). Using this, and assuming that (6.8)
holds, then gives

Ehr(P(m,n), t)

= (mt+ nt− t+ 1) Ehr(P(m− 1, n), t)− (m− 1)(nt+ t/2 + 3/2)tEhr(P(m− 2, n), t)

+ (m− 1)(m− 2)t2 Ehr(P(m− 3, n), t)/2. (6.9)

By setting Ehr(P(0, n), t) = 1, and setting Ehr(P(−1, n), t) and Ehr(P(−2, n), t) arbitrarily (since
Ehr(P(−1, n), t) and Ehr(P(−2, n), t) have coefficients zero in the m = 1 and m = 2 cases of (6.9)),
it follows that (6.9) with m ≥ 1 is equivalent to each of the equations in Conjecture 6.5.

Remark 6.7. Confirmation of the n = m−1 case of Conjecture 6.5 would provide explicit answers
to certain questions related to the parking function polytope, as follows. As discussed in Remark 4.9,
P(m,m − 1) is (up to a simple translation) the parking function polytope Pm. Stanley asked for
an enumeration of the integer points in Pm [29, 12191(d)], and as discussed in Remark 6.4, the
number of these points is the number of sequences (bij)1≤i<j≤m in (6.6), which is also given by [1,
Theorem 5.1]. Taking n = m− 1 and t = 1 in (6.7) now provides an explicit conjectural expression

for this number, i.e., 1
2m
∑bm/2c

i=0

∑m
j=2i(−1)i+1

(
m

m−j, j−2i, i, i

)
i! (2j−4i−3)!! (2m+1)m−j . As shown

in [24, Corollary 4.2], the number of integer points in Pm is also the number of stochastically
recurrent states in the stochastic sandpile model on the complete graph Km. The n = m − 1 and
t = 1 case of (6.7) thereby provides a conjectural answer to a question in [24, Section 6] asking
for an explicit expression for this number. Finally, the n = m − 1 case of (6.7) with t arbitrary
provides an explicit conjectural answer to a question in [15, Problem 5.5] asking for the Ehrhart
polynomial of Pm, while (6.6) provides a less explicit, but non-conjectural, answer to this question.
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[6] Béla Bollobás and Graham R. Brightwell, Convex bodies, graphs and partial orders, Proc. Lond. Math. Soc. (3)

80 (2000), no. 2, 415–450.
[7] Richard A. Brualdi, Combinatorial matrix classes, Encyclopedia of Mathematics and its Applications, vol. 108,

Cambridge University Press, Cambridge, 2006.
[8] Fan Chung, Ron Graham, and Don Knuth, A symmetrical Eulerian identity, J. Comb. 1 (2010), no. 1, 29–38.
[9] R. M. Corless, G. H. Gonnet, D. E. G. Hare, D. J. Jeffrey, and D. E. Knuth, On the Lambert W function, Adv.

Comput. Math. 5 (1996), no. 4, 329–359.
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Chow rings and intersection cohomology, 2022, arXiv:2212.03190.
[14] Delbert R. Fulkerson, Anti-blocking polyhedra, J. Comb. Theory, Ser. B 12 (1972), 50–71.
[15] Mitsuki Hanada, John Lentfer, and Andrés R. Vindas-Meléndez, Generalized parking function polytopes, 2022,

arXiv:2212.06885.

37



[16] Derek Hanely, Jeremy L. Martin, Daniel McGinnis, Dane Miyata, George D. Nasr, Andrés R. Vindas-Meléndez,
and Mei Yin, Ehrhart theory of paving and panhandle matroids, 2022, arXiv:2201.12442.

[17] Dylan Heuer and Jessica Striker, Partial permutation and alternating sign matrix polytopes, SIAM J. Discrete
Math. 36 (2022), no. 4, 2863–2888.

[18] Leonid Khachiyan, Complexity of polytope volume computation, New trends in discrete and computational ge-
ometry, Algorithms Combin., vol. 10, Springer-Verlag, Berlin, 1993, pp. 91–101.

[19] Florian Kohl, McCabe Olsen, and Raman Sanyal, Unconditional reflexive polytopes, Discrete Comput. Geom.
64 (2020), no. 2, 427–452.

[20] Fu Liu, On positivity of Ehrhart polynomials, Recent trends in algebraic combinatorics, Assoc. Women Math.
Ser., vol. 16, Springer, 2019, pp. 189–237.

[21] Alex Postnikov, Victor Reiner, and Lauren Williams, Faces of generalized permutohedra, Doc. Math. 13 (2008),
207–273.

[22] Alexander Postnikov, Permutohedra, associahedra, and beyond, Int. Math. Res. Not. 2009 (2009), no. 6, 1026–
1106.

[23] Alexander Schrijver, Combinatorial optimization. Polyhedra and efficiency. Vol. A, Algorithms and Combina-
torics, vol. 24, Springer-Verlag, Berlin, 2003, Paths, flows, matchings, Chapters 1–38.

[24] Thomas Selig, The stochastic sandpile model on complete graphs, 2022, arXiv:2209.07301.
[25] Vladimir Shevelev, On the permanent of stochastic (0, 1)-matrices with identical row sums, Izv. Vyssh. Uchebn.

Zaved. Sev.-Kavk. Reg. Estestv. Nauki (1997), no. 1, 21–38, 104.
[26] Richard P. Stanley, Decompositions of rational convex polytopes, Ann. Discrete Math. 6 (1980), 333–342.
[27] Richard P. Stanley, Enumerative combinatorics. Vol. 2, Cambridge Studies in Advanced Mathematics, vol. 62,

Cambridge University Press, Cambridge, 1999.
[28] Daniel H. Ullman, Daniel J. Velleman, Stan Wagon, with the collaboration of Paul Bracken, Ezra A. Brown,
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Appendix A. Auxiliary lemmas

Here, we present some intermediate technical results which are used in the proofs of Theo-
rems 5.13 and 6.2.

Lemma A.1. Consider the polytope

Q(m) = ConvexHull ({4e1 + 4e2 + 2∆m−2, 4e1 + 3e2 + 3∆m−2, 3e1 + 4e2 + 3∆m−2}) ,

where

∆m−2 = ConvexHull ({e0, e3, e4, . . . , em}) .

Then we have

nVol(Q(m)) = 2m − 3m +m 3m−1.

Proof. Let f(m) = nVol(Q(m)). We will establish a recurrence relation for f(m). Fix the vertex
v = 4e1 + 4e2 + 2em of Q(m). By Lemma 2.1, f(m) can be computed by taking pyramids whose
apex is v and whose bases are the facets of Q(m) that do not contain v. There are two such facets,
as follows:

(1) F1 = {x ∈ Q(m) | xm = 0}. This facet is congruent to Q(m − 1), and hence it has (un-
normalized) volume f(m−1)/(m−1)!. The pyramid whose base is this facet has normalized
volume f(m− 1)/(m− 1)! · 2 · (1/m) ·m! = 2f(m− 1).

(2) F2 = {x ∈ Q(m) | x1 + x2 = 7}. This facet is congruent to Π(4, 3)× 3∆m−2, and hence it
has (un-normalized) volume

√
2 · 3m−2/(m− 2)!. The pyramid whose base is this facet has

normalized volume
√

2 · 3m−2/(m− 2)! · 1/
√

2 · (1/m) ·m! = 3m−2(m− 1).
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This gives the recurrence relation f(m) = 2f(m − 1) + 3m−2(m − 1), with the initial condition
f(3) = 8. The solution to this is f(m) = 2m − 3m +m 3m−1, as required. �

Lemma A.2. Consider the polytope

Q(m) = ConvexHull ({4e1 + 3e2 + 3e3, 3e1 + 4e2 + 3e3, 3e1 + 3e2 + 4e3,∆m−3}) ,

where

∆m−3 = ConvexHull ({e0, e4, e5, . . . , em}) .

Then we have

nVol(Q(m)) = 3m2 − 6m+ 1.

Proof. We fix the vertex v = 4e1 + 3e2 + 3e3 of Q(m), and subdivide Q(m) into pyramids whose
bases are the facets not containing v. There are four such facets, as follows:

(1) F1 = {x ∈ Q(m) | x2 = 4}. This facet is an (m − 1)-polytope congruent to the pyramid
with apex 3e1 + 3e2 and base Π(3, 2)×∆m−3. Hence, this has volume 1/(m−3)!1/(m−1),
and the associated pyramid has normalized volume 1/(m−3)!1/(m−1) ·(1/m) ·m! = m−2.

(2) F2 = {x ∈ Q(m) | x3 = 4}. Analogously to the previous case, the pyramid has volume
m− 2.

(3) F3 = {x ∈ Q(m) | x2 + x3 = 7}. This facet is the polytope Π(4, 3) × (2e1 + ∆m−2)
(with ∆m−2 = ConvexHull({e0, e1, e4, e5, . . . , em})), so it has volume

√
2/(m− 2)!, and the

associated pyramid has normalized volume 1/(m− 2)! · (1/m) ·m! = m− 1.
(4) F4 = {x ∈ Q(m) | x1 + x2 + x3 = 9}. This facet is Π(4, 3, 2) × ∆m−3, so it has volume

3
√

3/(m− 3)! and the associated pyramid has normalized volume 3/(m− 3)! · (1/m) ·m! =
3(m− 1)(m− 2).

Combining the contributions from the four facets, gives nVol(Q(m)) = 2(m− 2) + (m− 1) + 3(m−
1)(m− 2) = 3m2 − 6m+ 1, as required. �

Lemma A.3. Let n ≥ 4, and consider the polytope Q given by

ConvexHull

[
n n n n n n− 1 n− 1 n− 1 n− 1 n− 1 n n n n

n− 1 n− 1 n− 1 n− 1 n− 1 n n n n n n n n n
n− 2 n− 3 n− 2 0 0 n− 2 n− 3 n− 2 0 0 n− 3 n− 3 0 0
n− 3 n− 2 0 n− 2 0 n− 3 n− 2 0 n− 2 0 n− 3 0 n− 3 0

]
.

Then the Ehrhart polynomial of Q, minus the facet given by the convex hull of the first ten columns
in the matrix above, is

n2t4

2
+
n2t3

2
− 7nt4

3
− 2nt3 +

nt2

3
+

21t4

8
+

23t3

12
− 5t2

8
+

t

12
. (A.1)

Proof. Note that Q is almost the Cartesian product of the triangle with vertices (n, n), (n, n− 1)
and (n − 1, n), and the pentagon with vertices (n − 3, n − 2), (n − 2, n − 3), (n − 2, 0), (0, n − 2)
and (0, 0). It is not so, since with the vertex (n, n) of the triangle, instead of the pentagon we have
a shrunk version which is the square with vertices (n− 3, n− 3), (n− 3, 0), (0, n− 3) and (0, 0).

To compute the Ehrhart polynomial, we divide and conquer. We start by subdividing the
pentagon as shown in Figure 5.

Based on this, we subdivide Q into the following pieces.

(1) The first piece, labeled I in Figure 5, is the polytope

ConvexHull

[
n n− 1 n

n− 1 n n

]
× [n− 3]2.
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(n− 3, 0) (n− 2, 0)

(0, n− 3)

(0, n− 2)

I II

II
III

Figure 5. The spirit of the argument in the proof of Lemma A.3.

(2) The second piece, labeled II on the right in Figure 5, is the polytope given as the prism of
length n− 3 over the pyramid

ConvexHull

 n n− 1 n n− 1 n
n− 1 n n− 1 n n
n− 3 n− 3 n− 2 n− 2 n− 3

 ,

which is a lattice pyramid with apex given by the fifth column and whose base is the square
formed by the first four columns. The other piece labeled II is congruent to this one.

(3) The third piece, labeled III in Figure 5, is a lattice pyramid with apex (n, n, n − 3, n − 3)
and whose base is the prism

ConvexHull

[
n n− 1

n− 1 n

]
× ConvexHull

[
n− 3 n− 3 n− 2
n− 3 n− 2 n− 3

]
.

All the pieces are obtained by combinations of prisms, Cartesian products and lattice pyramids,
so we can compute each of their Ehrhart polynomials and their intersections. We leave the details
to the reader. �
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