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Abstract: The widespread adoption of cloud-based and public legitimate services (CPLS) has inad-
vertently opened up new avenues for cyber attackers to establish covert and resilient command-and-
control (C&C) communication channels. This abuse poses a significant cybersecurity threat, as it
allows malicious traffic to blend seamlessly with legitimate network activities. Traditional detection
systems are proving inadequate in accurately identifying such abuses, emphasizing the urgent need
for more advanced detection techniques. In our study, we conducted an extensive systematic litera-
ture review (SLR) encompassing the academic and industrial literature from 2008 to July 2023. Our
review provides a comprehensive categorization of the attack techniques employed in CPLS abuses
and offers a detailed overview of the currently developed detection strategies. Our findings indicate
a substantial increase in cloud-based abuses, facilitated by various attack techniques. Despite this
alarming trend, the focus on developing detection strategies remains limited, with only 7 out of 91
studies addressing this concern. Our research serves as a comprehensive review of CPLS abuse for
the C&C infrastructure. By examining the emerging techniques used in these attacks, we aim to make
a significant contribution to the development of effective botnet defense strategies.

Keywords: botnet; command-and-control C&C; cloud; social network; online service; cyber abuse;
systematic literature review

1. Introduction

Individuals and organizations continuously face threats from different types of mal-
ware, including bots, ransomware, trojans, and worms. These malicious entities are pre-
dominant tools employed by cybercriminals. Bots, in particular, form a network known as
a botnet, which comprises compromised computers controlled remotely by a botmaster or
multiple controllers via a command-and-control (C&C) infrastructure. Botnets are among
the most dominant threat vectors, posing severe threats to global Internet security.

While the earliest bots were developed for non-malicious purposes to facilitate and
coordinate basic automation tasks [1], their misuse by botmasters has led to various mali-
cious operations. These include data exfiltration, system degradation, distributed denial
of service (DDoS), and phishing attacks. A botmaster typically employs evasive and reli-
able techniques, incorporating C&C communication in botnet operations to disseminate
commands to an array of bots for achieving malicious aims [2].

Botnets utilize C&C communication channels to accomplish the objectives defined by
botmasters and execute various malicious activities. The evolution of these C&C channels
has encompassed multiple Internet protocols and botnet architectures, such as IRC, HTTP,
and peer-to-peer (P2P). Depending on the communication protocols, C&C channels can be
centralized, decentralized, or a combination of both. Typically, when a victim’s computer
is infected, it is directed to establish a remote connection with the C&C server using IP
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addresses, DNS names, or node identifiers within peer-to-peer overlays embedded in the
binary code.

The motivation for undertaking this SLR is provided in Section 2.2. Botnet authors
have evolved their tactics by abusing the CPLS, as shown in Table 1, which includes ser-
vices such as Microsoft Outlook, OneDrive, Slack, Dropbox, Pastebin, Twitter, and Google
Drive. They utilize these services to establish C&C communication channels. By setting
up a serverless C&C infrastructure within these services, botmasters can establish com-
munication with bots that have been planted on victims’ systems, thus evading detection.
These stealthy communication channels leverage the trust placed in enterprise-authorized
services, the reputable names of CPLS vendors, and secure communication protocols like
transport layer security (TLS). This combination provides adversaries with an additional
layer of protection.

Table 1. Abused CPLS platforms as C&C communication channels.

CPLS Category CPLS Platforms

Online Cloud Storage Sites Dropbox, Google Drive, OneDrive, pCloud,
Yandex Disk, Mega, Alibaba Cloud, CloudMe

Social Media Platforms Twitter, Facebook, Instagram

Business Communication Platform Slack, Teams

Online Developers repository Pastebin, Github, Microsoft TechNet

Content Sharing Platforms YouTube, Imgur, ImgBB

Email Service Outlook, Gmail, Exchange Web Services (EWSs)

Instant Messaging Platforms Facebook Instant Messenger, Telegram

Miscellaneous Google Scripts, File.io, Discord, Quora, Google
Sites, Google Cloud Messaging (GCM)

Furthermore, users trust CPLS vendors implicitly to protect their data and provide
secure access to it. However, malware authors exploit this trust, blending their malicious
traffic within the legitimate traffic flow of these services. This subterfuge poses significant
challenges for defenders, complicating their efforts to detect and prevent such attacks.
These factors make cloud-based services an appealing choice for malware authors.

Despite the range of defense mechanisms proposed in the literature, our analysis
revealed a deficiency in detection systems for effectively identifying the abuse of the CPLS
as C&C infrastructure. This research gap was identified through this SLR.

Given the absence of a comprehensive overview on the latest attack techniques em-
ployed to abuse CPLS as a C&C infrastructure, we investigate these techniques and explore
associated detection approaches. Although a related survey [3] addressed abuses against
CPLS, it does not comprehensively cover all attack techniques, reporting on only four tech-
niques: encoding, steganography, free accounts, and user generation algorithm (UGA). In
contrast, our work encompasses nine techniques. Another study [4] focused on social bots
and reported on a single abuse incident, where image steganography was used to employ
Facebook and Twitter as C&C mediums. To our knowledge, this is the first systematic
review that categorizes attack techniques used to abuse CPLS, along with their detection
approaches.

The main contributions are as follows:

• Analyze existing studies relating to the abuse of CPLS as C&C servers.
• Introduce a new taxonomy of attack techniques that abuse the CPLS as a C&C server.
• Introduce a new taxonomy of C&C communication channels.
• Analyze and compare existing studies relating to the detection of the abuse of CPLS

as C&C servers.
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• Provide insights into the types of CPLS that are commonly targeted for abuse as C&C
servers along with the employed attack techniques.

• Identify new challenges and propose directions for future research.

The rest of this paper is structured as follows: The background is presented in Section 2
followed by discussions of related surveys in Section 3. Section 2.3 provides a description of
the threat model. The systematic literature review’s methodology adopted for this research
is explicated in Section 4. Section 5 focuses on the research findings and discussion, while
Section 7 delves into works related to abuse detection. Section 8 highlights the directions
for future research, and finally, Section 9 concludes the paper.

2. Background
2.1. Botnet Components

To improve the comprehension of botnet operations, we introduce its fundamen-
tal elements: bots, the botmaster, and the command and control channel (C&C). These
components are depicted in Figure 1.

Figure 1. Botnet elements.

2.1.1. Bot

A bot refers to a software program (malware) that is installed on a compromised
host, capable of performing a range of activities, often with malicious intent. Bots can be
installed on victims’ machines through various malware spreading mechanisms, including
accessing infected websites or installing trojans. Bots are generally programmed so that
they are initialized each time the victim boots up their computer [5,6].

2.1.2. Botnet

A collection of bots is called a botnet, which is connected to a C&C channel, forming a
collective unit that awaits commands from the botmaster to carry out malicious activities.

2.1.3. Botmaster

Botmasters are individuals with malicious intent who exercise control over botnets by
issuing commands to the bots, enabling them to engage in various malicious operations.
These operations can include obtaining financial advantages, exfiltrating confidential data,
degrading systems, launching distributed denial of service (DDoS) attacks, or sending
spam [5,6].
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2.1.4. C&C Communication Channels

It is common for botnets not to develop new network protocols for their own commu-
nication. Rather, they typically utilize pre-existing established communication protocols
as follows:

• Internet relay chat (IRC)-based C&C channels: These utilize a push-based model, where
the botmaster issues new commands to the botnet, which then responds promptly to
these commands.

• HTTP-based C&C channels: These adopt a pull-based model, where bots are set up to
check in with the C&C server periodically and retrieve any new commands.

• Peer-to-peer (P2P)-based C&C channels: These make use of peer-to-peer communica-
tion to either relay commands or to locate a C&C server [7].

• Domain name system (DNS)-based C&C channels: These use DNS tunneling, which is
a technique that allows the encapsulation of non-DNS traffic within DNS packets [8].

C&C communication channels are utilized by botnets to facilitate communication
between the botmaster and bot clients, as well as between bot clients themselves. In the
first generation of botnets, internet relay chat (IRC) was commonly used for this purpose.
The bots would connect to the IRC channels created by the botmaster on the C&C server to
await commands to perform malicious activity. However, this approach had the significant
drawback of relying on a single point of failure. If IRC servers were taken down or identified,
the entire army of bot clients would become ineffective. To address this issue, the second
generation of botnets transitioned to peer-to-peer (P2P) protocols [7,9]. This mechanism
eliminated the vulnerability of a single point of failure. However, managing and controlling
P2P-based botnets proved to be a challenge. As a result, botmasters have now shifted to
utilizing HTTP for implementing C&C communication [9–11]. Furthermore, a new type of
botnet has emerged, combining both P2P and HTTP protocols, known as hybrid botnets [6].

2.1.5. C&C Server

This essential component acts as the communication hub, facilitating the interaction
between the botmaster and the bots. It is often referred to as the coordinator server. The
botmaster utilizes these C&C servers to issue commands, and maintain and update bot
programs. Bots establish connections to the C&C servers to receive commands or download
bot binaries [6].

2.2. Motivation

The rising global adoption of CPLS and the increasing complexity of botnet attacks
leveraging these as C&C servers are the motivation for this study. Botnet creators find
CPLS extremely useful for establishing hidden and robust C&C communication channels.
These channels are globally accessible, easy to implement, and offer a cost-effective setup.
Moreover, the user-friendly nature of most CPLS, demanding minimal technical skills,
lowers the bar for botnet creators.

These factors have turned CPLS into a fertile ground for botnet abuse, presenting
substantial challenges for most intrusion detection systems. These systems often struggle to
differentiate between legitimate and malicious C&C activities, leading to delayed detection
and response. This delay in identifying and countering threats substantially increases the
likelihood of successful cyber attacks, potentially leading to catastrophic consequences,
such as data breaches, significant financial losses, and damage to organizations’ reputations.

2.3. Threat Model
Abusing CPLS as C&C Channel

Understanding the life cycle of a botnet that abuses the CPLS as C&C is crucial for
the successful analysis of botnet detection systems. By comprehending each phase of
this cycle, it becomes possible to enhance and develop more efficient detection systems.
Figure 2 illustrates how threat actors abuse CPLS as centralized C&C servers to control
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bots. After compromising a victim’s machine, the bot requires a remote control mechanism
to communicate with the C&C server for further malicious instructions. To establish this
remote C&C channel, bot connection requests are routed through CPLS instead of direct
connections [12,13].

(a) (b)

Figure 2. Illustration of (a) traditional C&C server communication and (b) CPLS platforms being
abused as C&C.

The life cycle of abusing the CPLS as a C&C channel involves the following steps:

(a) The botmaster issues commands to the bots in the botnet through the CPLS.
(b) Bots continuously monitor the designated CPLS for new commands from the bot-

master.
(c) Bots then execute the malicious commands.
(d) Bots report the results of the commands back to the botmaster through the CPLS.

This structure is stealthy and difficult to detect, as the bot retrieves commands and
exfiltrates data through legitimate cloud-based services, making it challenging for net-
work defenders and security solutions to differentiate between malicious and benign
network traffic.

3. Related Surveys

Although there is a significant number of surveys focusing on botnet attacks and their
detection mechanisms, such as those of Khattak et al. [14], Kuitert [15], Silva et al. [5],
and Singh et al. [16], only Radunovic et al. [3] specifically address botnets abusing CPLS
as C&C channels. In their survey, Radunovic et al. present a taxonomy of malicious
social bots and discuss various attack types at different stages. They also propose four
abusive tactics, including encoding communications within text-based social media posts,
using steganography, exploiting free accounts, and implementing a username generation
algorithm (UGA). Despite recognizing four abusive techniques in this survey, our proposed
SLR identifies and categorizes nine different types of abusive attacks.

Table 2 compares our SLR to the survey by Radunovic et al. [3]. Our SLR adopts a
unique methodology that diverges from the approach utilized in the related work. The
SLR we conduct incorporates a structured and comprehensive search strategy, criteria for
inclusion and exclusion, an evaluation of study quality, and data synthesis to formulate a
taxonomy of attack techniques employed by botmasters to exploit CPLS C&C channels.
Conversely, the related work does not follow a systematic review methodology. It in-
stead provides an overview of current research on botnet C&C channels through social
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media, investigating emerging trends, potential defense strategies, and areas warranting
further research.

Khattak et al. [14] offer a concise overview of an evasive strategy that abuses social
networking websites like Facebook and Twitter for C&C functions and provides a detailed
taxonomy of the botnet phenomenon. This review also anticipates a trend, wherein CPLS
would either be used to create bots (i.e., botcloud) or to host the C&C on the cloud in
the future.

Latah [4] proposes a taxonomy of malicious social bots and characterization of various
attack strategies at different stages (initiation, listening, and execution-stage attacks). The
main focus is on a social bot, with the discussion being around one attack technique, which
involves using steganography to abuse Facebook and Twitter as C&C mediums.

All the aforementioned reviews lack a systematic approach, thereby failing to pro-
vide a comprehensive overview of this research area. Despite the differing focuses and
methodologies between the related surveys and our SLR, they offer significant insights into
the evolving threat landscape of botnets and their use of non-traditional C&C channels.
Our SLR, along with two other reviews [3,4], discusses the challenges associated with
detecting and preventing the botnet exploitation of these non-traditional C&C channels.
These reviews emphasize the necessity for ongoing research and innovative solutions to
tackle emerging cyber threats.

Table 2. Comparison of our proposed SLR to that of Radunovic et al. [3].

Aspect Our Proposed SLR Radunovic et al. [3]

Focus Abuse of the CPLS platforms as C&C channels Abuse of social media platforms as C&C channels

Specific attacks
discussed

Covers 10 types of attack techniques that are
employed to abuse the CPLS platforms as C&C
infrastructure.

Focuses specifically on the use of social media
platforms through means such as status updates,
comments, direct messages, and the creation of
fake accounts.

Taxonomy details

Provides a comprehensive taxonomy of attack
techniques used by botmasters to abuse CPLS as
C&C channels. These techniques include
steganography, encoding, cryptography,
fraudulent accounts, use of Botmaster’s
credentials or hard-coded tokens, compromised
victims’ accounts, component object model
(COM) hijacking, process injection, COMSPEC
environment variable exploitation, multiple
process exploitation, and AI-powered C&C.

This review discusses the use of text-based social
media (SM) posts, hidden communications through
image and linguistic steganography, and the
utilization of public cloud storage for the
unobservable exchange of communications and
uploading of stolen files. It also includes the use of
domain generation algorithms and the conveying of
C&C messages through comments on public SM posts.

Review methodology Systematic Literature Review. Not specified.

Time frame 2008–July 2023. Not specified.

Number of studies 91 Not specified.

4. Systematic Literature Review Methodology
4.1. Research Strategy

Based on the review aims, the methodological framework by Kitchenham and
Charters [17] was adopted in this SLR. The review process outlined in this framework
summarizes the stages of an SLR into three main phases: planning, conducting, and re-
porting. The primary motivation for adhering to these stages is to identify, analyze, and
interpret all available literature related to the abuse of CPLS as a C&C infrastructure. Ad-
herence to a predefined protocol is crucial for reducing potential research bias in data
selection and analysis. It also enhances reliability through the replicability of the process,
enabling others to follow the same procedure. Our systematic review commenced with the
selection of bibliographic databases for the search, along with the development of a set of
inclusion and exclusion criteria and search strings. The search process and the inclusion
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and exclusion criteria used are presented below. The search strings were employed to query
two primary sources: the academic and industrial literature. Abbreviations and synonyms
of search terms were taken into consideration. To retrieve the most relevant literature, the
search strings were restricted to titles, abstracts, and keywords.

4.2. Research Questions

Our SLR aimed to explore the state-of-the-art attack and detection techniques em-
ployed for abusing CPLS as C&C communication channels. To achieve this objective, we
formulated the research categories and questions, which are outlined in Table 3.

Table 3. Research questions.

Category Research Questions Aim of Discussion

Abuse Technique

(1) What techniques are utilized to
abuse the CPLS as C&C infrastructure?

• Investigate and understand the specific strategies or
methods used by attackers to abuse CPLS for their C&C
communication channels.

(2) How frequently are these attack
techniques employed, and which types
of CPLS are targeted for such abuse?

• Assess the prevalence of these attack techniques, which
may help to understand their popularity or effectiveness.

• Identify the specific CPLS that are most vulnerable or
frequently targeted by these abusive techniques.

Abuse Detection
(3) What countermeasures have been
proposed to detect the abusive use of
CPLS as C&C infrastructure?

• Explore and evaluate the existing countermeasures or
detection methods that have been proposed to identify
and combat the abusive use of CPLS as C&C
infrastructure.

4.3. Search Process

The SLR process followed is depicted in Figure 3. To extract all literature relevant to
the defined research questions, we employed a search strategy using Boolean expressions
‘AND’ and ‘OR’ to combine the search terms. The main keywords used in the search for
relevant articles were as follows:

• (C2 OR C&C OR “Command and Control”) AND.
• (cloud OR Legitimate OR platform OR Service OR public OR “public service” OR

OSN OR “social network” OR blogging OR blog) AND.
• (bot OR botnet OR malware) AND.
• (abuse OR exploit).

These combined queries were then applied to a selection of academic databases that
included the IEEE Xplore Digital Library, SpringerLink, ACM Digital Library, ScienceDirect,
and Scopus.

Given that the majority of relevant incidents involving the abuse of CPLS as C&C chan-
nels were reported by the threat intelligence industry, we expanded our research to include
these sources. Examples of these sources include FireEye, TrendMicro, WeLiveSecurity,
F-Secure, Unit42 Palo Alto, and SecureList.
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Figure 3. Process for extracting relevant articles.

4.4. Study Eligibility Selection

The search is limited to the literature that focuses on the abuse of CPLS C&C com-
munication channels. Given the large number of articles that could be retrieved using the
previously mentioned research strategy, an assessment criterion was necessary to select
those that best address our research questions. To retrieve the most relevant articles in the
field, we applied the selection criteria outlined in Table 4.

Table 4. Inclusion and exclusion criteria.

Inclusion Criteria Exclusion Criteria

• Studies published from 2008, when the first abuse
incident was discovered, through July 2023.

• Studies focus on the abuse of CPLS as C&C channels.
• Studies discuss an approach for identifying and/or

preventing the abuse of CPLS as C&C channels.

• Studies written in a language other than English.
• Studies focus on the behavior of malicious or automated

accounts, bots, using social media to amplify and spread
misinformation, increase fake followers, and impersonate
genuine (human) accounts.

• Studies that do not provide an answer to the research questions.

4.5. Data Extraction and Synthesis

After applying the inclusion and exclusion criteria, we obtained a total of 91 studies.
This is illustrated in Figures 3 and 4. In the next phase, our aim is to review each of these
studies to distill the following core information:

• The publication date of each study.
• The specific CPLS that was abused for C&C channels.
• The attack techniques that were utilized to abuse the CPLS as C&C channels.
• Any proposed detection mechanisms aiming to mitigate such abuses.

Subsequently, we embarked on the phase of data synthesis, wherein we aggregated all
relevant data. This was a crucial step enabling us to comprehensively address our different
research questions.
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(a) (b)

Figure 4. The number of included publications from pre-defined (a) academic and (b) industrial sources.

5. Research Findings

In this SLR, we explored the topic of CPLS abuses as C&C channels, focusing particu-
larly on understanding the attack techniques employed and countermeasures proposed.
This abuse is not limited to a particular type of service; instead, it is pervasive across
a variety of platforms, including cloud storage, social media, business communication
platforms, and more.

Our findings indicate that botnets have evolved significantly over the years, adopting
diverse methods to abuse the CPLS for C&C communication. For instance, we observed
techniques such as steganography, cryptography, COM hijacking, process injection, and
COMSPEC environment variable exploitation. Further discussion and additional attack
techniques are presented in Section 6.

Many mainstream platforms were found to be popular targets of abuse: cloud storage
sites such as Dropbox and Google Drive, social media sites like Twitter and Facebook,
business communication platforms like Slack, developer repositories (GitHub), online
clipboard sites (Pastebin), push services for iOS and Android notifications, video and
photo sharing sites (YouTube and Instagram), email services (Outlook and Gmail), digital
distribution platforms (Discord), and instant messaging software (Telegram).

The countermeasure strategies proposed to date, both in computer and Android envi-
ronments, involve detecting anomalies in user behavior, CAPTCHA verification, reputation
score calculation, and causality measurement between user activity and network traffic.
However, each of these strategies come with their own limitations as outlined in Section 7.

5.1. RQ1: What Techniques Are Utilized to Abuse the CPLS as C&C Communication Channels?

Investigating and comprehending the specific strategies or methods employed by
attackers to abuse CPLS for their C&C communication channels is essential for understand-
ing the nature and extent of these attacks. The taxonomy of attack techniques presented
in Table 5 showcases the wide range of methods utilized by threat actors to exploit CPLS
for C&C operations. Each technique corresponds to a specific set of CPLS platforms that
are targeted by threat actors for C&C activities. These techniques encompass diverse ap-
proaches, including concealing communication within seemingly legitimate files, using
encoding to obscure commands or data, employing encryption for secure communica-
tion, creating fraudulent accounts, acquiring botmaster credentials or hard-coded tokens,
compromising legitimate user accounts, hijacking COM components, AI-powered C&C,
injecting malicious code into authorized processes, and modifying system variables. By
gaining a comprehensive understanding of the specific techniques employed by attackers,
valuable insights can be obtained regarding their tactics. These insights can then inform
the development of effective countermeasures and proactive defense strategies to mitigate
the risks associated with CPLS abuse in C&C operations.
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Table 5. Taxonomy of the abusive techniques.

Technique Abused CPLS Description Reference Occurrences

Steganography Dropbox, Google Cloud Messaging (GCM), Discord,
Facebook, Twitter, Imgue, ImgBB, Evernote

Hiding communication between bots and C&C servers
within legitimate-looking files, such as images or videos, and
then transmitting them via cloud storage services

[18–26] 9

Encoding

weibo.com, Twitter, Facebbok, Google Docs, Instagram,
YouTube, Yahoo, Quora, GitHub, outdrive, Dropbox, Google
Drive, OneDrive, GCM, Microsoft TechNet, Pastebin, Mega
Facebook Instance Messenger, Alibaba Cloud

Using encoding to make communications more difficult to
detect, such as base64 encoding used to obfuscate C&C
commands or data sent to the C&C server

[20,23,27–66] 40

Cryptography

Microsoft Outlook, Gmail, Dropbox, CloudMe, YouTube,
Google Drive, OneDrive, Pastebin, Google Docs, Slack,
Twitter, Facebbok, Weibo, GCM, pCloud, Yandex Disk,
Github, Mega, Alibaba Cloud

Using encryption to secure communications between bots
and C&C servers hosted on cloud-based services

[20,21,23,24,28,40,41,
62–65,67–81] 21

Fraudulent account creation eams, OneNote, Outlook, Discord, Pastebin,
Facebook, Twitter

Creating fraudulent accounts on cloud-based services to use
as a disguise for C&C servers or to store botnet-related data [24–26,39,59,82] 6

Botmaster’s credentials or
hard-coded tokens

Twitter, Telegram, Evernote, Slack, GitHub, Pastebin,
Google+, CloudMe, GCM, Google Docs, Dropbox, OneDrive,
Google Drive, Gmail, Microsoft Exchange Web Services,
pCloud, Yandex Disk, Mega, Alibaba Cloud

Obtaining botmaster credentials or hard-coded tokens to
access cloud-based services, which can then be used to host
C&C servers or store botnet-related data

[3,12,13,23,30,31,35–
38,43,48,48,52–54,63–
65,71,72,75,76,78–
81,83–85,85,86,86–107]

51

Compromised Accounts
Facebook Instance Messenger, Facebook, Twitter, Outlook,
GCM, Dropbox, Microsoft Exchange Web Services
Google Drive

Compromising legitimate user accounts on cloud-based
services to use as a disguise for C&C servers or to store
botnet-related data

[3,18,23,55,56,64,69,83,
84,94,108–110] 13

COM hijacking Outlook, Gmail, Dropbox
Hijacking COM components on an infected system to
communicate with a C&C server hosted on a
cloud-based service

[69,70,99,100] 4

AI-powered C&C Twitter

Employing neural networks for dynamic addressing,
identifies attacker accounts via avatars, and embeds
command in tweets via hash collisions and data
augmentation

[111] 1

Process injection Evernote
Injecting malicious code into legitimate processes to
communicate with a C&C server hosted on a cloud-based
service and evade detection

[89] 1

ComSpec environment
variable Dropbox

Modifying the ComSpec environment variable to point to a
command shell on a cloud-based service to execute
commands and communicate with a C&C server

[98] 1
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Further exploration and analysis of these attack techniques can be found in Section 6.

5.2. RQ2: How Frequently Are These Attack Techniques Employed and Which Types of CPLS Are
Targeted for Such Abuse?

Evaluating the frequency and prevalence of attack techniques used to exploit CPLS
as C&C channels is crucial for understanding their popularity and effectiveness. Based
on the information presented in Table 5, these attack techniques have been observed and
documented across multiple references, indicating their use to varying degrees. However,
obtaining precise quantitative data on the frequency of these techniques can be challenging
due to the clandestine nature of cybercriminal operations and the ever-evolving threat land-
scape. Consequently, we acknowledge that these references may not encompass the entire
spectrum of cyber threats associated with abusing CPLS. Despite this, the comprehensive
list of references presented in Table 5 and the count of abuses by year for each technique
illustrated in Figure 5 emphasize the importance of paying attention to these techniques.

Figure 5. Number of abuses by year for each technique.

5.2.1. Prevalent Techniques

Encoding and the use of botmaster’s credentials or hard-coded tokens are the most
frequently employed techniques across platforms and over time. Their prevalence could
stem from their relatively straightforward implementation and their ability to blend with
normal network traffic, which likely make them a preferred choice for many cybercriminals.

5.2.2. Evolution and Trends

The complexity of techniques used by attackers seems to be increasing over the years.
While earlier years primarily witnessed encoding and the use of botmaster credentials or
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hard-coded tokens, later years show a rise in more advanced techniques, such as encoding,
cryptography, compromised accounts, and even AI-powered C&C.

5.2.3. Correlation between Platform User Base and Abuse Occurrence

A positive correlation is observed between the number of users on a platform and
the number of malware instances targeting that platform. Platforms with a larger user
base, such as Google Docs, Dropbox, Twitter, Google Docs, Google Drive, YouTube, and
Facebook, tend to report more abuse instances. The logic behind this correlation is intuitive;
a larger user base provides a wider pool of potential victims for cyber attacks. Based on
the conducted statistical analysis, there appears to be a positive association between the
number of users on a platform and the number of abuse occurrences. Specifically, the
slope of the regression line was calculated to be approximately 1.647—see Figure 6. This
suggests that for each increase of one unit (one billion users) in a platform’s user count, the
occurrence of abuse tends to increase by 1.647 units on average.

Figure 6. Correlation between number of users and abuse occurrences.

5.2.4. Platform Specific Trends and Corporate Usage

Table 6 presents a summary of malware occurrences grouped by CPLS. An occurrence
is either an in-the-wild reported malware incident or a proof-of-concept (PoC) malware
developed by security researchers. The data showcase the diverse range of CPLS exploited
as C&C communication channels. CPLS like Dropbox, Google Docs, Google Drive, Outlook,
and OneDrive, widely utilized in corporate environments, are particularly appealing to
threat actors due to their integral roles in data storage, collaboration, and communication.
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Our analysis reveals that these platforms have been exploited using a variety of techniques
over the years, including botmaster credentials, encoding, cryptography, and compromised
accounts. Their popularity in both the public sphere and corporate settings, coupled with
their common usage for file storage and sharing, marks them as attractive targets for data
theft and ransomware attacks. This emphasizes the need for robust security measures
tailored to these commonly targeted platforms.

Table 6. Malware occurrences grouped by CPLS: a reported abuse is for in-the-wild malware incident,
whereas a PoC (proof of concept) is malware created by security researchers.

Incident Categories

CPLS Occurrences Reported Abuse PoC

Dropbox 17 [20,63,75,76,86,95–98] [23,81,99–103,110]
Twitter 13 [20,21,30,39,66,85] [24,28,31,32,48,67,111]

Google Docs 8 [35–41,50] —
Google Drive 8 [39,51–54,64,77] [23]

Youtube 8 [41–45,68,73,74] —
Facebook 8 [33,61,68,107,108] [18,19,67]

Slack 7 [12,90] [79,91–93,112]
Outlook 6 [29,55,56,69,109] [82]

OneDrive 6 [43,63,78,104,105] [23]
Pastebin 6 [35,36,58–60,74] —
Github 6 [12,21,47–49] —
Gmail 4 [70] [16,71,106]

Telegram 4 [13,87,88,107] —
Google Cloud Messaging (GCM) 3 — [22,23,94]

Evernote 2 [20,54,89] —
Google Scripts 2 [35,36] —

Discord 2 — [25,26]
ImgBB 2 [20,39] —

Microsoft TechNet 1 [57] —
CloudMe 1 [72] —

Imgur 1 [20] —
Google+ 1 [58] —

Facebook Instance Messenger 1 — [61]
File.io 1 [12] —
Yahoo 1 [46] —
Quora 1 [46] —

Microsoft Teams 1 — [82]
Microsoft OneNote 1 — [82]

Google Sites 1 [68] —
Instagram 1 [29] —

pCloud 1 [80] —
Yandex Disk 1 [80] —

Alibaba Cloud 1 [65] —
Mega 1 [63] —

Exchange Web Services (EWS) 1 [3] —

5.2.5. Anomaly Analysis

There are notable anomalies, wherein some platforms report low abuse instances despite
maintaining large user bases. For example, Instagram, with over 1.6 billion users, recorded
merely a single instance of abuse as indicated in Figure 6. Conversely, platforms such as
Dropbox, Twitter, Slack, Pastebin, and Telegram are outliers with a smaller user base but a
high number of abuse occurrences. This can be attributed to the following factors:

• Platform usage patterns: Different platforms cater to different user behaviors and
usage patterns. For instance, platforms like Dropbox and Slack, despite having smaller
user bases, often attract business and professional users. This can make them more
appealing targets for abusers seeking access to sensitive information.
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• Security measures: The level of security measures implemented by the platforms
plays a crucial role in the number of abuse occurrences. Platforms with robust security
features and stringent user verification processes might experience fewer instances of
abuse, even with a large user base.

• Platform features and accessibility: platforms that offer a broader range of functionality
and ease of use tend to attract more abusers, which provides more opportunities and
tools for abusers to exploit.

• Anonymity: platforms that offer a certain level of anonymity seem to attract abusers.
This could be because anonymity can make it easier for abusers to avoid identification.

5.2.6. Emerging Threats

The advent of AI-powered C&C attacks in 2022 highlights the continually increasing
sophistication of cybercriminal tactics. While currently only observed on Twitter, it is
conceivable that threat actors may leverage AI in abusing more platforms like Dropbox,
Google Drive, Outlook, and OneDrive in the future. COM hijacking, though less prevalent
currently, has been observed in several instances and poses a significant risk due to its
ability to persist in a system undetected. This anticipatory threat underscores the need for
continuous research and proactive defense strategies in cybersecurity.

5.2.7. Increasing Complexity

In recent years, attackers have increasingly employed a combination of techniques,
and often abuse multiple CPLS platforms concurrently to increase the resilience of the
C&C infrastructure and complicate tracking and takedown efforts. For instance, we have
observed cases where cybercriminals combine encoding and cryptography techniques to
enhance the concealment of C&C operations. This trend implies that attackers are contin-
ually advancing their tactics in order to evade detection. The combination of techniques
increases the difficulty of detection, suggesting that multi-layered security strategies are
essential for effective defense.

5.2.8. 2020: A Year of Escalated CPLS Abuse for C&C

As depicted in Figure 5, the year 2020 witnessed a substantial increase in the abuse
of CPLS platforms for C&C operations. This escalation could potentially be attributed to
the global COVID-19 pandemic, which resulted in a significant increase in online activities.
The expanded online presence created a fertile ground for cybercriminals, offering them a
larger pool of potential targets.

5.3. RQ3: What Countermeasures Have Been Proposed to Detect the Abusive Use of CPLS as C&C
Infrastructure?

Several approaches have been proposed to detect the abusive use of CPLS as a C&C
infrastructure. These countermeasures include the following.

5.3.1. Behavior Tree-Based Detection Framework

Kartaltepe et al. [32] propose detection at both the client-side and server-side levels.
Host-side detection involves identifying botnets based on self-concealing, dubious network
traffic, and unreliable provenance. Server-side detection focuses on identifying suspi-
cious communication with social media platforms by analyzing the content of transmitted
messages or posts. Ji et al. [27] present a behavior-tree-based detection framework for
identifying social bots by monitoring host activity. This framework analyzes host behav-
ior using a behavior tree constructed from real-world social bot samples. The similarity
between suspicious behavior trees and a template library is calculated to determine the
presence of social bots.
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5.3.2. GCM Flow-Based Detection

Ahmadi et al. [113] propose a detection approach for identifying Android applications
that exploit Google Cloud Messaging (GCM) as a C&C channel. This approach uses GCM
flows as features in a machine learning model to differentiate between malicious and benign
applications.

5.3.3. API Verification with CAPTCHA

Vo et al. [114] present API Verifier, a tool that utilizes CAPTCHA verification to
determine if an API call to a social media platform is from a human or a bot. This verification
process aims to prevent automated bot actions by requiring human authentication.

5.3.4. Negative Reputation Scores

Ghanadi et al. [115] propose SocialClymene, which calculates negative reputation
scores based on user history and identifies suspicious group activity on online social
networks. This approach can detect stego-botnets that utilize steganographic images for
C&C communication.

5.3.5. Causality Detection

Burghouwt et al. [116] propose a causality detection mechanism for identifying Twitter-
based C&C communication. This approach analyzes the causal relationship between user
activity and network traffic to distinguish between user-triggered events and bot-originated
events.

In conclusion, various countermeasures have been proposed to detect the abusive
use of CPLS as C&C infrastructure. These countermeasures include host and server-side
detection, behavior tree-based detection frameworks, GCM flow-based detection, API
verification with CAPTCHA, negative reputation scores, and causality detection. Each
approach offers unique techniques and methodologies to identify and differentiate between
legitimate users and malicious bot activities. However, it is important to note that these
countermeasures have their limitations, which are presented in detail in Table 7. Continuous
research and improvement are necessary to enhance the effectiveness and accuracy of these
detection mechanisms in combating the abusive use of CPLS as a C&C infrastructure.
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Table 7. CPLS abuse detection mechanisms: a comparative overview of related work.

Reference
Anomaly-Based

Detection Mechanism LimitationPassive Active

Host-Based Server-Based Host-Based Server-Based

Yuede et al.
[27] X

By utilizing behavior tree-based methodologies, the bot can be
accurately identified through the monitoring of host activity. Upon
construction of the behavior tree, the similarity to the designated
template will be calculated utilizing the tree edit distance.

• Evade detection by performing random time delays
between different behaviors of social bots.

Kartaltepe
et al. [32] X X

The host-based security approach considers connections to social
media potentially suspicious if they are not initiated by human
interaction. This method utilizes behavioral biometrics, such as the
reaction to user input through a keyboard or mouse, as well as the
GUI, as indicators to differentiate between legitimate users and bots.
On the other hand, the server-based approach assumes that
communication with social media platforms is potentially
suspicious if the messages or posts sent are textually encoded. To
accurately classify incoming messages, the implementation of the
J48 decision tree algorithm is utilized.

• Lack of empirical data and evaluation and relies
heavily on case studies.

Ahmadi
et al. [113] X

The Flowdroid tool was modified for use as a flow analysis tool to
extract Google Cloud Messaging (GCM) flows. These extracted
GCM flows were then utilized as vector space features in a machine
learning model, which was implemented to identify malicious
Android applications.

• Limited in its applicability, as it only works for Android
OS and is not applicable in Windows OS environments.

• Challenging to identify if obfuscation or hiding is
implemented on GCM flows.

Vo et al.
[114] X

Authors adopt a CAPTCHA verification technique to authenticate
social media accounts by utilizing the MAC address. The purpose
of this verification method is to distinguish between API calls
originating from a human user or an automated bot.

• Modern botnets can bypass verification code
verification by using a technique known as a relay
attack.

• MAC address can be easily spoofed or changed by
attackers.

Ghanadi
et al. [115] X

The paper proposes a system called SocialClymene which uses
stego-images to detect covert botnets in social networks. The
system has a negative reputation subsystem that analyzes images
shared by social network users and calculates a reputation score for
each user based on their history of participating in suspicious
activities. The goal is to identify botnets by analyzing the behavior
of the users and their association with suspicious activities.

• May not detect new botnets that have no previous
history of suspicious behavior.

• Challenging to accurately assess the reputation of users,
especially in dynamic online environments where
reputation can change rapidly.

Burghouwt
et al. [116] X

Measuring the causal relationship between network traffic and
human activity to distinguish between network events triggered by
user actions and those bot-originated.

• False positives from legal API used for automated
polling Twitter.

• Evade detection by mimicking human activity such as
mouse clicks or keyboard strokes.

Ji et al.
[117] X Incorporates spatial and temporal correlations to identify patterns

of behavior that may be indicative of social bot activity.
• Focuses on only six social malicious bots and may not

generalize to other botnets.



J. Cybersecur. Priv. 2023, 3 574

6. Abuse Attack Techniques
6.1. Steganography

This section examines the advancements in abusing CPLS platforms through image
and text steganography. Steganography as a covert channel has garnered substantial at-
tention from academia as demonstrated by proofs of concept, and from threat actors as
observed in actual hacking incidents. Our review uncovered multiple instances in which
CPLS were abused through the application of steganography techniques as C&C.

6.1.1. CPLS as a Primary C&C Communication Channel

ELISA (Elusive Social Army) [18] is an OSN-based botnet that abuses Facebook as a
covert C&C channel, disseminating its messages through victims’ social media accounts.
ELISA establishes a covert channel using a Unicode steganography technique, inserting
non-printable characters and invisible glyphs into user-generated messages posted on
OSNs. These hidden elements are not displayed during the rendering process, making
them hard to detect.

Stegobot [19], another OSN-based botnet, abuses Facebook as its main C&C commu-
nication channel. To establish this covert communication path within the social network,
Stegobot employs a JPEG image steganography scheme known as YASS [50]. By doing so,
it effectively embeds hidden information within digital images, thereby augmenting its
stealth and evasion capabilities.

Punobot [22], a mobile botnet targeting Android systems, cleverly utilizes Google
Cloud Messaging (GCM) for its C&C operations. Punobot employs a steganography tech-
nique that transforms the original command messages into different ones to evade detection
by both users and the push notification service (PNS) server.

HAMMERTOSS [21] is a backdoor developed by the APT29 threat-active community.
HAMMERTOSS was well crafted to cover the tracks of APT29 using several techniques,
including building an algorithm that produces regular Twitter handles and the stegano-
graphic embedding of images with malicious commands. HAMMERTOSS also uses a
domain generation algorithm (DGA) to create new Twitter handles. Whenever the malware
creates a new handle, the corresponding Twitter page is fetched, and the page is searched
for a particular pattern, which represents the encrypted C&C URL. HAMMERTOSS uti-
lizes GitHub and cloud storage services as the primary C&C communication channels
to transmit commands and relay stolen data from compromised networks. To obtain the
malicious commands, HAMMERTOSS implements steganography techniques through
images that contain encrypted malicious commands. Once HAMMERTOSS obtains the
GitHub URL from its regular Twitter account, it visits the page, retrieves the steganographic
images containing encrypted data, and upon successful connection and downloading, be-
gins the decryption process to extract the actual command and perform the intended
malicious operation.

RegDuke [20] malware employs steganography and cryptography techniques to hide
data in PNG images. The developer of RegDuke misuses Dropbox by hosting steganog-
raphy images containing an encrypted malicious command for covert C&C operations.
The backdoor lists the Dropbox directory corresponding to a clientId (the compromised
machine) and downloads the embedded PNG files. When images from the Dropbox direc-
tory are downloaded, the RegDuke code scans through all the image pixels and extracts
data from them. The hidden data are specifically extracted from the implant, and the
content is decrypted using an advanced encryption standard (AES) key that is hard-coded
in the payload, which can be one of the following weapons of attack: Windows executable,
Windows DLL, or PowerShell script.

This backdoor only resides in memory and relies on steganography to hide data in
images using a technique called “least significant bit”, which stores and combines 8 bits of
data into a total of 24 bits of data per pixel: 8 for red, 8 for green, and 8 for blue. RegDuke
consists of a loader and a payload, both components written in .NET. RegDuke persists by
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using a WMI consumer named MicrosoftOfficeUpdates. The threat technical report [20]
identifies four different primary variants of the RegDuke loader between August 2017 and
June 2019. The first version was not obfuscated and had the encryption key hard-coded in
the code. Later versions directly read the encryption key from the Windows registry and
employed various obfuscation techniques, such as flattening the control flow or using .NET
Reactor, a commercial obfuscator.

In 2012, Shuai et al. [118] proposed a malware called SUbot that leverages blog websites
for the creation of covert channel communications to evade detection. The author of SUbot
implemented steganography and cryptography strategies, using RC4 to hide a secret mes-
sage and appending the ciphertext message to the end of a JPG file. The modified JPG file
containing an executable command was then uploaded to a blog. When the infected mobile
device visits the URL of the blog site, it downloads and retrieves the plaintext commands
from the JPG image.

6.1.2. CPLS as a Redirector to C&C Domain

Twitter has been abused by the HAMMERTOSS malware as a mapper for the malicious
URL. This is achieved by searching for a tweet with a URL and a hashtag; the URL points
to the location of the C&C website with one or more images, while the hashtag allows
HAMMERTOSS to extract encrypted instructions from an image file.

PolyglotDuke [20] is malware that is used by APT29 cyber espionage as a downloader
for the MiniDuke backdoor. It uses various public websites, such as Twitter, Imgur, ImgBB,
or Evernote public notes, to retrieve and decode the C&C URLs. It moreover relies on
image steganography for its C&C communication channel.

6.1.3. Insights

Our review of steganography in the context of abusing the CPLS as C&C channels
presents several important insights:

• Steganography has become a popular method among threat actors for maintaining
a covert communication channel, often serving as the primary C&C channel. Cases
like ELISA, Stegobot, Punobot, HAMMERTOSS, and RegDuke demonstrate the use
of different steganographic techniques—from Unicode and image steganography
to the least significant bit technique—effectively hiding malicious commands and
evading detection.

• Online social networks (OSNs), along with other online platforms, have become
common targets for misuse. As seen with ELISA and Stegobot using Facebook and
HAMMERTOSS exploiting GitHub, these platforms provide a vast, noisy environ-
ment in which malicious activities can blend in, thus enhancing the effectiveness of
the steganography.

• The sophistication and complexity of steganographic techniques have been increasing.
Advanced encryption standard (AES) keys, domain generation algorithms (DGAs),
and obfuscation techniques like .NET Reactor have been used in conjunction with
steganography to further hide and protect the malicious payloads.

• Mobile platforms are not immune to these types of attacks. As shown by Punobot,
steganography can also be employed in attacks targeting mobile devices, in this case
using Google Cloud Messaging as a C&C channel.

• Steganography is not only used for direct C&C communications but also serves as a
means of redirecting to C&C domains. HAMMERTOSS and PolyglotDuke represent
cases where steganography was used to decode the C&C URLs.

6.2. Encoding

Encoding, typically employed to ensure data integrity and confidentiality, is paradoxi-
cally being weaponized to aid C&C operations. Our study reveals that all identified malware
variants using encoding are designed to obfuscate their activities and evade detection.
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6.2.1. CPLS as a Primary C&C Communication Channel

Nazario [30,66] identified a Twitter account being maliciously used as a C&C opera-
tions coordinator. The botmaster set up a Twitter account named “upd4t3” to conceal and
disseminate malicious C&C messages. The botmaster broadcasts a tweet containing Base64-
encoded commands. The bot then retrieves these commands via an RSS feed, decodes
them, and executes them.

6.2.2. CPLS as Redirector to C&C Domain

ESET researchers discovered a Korplug variant [50] used by the Advanced Persistent
Threat group, the Winnti group. This variant exploited publicly shared Google Docs files to
extract its C&C address from a seemingly legitimate block of text using the well-known
DZKS and DZJS delimiter strings.

An APT group named Turla used a trojan backdoor housed in a Firefox extension to
retrieve the C&C URL. Turla APT is a cyberespionage group with over a decade of activity.
In the analyzed sample of this threat report [29], the C&C domain was obscured using an
encoding technique in a well-known celebrity’s Instagram comment. More specifically,
the Firefox extension parsed the photo comments on the official Instagram account and
calculated a custom hash value. If the comment hash value equaled 183, a regular expression
(?:\\u200d(?:#|@)(\\w) was then executed against the matched comment to obtain the
C&C shortened URL path, which subsequently led to the actual C&C URL.

Stantinko [42] is a remotely configured cryptomining module that utilizes most of
the compromised machine’s resources. Stantinko malware interacts with its mining pool
indirectly, through an IP address collected from YouTube video descriptions. These C&C IP
addresses are concealed in a hexadecimal format in the video description string.

Janicab malware has exploited YouTube [43] to obtain the C&C IP. To retrieve the
actual C&C IP, the malware navigates through comments on specific YouTube videos. If a
format such as “our 50380702789658th psy anniversary” is matched, the obscured number
from the satisfactory comments, leading to the C&C IP, is extracted and converted to an
actual IP.

Palo Alto [46] documented two similar malware variations, CONFUCIUS_A and CON-
FUCIUS_B, which abused legitimate websites to retrieve C&C server IP addresses instead
of using DNS lookups. To illustrate how the IP for the C&C domain is decoded, CONFU-
CIUS_A and CONFUCIUS_B use Yahoo and Quora to circumvent traditional mechanisms,
parsing for keywords between specific phrases previously posted by the threat actor. The
malware then decodes the interim phrase by substituting words for components of an IP
address. A basic lookup table is used to decode and derive the C&C IP address.

Palo Alto also analyzed a new variant of the SunOrcal malware family [47], which
exploited the GitHub service by employing a de-obfuscation process of Base64 and XOR
decoding to extract a C&C server. Strategically, this sample was configured to connect to a
specific file hosted on the GitHub repository to extract the data leading to the real C&C
server. Text between two particular strings within this target file is parsed and encoded to
derive the C&C URL.

The Scote backdoor is malware, discovered by Palo Alto Networks [58], that misuses
legitimate third-party web platforms like Pastebin and Google+ as covert C&C communi-
cation channels. The Scote payload establishes a connection to these legitimate platforms’
URLs to retrieve data and parse for specific commands to be executed by the compromised
machine.

6.2.3. Insights

Our study of encoding in the context of abusing the CPLS as C&C channels presents
several important insights:

• Encoding serves a dual purpose in these attacks. It not only provides a method of
concealing C&C communications within legitimate service traffic, but also, it allows
threat actors to hide the actual location of their C&C servers.
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• Many of the observed malware variants, including the Korplug variant, Janicab, and
CONFUCIUS_A and CONFUCIUS_B, demonstrate creative use of regular expressions
and encoding techniques to retrieve C&C server addresses.

• Threat actors exhibit adaptability in their encoding methodologies, leveraging the
specific characteristics of each platform to embed encoded data. For instance, us-
ing Instagram photo comments or YouTube video descriptions to conceal encoded
commands or C&C server addresses.

6.3. Cryptography
6.3.1. CPLS as a Primary C&C Communication Channel

Shuai et al. [118] introduce SUbot, a botnet specifically designed for mobile platforms.
SUbot leverages micro-blogging for evasion purposes and implements cryptography using
RC4 to conceal a secret message. This message, which contains a malicious command, is
appended to the end of a JPG file. Following this, the author of SUbot uploads the modified
JPG file, which now contains an executable command, to a blog. When an infected mobile
device visits the URL of the site, it downloads the image and retrieves the encrypted
commands from the JPG file.

Sebastian et al. [24] designed a botnet to conceal malicious commands within a tweet.
In their proposed experiment, the Botmaster covertly injects encrypted malicious com-
mands into tweets to evade security measures. The format of the malware-infected tweet
follows the #keyword command pattern, where the value of the command is encrypted.
The bot then retrieves the tweet from the Botmaster’s fake Twitter accounts and extracts
the provided encrypted command. This command is then decrypted and interpreted,
launching an attack on the infected machine.

He et al. [67] constructed prototypes of web test automation rootkit (WTAR) bots:
Fbbot, Twbot, and Wbbot. These bots abuse Facebook, Twitter, and Weibo, respectively, as
C&C infrastructures. The web test automation (WTA) technique, initially developed for
automating browsers and testing websites, can perform actions such as filling in forms,
reading data from web pages, and clicking elements on web pages. The WTAR-based
technique has been leveraged to mimic typical user behaviors on an OSN. To better conceal
the communication, thus making detection more difficult, both the botmaster and the bot
use the data encryption standard (DES) to encrypt the commands and their corresponding
execution results using a predefined key.

The Turla backdoor is a type of malware that exploits a victim’s Outlook mailbox,
using it as a transport layer for its C&C operations, receiving commands, and exfiltrating
data. To better conceal the malicious commands and execution results, the designer of
the Turla backdoor takes advantage of a previously opened session of the victim to gain
access to the default mailbox profile [69]. In addition, the backdoor creator employs the
MISTY1 symmetric encryption method. This method is used to create specially crafted PDF
documents that contain either encrypted malicious instructions or confidential information,
which are then attached to the compromised Outlook account’s inbox.

ESET researchers [70] investigated a backdoor variant called ComRAT, which abuses
Gmail as a covert C&C channel to receive commands and exfiltrate data. The ComRAT
botnet authorizes the Gmail account using credentials embedded in the malware payload.
ComRAT then connects to the Gmail HTML web interface to search for an email with a
specific subject. Once matched, the email attachment is downloaded and decrypted via
the AES-256 algorithm to extract the malicious command for execution. The executed
command result is then encrypted using RSA-2048 and emailed to the threat actor, often
hosted on GMX or VFEmail. To ensure persistence, ComRAT developers rely on a technique
known as COM hijacking to tamper with the Windows registry, causing the ComRAT botnet
to execute every time the user logs in.

RegDuke malware [20] utilizes cryptographic techniques to secure the data transmitted
between the botmaster and the bots. Once an image is downloaded from Dropbox, the bot
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loops over the image pixels to extract data. The bot then decrypts the information with an
AES key hard-coded in the payload to retrieve malicious commands.

The CloudMe platform was exploited by CloudAtlas malware [72] as a covert commu-
nication channel. To make the transmitted messages between the attacker and the victim
undetectable, the designer of the CloudAtlas malware employs cryptography with AES and
data compression with LZMA techniques. The malware is configured to include encrypted
contents such as the C&C’s CloudMe URL, a username and password, and two folders
on the CloudMe server for storing malicious commands and uploading the victim’s data.
The malware downloads the encrypted malicious commands uploaded by the threat actor,
decrypts them, and then interprets them. It then uses the same mechanism to upload the
result back to the server.

6.3.2. CPLS as Redirector to C&C Domain

Dong et al. [28] proposed a botnet design that combines QR codes, Twitter search,
domain generation algorithms (DGAs), cryptography (AES and RSA), and Tor. In their
design, Twitter is utilized as a mapper to the C&C web server. The Twitter search engine is
queried for a particular keyword to locate the botmaster’s post, which includes a QR code
image. Upon scanning the QR code, the encoded combination of three components—the
C&C web server address, the hard-coded token, and the RSA public key—is retrieved. The
recovered RSA public key is then used to encrypt the data to be sent to the C&C web server.

The Casbaneiro botnet [73] utilizes YouTube, a legitimate website, to store its C&C
server domains. The malware operator of Casbaneiro embeds an encrypted C&C web
server address in a false Facebook or Instagram URL within the description of a specific
YouTube video. This serves to redirect compromised machines to the threat actor’s C&C
infrastructure.

6.3.3. Insights

The use of cryptography techniques plays a crucial role in malware and botnet operations.
It is primarily used for two purposes: protecting C&C communications and hiding malicious
commands or data within legitimate-looking content. Our review of cryptography in the
context of abusing the CPLS as C&C channels presents several important insights:

• The combined use of cryptography along with the abuse of popular CPLS platforms
for C&C channels illustrates the increasing sophistication of botnet strategies. These
platforms provide an additional layer of security and reliability, making it more
difficult to detect botnet activities due to the reputable nature of these services.

• Botmasters frequently embed encrypted malicious commands into digital content,
such as images or social media posts. These commands are later extracted and de-
crypted by bots for execution as demonstrated in cases like SUbot, ComRAT, and
RegDuke.

• Cryptography is often combined with other techniques to enhance security and eva-
sion capabilities. For instance, the ComRAT botnet merges cryptography with COM
hijacking to ensure persistent execution.

6.4. Botmaster Login Credentials or Hard-Coded Token
6.4.1. CPLS as Primary C&C Communication Channel

Nazario [30,66] identified a Twitter account, named “upd4t3”, that was being mali-
ciously utilized as a C&C operations hub. The botmaster used this account to distribute
Base64-encoded commands via tweets. The bot then fetched these commands using the
RSS (really simple syndication) feed, decoded them, and executed them, thus establishing
a covert C&C communication route.

Singh et al. [31] developed an OSN-based botnet named SocialNetworkingBot that
leverages Twitter for its C&C communications. The malware author used authenticated
official Twitter accounts to post tweets containing disguised commands to be interpreted by
the bots. The botmaster posted tweets using approximately 300 pre-defined keywords to
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facilitate fetching the tweets. Bots queried the Twitter search engine for specific keywords
to retrieve these tweets from the botmaster account, which served as a rendezvous point.
The bots then fetched and executed the malicious commands embedded in these tweets.

Telecrypt [87,107] is a type of ransomware that abuses Telegram’s instant messaging
API for its C&C infrastructure. Initially, the botmaster sets up a Telegram bot, which
utilizes TeleCrypt ransomware to enable interaction between the threat actors and the
compromised machine.

Upon infecting a machine, the ransomware employs Telegram’s ‘sendMessage’ method.
This method enables the bot to transmit messages to a chat thread associated with a specific
number. This number is hard-coded into the ransomware’s body, and is used to deliver a
“successful infection” report back to the attackers. This is performed using the following
request:

https://api.telegram.org/bot<token>/sendmessage?chat_id=<chat>
&text=<computer_name>_<infection_id>_<key_seed>

The request includes the following parameters:

• <chat>: Represents the chat number with the cybercriminal.
• <computer_name>: The name of the infected computer.
• <infection_id>: A unique identifier for the infection.
• <key_seed>: A number used as the basis for generating the file encryption key.

Following the transmission of this information, the trojan scans the infected machine’s
hard drives, looking for files with specific extensions. Once such files are identified, they
are encrypted bytewise. This encryption is achieved by adding each file byte to the
corresponding key bytes, employing a simple encryption algorithm.

ESET researchers have uncovered a unique malicious toolkit, TeleBot.AA [13], devel-
oped by the TeleBots APT group. This toolkit was specifically designed to abuse Telegram
for C&C operations, utilizing the Telegram Bot API. Each version of the backdoor contains
individual hard-coded credentials, indicating the presence of a Telegram Messenger ac-
count for each sample. The attacker communicates with the compromised systems through
private Telegram chats, enabling the exchange of commands and retrieval of results.

Palo Alto Networks has detailed in an article [88] a malicious Android trojan known
as “TeleRAT”. This trojan abuses the Bot API of Telegram to carry out C&C activities. The
TeleRAT spyware infiltrates the victim’s Telegram app by masquerading as a legitimate ap-
plication that promises to provide a count of profile visitors. The APKs of the malicious app
contain hard-coded Telegram bot API keys, enabling them to periodically send beaconing
signals at precise intervals of 4.6 s and await specific commands from the attacker.

TrendMicro [54] recently discovered a malware variant named BKDR_VERNOT.A
that employs a clever technique to avoid detection. This malware utilizes legitimate ser-
vices like Evernote, a web-based note-taking application, as a proxy server to establish
communication with the botmaster. Upon successfully infecting the victim’s machine,
BKDR_VERNOT.A drops a .DLL file that injects itself into a genuine process, generating
legitimate network traffic in order to evade detection by security solutions. The payload of
BKDR_VERNOT.A leverages hard-coded official Evernote account credentials to connect
to saved notes, enabling the backdoor to retrieve malicious commands and upload stolen
data to a designated drop-off zone.

TrendMicro researchers discovered and analyzed a backdoor called “SLUB”, which
abuses three legitimate platforms—Slack, GitHub, and File.io—to establish its C&C infras-
tructure [12]. The threat actor sets up a Slack workspace and a GitHub account to facilitate
SLUB backdoor C&C operations. To interact with the Slack API, the designer of SLUB
embeds two hard-coded authentication tokens. The operator of SLUB uploads malicious
commands to GitHub snippets, which the backdoor then retrieves and executes. The results
of these commands are subsequently uploaded to both Slack and File.io.

TrendMicro researchers discovered a variant of the SLUB backdoor four months after
the first version was identified [90]. This evolved version discontinued using GitHub for
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its C&C operations, instead opting to fully integrate Slack workspaces as the covert C&C
communication channel between the malware and its controller. The updated SLUB variant
employs the same authentication approach as the previous version between the backdoor
and its controller. Once a victim machine is infected by the SLUB backdoor and attempts
to join a Slack workspace, a new channel titled <use_name>-<pc_name> is created. If
the SLUB threat actor wants to execute a malicious command, they post the message to a
victim-specific channel in Slack. The SLUB backdoor on the victim’s machine then responds
by parsing and executing the requested command.

The CloudAtlas malware exploited the CloudMe platform as a covert communication
channel [72]. To secure the messages transmitted between the attacker and the victim and
to make them undetectable, the designer of CloudAtlas employed a combination of AES
cryptography and LZMA data compression techniques. The malware was configured to
contain encrypted contents including the C&C’s CloudMe URL, a username and password,
and two folders on the CloudMe server designated for storing malicious commands and
uploading the victim’s data. Specifically, the botmaster uploads the encrypted malicious
commands to the account, which the malware then downloads, decrypts, and interprets.
The malware employs the same mechanism to upload the results back to the server.

Zhao et al. [94] introduced C2DM, an Android botnet architecture that abuses Google’s
Cloud to Device Messaging (C2DM) service for the dissemination of C&C commands.
C2DM, a cloud-based push notification service for Android developers, was exploited in
this botnet to eliminate the need for a direct connection between the botmaster and the
bots. By blending the malicious bot traffic with the legitimate C2DM traffic from other
Android apps, this botnet can covertly transmit its traffic. Furthermore, Zhao et al. [94]
highlighted that many existing botnet detection strategies struggle to detect this type of
push-like mobile botnet, as both malicious bots and legitimate applications use official
push servers to receive updates.

Chen et al. [23] developed CloudBot, an enhanced version of a push-styled botnet [23].
CloudBot is a hybrid structured smartphone botnet (combining hierarchical and P2P
structures) that abuses ten cloud-based push services (GCM, JPush, XGPush, ZYPush,
GeXinPush, and Airbop) as a C&C downstream channel. Meanwhile, prominent cloud
services like Dropbox, OneDrive, and Google Drive are used as a C&C upstream channel.
CloudBot’s design allows botmasters to send commands to bots in the form of legitimate
push traffic via cloud-based push services. The bot then uploads the extracted data using
cloud-based storage services. A significant advantage of using push services in a mobile
botnet is the ability to avoid direct communication with C&C servers for command retrieval.
CloudBot accesses the cloud storage services by embedding the account information and
access token into a push message, which is then delivered to bots using the push services.
Cloud-based push services can only support text messages. To satisfy this requirement
and evade detection during command transmission, CloudBot incorporates three levels of
obfuscation: encryption, encoding, and high-order mimic functions.

6.4.2. CPLS as Redirector to C&C Domain

Chen et al. [23] designed and implemented an Android-based push-styled botnet
that abuses Google’s message push service, GCM. This service is used as a mapper to
direct users to the C&C URL domain to carry out malicious activities. For a more detailed
discussion, refer to Section 6.4.1.

6.4.3. Insights

Our review of botmaster login credentials or hard-coded tokens in the context of
abusing the CPLS as C&C channels presents the following insight:

• Many types of malware, like Telecrypt, TeleBot.AA, TeleRAT, BKDR_VERNOT.A, and
CloudAtlas, use hard-coded credentials or tokens to authenticate themselves to these
online services. These credentials or tokens are often embedded directly into the
malware, enabling it to automatically and seamlessly connect to the service.
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6.5. Compromised Accounts
6.5.1. CPLS as a Primary C&C Communication Channel

ELISA [18] is an OSN-based botnet that enables the botmaster to communicate with
their bots by leveraging unaware user interactions and concealing its messages within
victims’ posts. ELISA constructs an overlay network, which interacts with typical users
to deliver messages across the entire botnet. To ensure confidentiality, the C&C commu-
nication is safeguarded by using encryption and signatures between the botmaster and
their bots.

As outlined in Sections 6.3.1, the Turla malware [69] leverages the victim’s already
opened session to access the default mailbox profile. Consequently, communication be-
tween the compromised Outlook email and the botmaster’s email takes place through
either an encrypted malicious instruction or encrypted PDF attachments.

6.5.2. CPLS as Redirector to C&C Domain

The Koobface botnet [107,108] is a social botnet that primarily relies on popular social
networking sites like Facebook and Twitter for propagation. To achieve this, the botnet
spams legitimate social network users and takes them through multiple layers of URL
redirection to evade blocklist detection. The obfuscation process involves using blogs, RSS
feeds, and shortened URLs to resolve and connect to the C&C URL.

6.6. Fraudulent Account
CPLS as a Primary C&C Communication Channel

Sebastian et al. [24] described a method that abuses Twitter as the main C&C com-
munication medium by concealing the malicious commands within tweets. As discussed
in Section 6.3.1, the bot retrieves the tweet from the botmaster’s fake Twitter accounts,
decrypts the embedded command, and executes it.

6.7. Component Object Model (COM) Hijacking
CPLS as a Primary C&C Communication Channel

Researchers at ESET conducted a thorough analysis of the Turla backdoor malware [69].
Turla exploits the victim’s Outlook mailbox for C&C communication, receiving instructions,
and exfiltrating data. After infecting the host, Turla utilizes the legitimate messaging appli-
cation programming interface (MAPI) to interact with Outlook, granting complete control
over the target mailbox and utilizing additional MAPI functionalities. To ensure persistence
and concealment, the operators employ the COM to modify the Windows registry. This
Microsoft technology enables developers to manipulate objects in various applications. The
communication between the botmaster and the infected bot takes place through email, utiliz-
ing specially encrypted PDF attachments to transmit operational commands and exfiltrated
information between compromised Outlook emails and the botmaster’s email.

6.8. Artificial Intelligence (AI)-Powered C&C
CPLS as a Primary C&C Communication Channel

Wang et al. proposed DeepC2 [111], an innovative AI-powered C&C framework
designed to address the challenges of covert communication on OSNs. Their approach
leverages a neural network model for dynamic addressing, allowing the malware to identify
the attacker’s accounts through the extraction of feature vectors from avatars. By utilizing
hash collision and easy data augmentation techniques, the attacker embeds commands
within normal-looking tweets, ensuring covert communication while avoiding detection
by OSN platforms. The framework leverages Twitter Trends as a rendezvous point.

6.9. Process Injection
CPLS as a Primary C&C Communication Channel

As discussed in Section 6.4.1, the BKDR_VERNOT.A malware [54] abuses the Evernote
platform for its malicious operations. The threat actor’s Evernote account credentials, hard-
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coded into the malware binary, enable the bot to fetch malicious codes stored in the notes
on the service. Upon execution, BKDR_VERNOT.A drops a specifically formatted .DLL file,
or component, into the computer’s temporary directory and injects itself into the legitimate
process of Windows Explorer. This .DLL file initiates the backdoor’s actual operations.

6.10. COMSPEC Environment Variable
CPLS as a Primary C&C Communication Channel

The BoxCaon backdoor, discovered by researchers at Checkpoint [98], abuses Dropbox
as its C&C infrastructure. The backdoor employs the COMSPEC environment variable,
which typically points to the command-line interpreter (cmd.exe), to execute malicious
commands. The procedure works as follows: the attacker uploads files or commands to the
Dropbox folder. The malware then fetches this folder and downloads all its contents to a
working directory. If the file ‘c.txt’, which contains the attacker’s command, is found in this
working directory, the backdoor executes the command using the COMSPEC environment
variable. The results of the command execution are then uploaded back to Dropbox, and
the command is deleted.

6.11. Exploit Multiple Processes
CPLS as a Primary C&C Communication Channel

Yuede et al. [117] developed Wbbot, a social bot that exploits Twitter for C&C opera-
tions. The bot is designed to divide malicious behaviors into multiple processes, aiming to
evade behavior detection mechanisms. Each process is dedicated to a specific malicious
behavior, allowing them to exhibit benign behavior. Such a decentralized approach can
make it challenging for traditional detection methods to accurately identify the overall
malicious behavior.

7. Abuse Detection Mechanism

To date, only four countermeasures have been proposed to detect abuses of CPLS
platforms as C&C communication channels. Three of these detection strategies have been
developed for computer environments [27,32,114], while only one has been created for the
Android phone environment [113].

Kartaltepe et al. [32] proposed a two-level abuse detection system: client side and
server side. On the client side, they defined three features to identify botnets: self-concealing,
dubious network traffic, and unreliable provenance. They presumed that connections to
social media platforms could be deemed suspicious if not initiated by human behavior.
They used behavioral biometrics, user input responses, and graphical user interface (GUI)
interaction as detection attributes to differentiate between legitimate users and bots. For
server-side detection, they assumed that any communication with social media platforms
is suspicious if the transmitted messages or posts are textually encoded. They employed
the J48 decision tree algorithm to classify input messages, distinguishing between Base64
or Hexadecimal-encoded text and plain language content. Nevertheless, these detection
approaches have certain limitations: (i) lack of real-time detection, as the mechanisms were
simulated in a post-analysis lab environment, and (ii) the potential for bypassing detection
if crafty adversaries utilize image-steganography techniques to hide malicious commands
within posts.

Yuede et al. [27] proposed a behavior tree-based detection framework aimed at identi-
fying social bots by monitoring host activity. This framework consists of three components:
a host behavior monitor, a host behavior analyzer, and a detection approach. To com-
prehensively understand and construct a suspicious host behavior tree for analysis, they
designed a social botnet, named wbbot. This design also employed a sample collection
from two sources: real-world social bots [30,31,107,108] and researcher malware samples
of social bots [19]. After executing and analyzing this collection of social bots over a certain
period, offline processes were used to generate a template library. This library was then
employed to calculate the highest similarity value with the suspicious behavior tree. Once
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the behavior tree was constructed, the tree edit distance was used to calculate its similarity
to the template, resulting in the final detection outcome. However, this detection approach
has a significant drawback: a high false positive rate of 29.6%. Moreover, the system can be
circumvented if the attacker employs a multi-process mechanism or distributes malicious
behaviors across various time spans.

Ahmadi et al. [113] proposed a detection methodology aimed at identifying Android
applications that abuse GCM as a C&C channel. This methodology incorporates GCM flows
as features within a machine learning model. The authors modified the Flowdroid tool [119]
to extract GCM flows by distinguishing GCM callbacks, which were then used to train the
model. The resulting derived features of GCM flows encompass information such as the GCM
registration ID, sender ID, and the type of GCM message, demonstrating that these GCM flow
features can effectively differentiate between malicious and benign applications. However,
this approach can be vulnerable to evasion strategies like obfuscation and polymorphism,
which attackers can employ to conceal GCM flows or other malicious behavior.

Vo et al. [114] introduced API Verifier, a tool employing CAPTCHA verification to
authenticate social media account access via MAC address. The tool discerns whether an
API call originates from a human or a bot, providing a layer of defense against automated
bot actions. However, there are several limitations to the API Verifier tool presented by Vo
et al. Firstly, the CAPTCHA verification system is susceptible to relay attacks, which could
potentially allow botnets to bypass the verification process. Secondly, relying on MAC
addresses for user identification may not be effective in scenarios where the user utilizes
multiple devices, or in cases where MAC addresses can be easily spoofed.

Ghanadi et al. [115] delve into the study of stego-botnets that utilize steganographic
images on online social networks for C&C operations. They introduce SocialClymene, a
system designed to calculate each user’s negative reputation score based on their historical
activity. Within a suspicious group activity graph, SocialClymene sums the incoming
normalized suspicious values. These values are then weighted by the negative reputation
scores of the adjacent nodes, offering further insight into potentially malicious behavior.

Burghouwt et al. [116] proposed a causality detection mechanism that identifies
Twitter-based C&C channel communication by measuring the correlation between user
activity and network traffic. The authors posit that any network traffic event to the OSN that
is not caused by human events based on specific keystrokes or mouse actions can be deemed
suspicious. The causality detection approach uses a time frame that begins immediately
after a user event to differentiate between network events triggered by user actions and
those originated by bots. However, this detection approach has certain limitations. Firstly,
legitimate API calls used for periodically automated polling may be falsely flagged as
suspicious. Secondly, the primary parameters employed to evaluate the time frame between
user activity and network requests may lack accuracy, given that different machines and
operating systems exhibit varying delay times and performance characteristics. Lastly,
advanced bots can potentially bypass this detection technique by monitoring user events
and executing commands based on user-triggered events.

Ji et al. [117] conducted an empirical evaluation of several previously documented
abusive social bots. They collected source codes, builders, and execution traces of existing
social botnets, such as Twitterbot (Singh [120]), Twebot (Burghouwt et al. [121]), Yazanbot
(Boshmaf et al. [122]), Nazbot (Kartaltepe et al. [32]), wbbot (Ji et al. [123]), and fbbot.
Their aim was to analyze the mechanisms these bots utilize to evade existing detection
approaches. Based on their analysis, the authors introduced a detection strategy that
incorporates nine newly identified features with spatial and temporal correlations, along
with nine features from existing detection methods. This approach is aimed at enhancing
the detection of social bots on a variety of platforms.

Based on the analysis of the proposed detection approaches mentioned earlier, several
key observations were discerned:

• Post-detection emphasis: Currently, most methods center on identifying botnet ac-
tivities post-occurrence, often within a lab environment. This neglect of real-time



J. Cybersecur. Priv. 2023, 3 584

detection may prove inadequate, given the rapid evolution of threat landscapes. There-
fore, the development of proactive detection techniques that can identify signs of such
abuses before they occur is of critical importance.

• Evasion strategies: Modern botnets employ advanced evasion techniques that can
bypass current detection mechanisms. More work is needed to understand and
anticipate these strategies to improve detection.

8. Challenges and Directions for Future Research

While some progress has been made in detecting CPLS abuses as C&C channels,
several challenges remain, and there are directions for future research that can further
enhance the detection mechanisms. It is important to note, however, that obtaining precise
quantitative data on the frequency of these techniques can be challenging due to the
secretive nature of cybercriminal operations and the constantly evolving threat landscape.
Therefore, we acknowledge that our references may not capture the entire landscape of
cyber threats posed by the abuse of CPLS.

8.1. Quantity and Quality of Datasets

One of the challenges is the lack of dedicated datasets specifically designed for detect-
ing malware that abuses CPLS platforms as C&C channels. Future research should focus
on developing comprehensive and representative datasets that cover a wide range of CPLS
platforms and abuse techniques, thereby enabling researchers to effectively evaluate and
enhance detection mechanisms.

8.2. Emergence of AI-Powered C&C

As discussed in Section 6.8, AI-powered C&C emerged in 2022, indicating that at-
tackers are utilizing AI to abuse Twitter as a C&C infrastructure. Although its current
observation is limited to Twitter, it is conceivable that threat actors may employ AI in their
abuses across various platforms. This highlights the importance of future research focusing
on developing defenses against AI-powered C&C.

8.3. Deep Packet Inspection (DPI)

DPI plays a crucial role in identification the of malicious activities within cloud envi-
ronments. Its effectiveness, however, is often hindered by tactics employed by attackers
such as payload encryption, protocol encapsulation, and obfuscation. These tactics can mask
the presence of malicious commands and communications, including those that involve
CPLS platforms used as C&C infrastructure. Furthermore, the complexity of CPLS traffic,
combined with the large volume of encrypted data and the legitimate use of these platforms,
adds another layer of challenge to the application of DPI. This complexity requires more
sophisticated analysis and detection techniques, which can discern subtle patterns of abuse
amidst the large volume of normal traffic. In light of these challenges, future research
should explore innovative approaches to overcome these obstacles and distinguish between
legitimate and malicious uses of CPLS platforms without violating user privacy.

8.4. Evasion Tactics

Attackers continuously evolve their tactics to evade detection mechanisms. Future
research should investigate advanced evasion techniques, such as obfuscation, polymor-
phism, and steganography. Robust countermeasures need to be developed to effectively
detect and mitigate these tactics.

8.5. Cross-Platform Abuse Detection

Cybercriminals often abuse multiple platforms simultaneously and launch coordinated
attacks. Research could focus on the development of cross-platform detection techniques
that can identify and correlate malicious activities across different CPLS platforms.
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8.6. Collaboration and Information Sharing

CPLS abuses often transcend individuals and require collaboration and information
sharing among different stakeholders, including cloud providers, security researchers, and
law enforcement agencies. Future research should explore ways to facilitate collaboration
and information sharing to enhance the detection and mitigation of CPLS abuses.

9. Conclusions

Due to the massive increase in the use of CPLS solutions, there has been a correspond-
ing rise in their abuse by threat actors as C&C infrastructures.

To address this open problem, it is essential to understand the evolving covert channel
strategies as malware developers continuously devise new methods to evade detection.

In light of this, our study systematically reviews the relevant literature and presents
a comprehensive overview through a SLR. Our overview describes various offensive
techniques employed to abuse CPLS as C&C mechanisms, as well as different types of
detection approaches. We evaluated 91 relevant articles from both academic and industry
publications, which were published between 2008 and October 2023.

Therefore, our work contributes to the research in this area by introducing a refined
taxonomy of abusive strategies. This taxonomy categorizes the methods used by threat
actors to abuse CPLS as C&C infrastructures. In addition, our study elaborates on existing
detection methods, examines their effectiveness, and highlights some unaddressed gaps
and challenges in this field.

The primary objective of this research is to draw the attention of organizations and the
research community to these sophisticated threats. Our analysis reveals that the majority of
the examined publications primarily investigate abusive strategies, whereas less emphasis
is dedicated to detection approaches.

In conclusion, detecting and mitigating CPLS abuses as C&C channels is an ongoing
challenge due to the dynamic nature of cloud environments and the evolving tactics
employed by attackers. By addressing the challenges and pursuing the directions for future
research discussed above, we aim to improve the effectiveness and efficiency of detection
mechanisms, enhance the security of CPLS platforms, and mitigate the risks associated
with CPLS abuses.
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