Abstract—Camouflaged object detection (COD) is an important yet challenging task, with great application values in industrial defect detection, medical care, etc. The challenges mainly come from the high intrinsic similarities between target objects and background. In this paper, inspired by the biological studies that object detection consists of two steps, i.e., search and identification, we propose a novel framework, named DCNet, for accurate COD. DCNet explores candidate objects and extra object-related edges through two constraints (object area and boundary) and detects camouflaged objects in a coarse-to-fine manner. Specifically, we first exploit an area-boundary decoder (ABD) to obtain initial region cues and boundary cues simultaneously by fusing multi-level features of the backbone. Then, an area refinement module (ARM) is embedded into each level of the backbone to adaptively search coarse regions of objects with the assistance of region cues from the ABD. After the ARM, an area refinement module (ARM) is utilized to identify fine regions of objects by fusing adjacent-level features with the guidance of boundary cues. Through the deep supervision strategy, DCNet can finally localize the camouflaged objects precisely. Extensive experiments on three benchmark COD datasets demonstrate that our DCNet is superior to 12 state-of-the-art COD methods. In addition, DCNet shows promising results on two COD-related tasks, i.e., industrial defect detection and polyp segmentation.
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I. INTRODUCTION

RECENTLY, camouflaged object detection (COD) [1]–[4] has become a popular research topic due to its potential applications in various fields, such as industrial defect detection [5], [6], polyp segmentation [7]–[9], etc. Unlike traditional generic object detection [10], [11] and salient object detection [12]–[14], where the objects are easily distinguished from the background, COD aims at detecting objects that have high intrinsic similarities to their surroundings [1]. As an emerging yet challenging topic, COD has attracted increasing attentions from academia and industry in the past few years [15].

In early research, due to the lack of large-scale datasets, researchers mainly utilized handcrafted features to detect camouflaged objects via analysis of texture and color information [16]. However, the representation ability of handcrafted features is limited, and the performance of such methods is usually unsatisfactory. In 2020, Fan et al. [15] constructed a large-scale COD dataset and proposed a deep learning (DL) based COD method, termed SINet, which has a coarse-to-fine structure that first employs a search module to roughly localize the candidate regions and then utilizes an identification module to accurately localize the camouflaged objects. The coarse-to-fine strategy and global-local representation strategy have been widely adopted and achieved remarkable success in multiple applications, such as medical image segmentation [17], video instance segmentation [18], [19], and video captioning [20]. Integrating the design concept of SINet and these two strategies is conducive to designing effective COD networks. Recently, DL-based COD has achieved a booming development. One widely adopted idea is to upgrade the coarse-to-fine structure of SINet from different perspectives. Representative works were reported from enhancing the initial region cues during the stage of coarse region detection via multi-level information integration [1], refining features during the stage of accurate object detection via cross-scale feature fusion [2], and magnifying candidate regions via object area amplification [21].

Broadly speaking, the emerging COD task parallels traditional object detection [22] and instance segmentation [18]. A direct way for designing specific COD networks is drawing inspiration from popular networks of these two related tasks. In the literature, the feature pyramid network (FPN) and its variants [19], [23]–[26] have been validated effectively in these tasks due to their powerful ability in multi-scale feature representation and fusion, which helps to understand objects with different sizes. Inspired by this, many FPN-based COD methods have been proposed [27]. However, existing methods usually have poor performance when coping with challenging camouflaged objects. Compared to object detection and instance segmentation, COD is more difficult due to ambiguous
boundaries caused by the high similarities between the objects and background. To address such a problem, one popular idea is to take the boundary prediction as an auxiliary task with the assumption that boundary constraint helps the network learn more discriminative feature representations. Remarkable works were proposed to generate the boundary map first, and then use the boundary map as the guidance of the encoder [28], [29] and the decoder [30], [31], or use both the coarse region map and boundary map as the guidance of the follow-up decoder [32] for better COD performance. In addition, to help the network focus more on boundary details, a recent attempt also predicted the object regions and boundary cues progressively at multiple stages of the decoder [33].

Although the aforementioned methods have made significant progress in the COD field, there is still much room for performance improvement. There are two possible reasons for this. On the one hand, most existing methods mainly adopt the coarse-to-fine structure from top to down, while ignore the discriminative feature exploration at each level of the network.

As a result, the network has limited ability to complete object detection at each level. On the other hand, most boundary-constraint methods usually treat the predictions of object regions and boundary details as two separate tasks, while ignore their special roles in object search and identification. Therefore, the extracted features have limited representation ability, and most methods expose their weakness when dealing with challenging cases.

In this paper, inspired by the biological studies [34] that object detection consists of two steps, i.e., search and identification, we propose a Dual-constraint Coarse-to-fine Network (DCNet) for COD, which simultaneously uses boundary and region information as constraints. Specifically, DCNet takes Pyramid Vision Transformer (PVTv2) [35] as the backbone to extract contextual information at multiple levels effectively. Given that both low-level and high-level features are important for object detection, an area-boundary decoder (ABD) is introduced to mine the initial region cues and boundary cues of objects by aggregating multi-level features of the backbone. Then, an area search module (ASM) is used to adaptively search the coarse regions of objects at each level with the assistance of region cues from the ABD. After the ASM, an area refinement module (ARM) is utilized to identify the fine regions of objects by fusing adjacent-level features with the guidance of boundary cues from the ABD. Finally, DCNet can localize the camouflaged objects precisely in a coarse-to-fine manner by mimicking the search-to-identify mechanism at each level and aggregating multi-level features from top to down through the deep supervision strategy.

Compared to recent works, the proposed DCNet has the following differences. 1) Unlike most FPN-based methods that design specific modules to aggregate complementary information from adjacent features [25] or to calibrate the upsampled features to be spatially aligned [26] during feature fusion, we propose an effective module that helps the network focus more on boundary information during feature fusion. 2) Contrary to existing coarse-to-fine work [18] that builds specific distributions to first locate instance pixels coarsely and then promote the instance boundary, we utilize the initial region and boundary cues to guide the object detection procedure at each level of the network in a coarse-to-fine manner, inspired by the search-to-identify mechanism. 3) Different from the work [19] that dynamically divides a target instance into subregions, we consider the target object as a whole. 4) Unlike the methods [20], [36] that use a global-local encoder to produce rich semantic vocabulary, we utilize the Transformer-based encoder to model long-range relations of the image for effective object detection. 5) Different from the methods [28], [37] that generate the region and boundary cues by two independent modules, we only use one module (i.e., the ABD) to output these two types of cues.

Our contributions can be summarized as follows:

- We propose a novel dual-constraint coarse-to-fine framework for COD, named DCNet. Different from existing coarse-to-fine COD frameworks that only predict object regions from top to down, DCNet also localizes object regions progressively at each level with the assistance of region and boundary cues.
- To imitate the search-to-identify mechanism, we propose a new feature exploration strategy, in which the ASM and ARM are applied to adaptively search the coarse regions with the assistance of initial region cues and identify the fine regions by integrating coarse regions with boundary cues, respectively. To obtain the initial region cues and edge cues, we propose an ABD that aggregates multi-level features from the backbone.
- Experimental results on three benchmark datasets demonstrate that the proposed DCNet obtains superior performance over 12 state-of-the-art COD methods. In addition, it also performs well on two COD-related tasks, i.e., industrial defect detection and polyp segmentation.

The rest of this paper is organized as follows. In Section II, we briefly review existing COD methods. In Section III, we detail the proposed method. Experimental settings, results, and analysis are presented in Section IV. Section V concludes this paper.

II. RELATED WORKS

A. Coarse-to-fine Camouflaged Object Detection

Humans have a two-step mechanism to find the camouflaged object [34], i.e., search and identification. In the past few years, increasing works have been reported for COD by mimicking such a mechanism. One common feature of these works is the use of a coarse-to-fine structure, in which they first search for coarse regions and then identify precise regions of the camouflaged object. For instance, Wang et al. [1] proposed a two-stage COD network, where a rough prediction is first obtained by fusing high-level information, based on which the accurate prediction is subsequently generated by using the self-attention and cross-refine unit. Later, they continued the coarse-to-fine structure and made further improvements in the field of COD.

Mei et al. [38] employed the rough prediction feature generated by a positioning module, which was designed to locate the potential target objects, to help the feature refinement of target region. Jia et al. [39] proposed a network to identify the rough
position of the target object and iteratively magnify and crop the image accordingly. However, their multi-stage strategy suffers from the drawback of significantly prolonging the model’s inference time. He et al. [40] introduced a ranking COD network to locate, segment, and rank camouflaged objects concurrently. Liu et al. [2] introduced a coarse map guided COD network. Different from [1], they utilized a cross-scale feature fusion module to integrate multi-scale information during the stage of accurate prediction generation. Bi et al. [41] introduced an in-layer information enhancement module and a cross-layer information aggregation module to simulate the search and identify of human visual observation mechanism, respectively. Considering that magnifying the candidate regions helps to recognize targets more clearly, Xing et al. [21] utilized an object area amplification module to amplify operations on feature maps for better performance.

In summary, existing works have shown that the coarse-to-fine structure contributes to accurate COD by considering the human visual observation characteristic. Most existing methods mainly simulate the search-to-identify mechanism from top to down of the network in a progressive manner, while ignore the discriminative feature exploration at each layer of the network. Therefore, most methods do not perform well on challenging cases of COD, and there is still much room for performance improvement.

B. Boundary-guided Camouflaged Object Detection

Both texture and boundary cues are important for humans to find the camouflaged object in an image [42]. The texture cues reflect the object’s internal detail information and help us quickly and roughly discover the object. The boundary cues help us distinguish the object from the background. These two kind of cues are complementary and their combination can improve the detection accuracy for challenging samples, especially those with ambiguous boundaries.

Recently, several boundary-guided COD methods have been proposed. For example, Zhai et al. [37] transformed feature maps into sample-dependent semantic graphs and incorporated edge guide features to improve camouflage detection accuracy and robustness. This approach captures visual dependencies for enhanced camouflage detection. Chen et al. [32] proposed a boundary-guided fusion module to explore the relationship between the camouflaged regions and their boundaries. With this module, the network was able to simultaneously refine the boundary and region features. Sun et al. [28] excavated object-related edge semantics by integrating high-level global location information and low-level local edge information under explicit boundary supervision. Specifically, they incorporated the edge semantics with the extracted features at various levels to guide the representation learning of COD as well as enforce the network to focus on the object structure and details. Likewise, Zhou et al. [43] extracted object-related edge information from two low-level features. Different from [28], they directly adapted edge feature concatenate with feature representation from fusion module to acquire edge-related feature.

Zhu et al. [44] designed a texture label with multiple cues to facilitate accurate COD. Besides, an interactive guidance framework was proposed to capture the indefinable boundaries and the texture differences via progressive interactive guidance. Tu et al. [14] proposed to extract hierarchical information to integrate non-local features. They also incorporated boundary prior information into the extracted hierarchical features to detect the objects with more precise boundaries. Lee et al. [30] aggregated local boundary information and global information at various levels to generate the boundary cues, which were used to refine the feature in the decoder for better COD performance.

In summary, boundary-guided methods have been favoured to tackle the COD problem. However, most methods either take the object region prediction and boundary prediction as separate tasks yet without any interaction, or merely use the boundary information to guide the feature encoding stage or decoding stage without considering the positive role of object regions in feature extraction. More efforts are needed for performance improvement. In this paper, inspired by the search-to-identify mechanism, we propose a novel COD framework that aggregates multi-level features from top to down and integrates features progressively at each level of the network with the region and boundary constraints.

III. METHODOLOGY

A. Motivation and Architecture Overview

Accurately localizing the camouflaged object regions is very challenging due to the high intrinsic similarities between target objects and background. In this study, we propose a novel deep neural network, named DCNet, for COD, which simultaneously uses region and boundary information as constraints. The motivations behind DCNet are two-fold. First, inspired by the biological studies [34] that object detection consists of two steps, i.e., search and identification, we propose to integrate these two steps into the network design concept. Specifically, an ASM is proposed to search the coarse regions of objects with the assistance of the initial region cues, and an ARM is introduced to identify the fine regions of objects with the help of the boundary cues. These two modules can localize the object regions at each level of the network in a coarse-to-fine manner, imitating the search-to-identify mechanism. To obtain both the initial region cues and boundary cues, we propose an ABD, which is constrained by two supervision signals during network training, i.e., the region ground truth and the boundary ground truth. Second, considering the different prediction accuracies of ARMs at different levels, we also progressively refine the prediction in a coarse-to-fine manner through top-to-down connections of ARMs. Each ARM is constrained by a region ground truth. Benefiting from two types of coarse-to-fine predictions, our DCNet can produce more accurate prediction in the COD task.

Fig. 1 presents the architecture of our proposed DCNet, which consists of four key components, i.e., the backbone (PVTv2), the ABD, the ASM, and the ARM. First, PVTv2 is leveraged to encode the input image to acquire multi-level features \( \{F_i, i \in \{1, 2, 3, 4\}\} \), which contain rich spatial details and semantic information from the shallow to high levels, respectively. Then, we utilize an ABD to simultaneously
extract the initial region cues \( P_\alpha \) and boundary cues \( P_\beta \) by aggregating \( F_1 \), \( F_2 \), \( F_3 \), and \( F_4 \). Next, the feature \( F_i \) and region cues \( P_\alpha \) are fed into an ASM to adaptively search the coarse regions \( F_i \) of the camouflaged object at the \( i \)-th level of the network. After that, an ARM is utilized to identify the fine regions of the camouflaged object by fusing adjacent-level features \( F_{i+1} \) and \( F_i \) with the guidance of boundary cues \( P_\beta \). Finally, the output \( F_i \) of the ARM is processed by a \( 1 \times 1 \) convolution operation to generate the prediction mask \( P_i \) at each level. Through the deep supervision strategy, we can aggregate multi-level features from top to down and localize the camouflaged object in a coarse-to-fine manner. For better performance, the prediction mask \( P_1 \) of the first ARM is selected as the final output.

B. Area-Boundary Decoder

Inspired by the fact that both texture and boundary cues are important for object detection in an image [42], we propose an ABD to generate the initial region cues \( P_\alpha \) and boundary cues \( P_\beta \) simultaneously. Fig. 2 shows the architecture of the proposed ABD, which takes \( F_1 \), \( F_2 \), \( F_3 \), and \( F_4 \) as the input and outputs \( P_\alpha \) and \( P_\beta \). To generate the region cues \( P_\alpha \), we adopt a pyramid structure that integrates \( F_1 \), \( F_2 \), \( F_3 \), and \( F_4 \) in a step-wise manner. Specifically, we first adjust the channel size of \( F_1 \) to the same size as that of \( F_2 \) by a \( 1 \times 1 \) convolution operation, resulting in \( F'_2 \). Then, we up-sample \( F'_2 \) in the spatial domain and add the up-sampled feature map to \( F_1 \). Next, the addition \( F'_3 \) is processed by a \( 1 \times 1 \) convolution operation to adjust its channel size to that of \( F_2 \), followed by an operation of up-sampling 2 times in the spatial domain to match its spatial size to that of \( F_2 \) for the sum operation. Through the above operations, we can finally get \( F'_2 \), which is further processed by a \( 1 \times 1 \) convolution operation, followed by a Sigmoid function, to output \( P_\alpha \).

As shown in Fig. 2, to generate the boundary cues \( P_\beta \), we up-sample \( F_3 \), \( F_2 \), and \( F_1 \) to the spatial size of \( F_1 \) via bilinear interpolation and concatenate the resulting feature maps with \( F_1 \) along the channel direction. After that, the concatenated feature map is processed by a sequence of a \( 3 \times 3 \) convolution operation, a batch normalization operation, and a ReLU function (abbreviated as CBR for convenient expression) twice, followed by a \( 1 \times 1 \) convolution and a Sigmoid function, to output \( P_\beta \). The above operations can be formulated as

\[
P_\beta = \sigma(Conv1((C2 \circ F_1 \circ F_2^\times2 \circ F_3^\times4 \circ F_4^\times5)))
\]

where \( \sigma(\cdot) \) is the Sigmoid function, \( Conv1 \) denotes the \( 1 \times 1 \) convolution, \( C \) means conducting the CBR operation twice, and \( F_1 \times n \) stands for the operation of up-sampling feature map \( n \) times.

C. Area Search Module

Inspired by the search-to-identify mechanism [15], we propose an ASM to search the coarse region of the camouflaged object. Fig. 3 presents the architecture of the proposed ASM, which has a dual-branch structure. In the upper branch, \( F_i \) is first multiplied by the initial region cues \( P_\alpha \) in an element-wise manner. Such an operation helps the network focus on the candidate region of the camouflaged object. Since \( P_\alpha \) has different spatial size as compared to \( F_i \), we adjust its size to that of \( F_i \) using the down-sampling operation (↓) before the multiplication operation. Then, the obtained feature map \( \tilde{F}_i \) is processed by a CBR operation, resulting in \( F_i \). After that, inspired by [45], we process \( \tilde{F}_i \) by a spatial attention (SA) block to further adaptively explore representative regions. Concretely, as shown by the orange dashed rectangular box in the upper branch of Fig. 3, the SA block consists of a CBR operation, a channel-wise operation (including the channel-wise mean algorithm and the channel-wise maximum algorithm in parallel), a Sigmoid function, and a \( 1 \times 1 \) convolution operation, based on which the network can get the important weight \( w_b \) of pixels in the spatial domain. To help the network explore representative regions, the input feature map \( F_i \) of the SA block is multiplied by \( w_b \):

\[
F_i^\alpha = F_i \circ \sigma(Conv1 \{ C \alpha(\tilde{F}_i) \})
\]

where \( F_i^\alpha \) is the output of the SA block, and \( F_i \) is the down-sampling operation to make \( F_i \) the same spatial size as \( \tilde{F}_i \). \( \circ \) denotes the element-wise multiplication. \( C \alpha(\cdot) \) and \( C \alpha(\cdot) \) mean the channel-wise mean algorithm and channel-wise maximum algorithm, respectively.

The lower branch of ASM is with the similar architecture as the upper branch and only has two differences. One is the input. Instead of using the initial region cues \( P_\alpha \), the lower branch utilizes \( (1 - P_\alpha) \) to process the feature map \( F_i \). One reason for this is that the reverse operation helps the network distinguish the foreground and background in another view as compared to the traditional view in the upper branch. By processing \( F_i \) from two views simultaneously, the network can understand the candidate region better and finds the boundary cues more easily [46]. Another difference is that we utilize a channel attention (CA) block, instead of a SA block, in the lower branch. As shown in the green dashed rectangular box in the lower right corner of Fig. 3, the CA block has the similar structure as the SA block. The only difference is replacing the channel-wise operation by the spatial operation (including the global average pooling \( GAP \) and the global maximum pooling \( GMP \)). The output \( F_i \) of the lower branch can be obtained by

\[
F_i^\beta = \tilde{F}_i \circ \sigma(Conv1 \{ \tilde{F}_i \} + GMP(C(\tilde{F}_i)))
\]

where \( \tilde{F}_i \) is the output of the CA block before \( Conv1 \) operation, \( \circ \) denotes the sum operation.

D. Area Refinement Module

Benefiting from the ASM, the network can coarsely localize the object regions. To further refine boundary regions, we set...
Fig. 1. Overall architecture of our proposed DCNet. An input image is first processed by the backbone. Then, the features ($F_i, i \in \{1, 2, 3, 4\}$) extracted from the backbone are fed into an ABD to generate the initial region cues $P_o$ and boundary cues $P_b$ simultaneously. With the assistance of $P_o$ and $P_b$, we can localize the object region $P_i$ at each level of the network by processing $F_i$ with the ASM and ARM sequentially. Finally, the prediction mask $P_1$ of the first ARM is selected as the final output. $G_r$ and $G_b$ are the ground truth of object region and boundary, respectively.

Fig. 2. Illustration of the proposed area-boundary decoder.

Fig. 3. Illustration of the proposed area search module.

Fig. 4. Illustration of the proposed area refinement module.

an ARM after the ASM at each level of the network. As show in Fig. 4, the ARM has a dual-branch architecture with three inputs, i.e., $F_i$, $F_{i+1}$, and $P_b$. Specifically, in the lower branch, $P_b$ is first processed by a down-sampling operation to adjust its spatial size to that of $F_i$. Then, $F_i$ is multiplied by $P_b$, and the product is added by $F_i$. Such an operation helps the network refine the boundary regions. After that, the resulting feature maps is processed by a 3×3 convolution, a global average pooling, and a 1×1 convolution sequentially. Next, a Sigmoid function is used to obtain the channel weight $w_l$. The above operations can be expressed as

$$w_l = \sigma(Conv_1(GAP(Conv_3(F_i \odot P_b^↓ + F_i))))$$ (5)

where $P_b^↓$ is the down-sampling operation to make $P_b$ the same spatial size as $F_i$. The upper branch has the similar operations as the lower branch but takes $F_{i+1}$ as the input and outputs the channel weight $w_u$. Finally, we concatenate $F_i$ and $F_{i+1}$, $w_u$ and $w_l$, along the channel direction, respectively. These two concatenated maps are multiplied to output $F_i$. The above operations can be expressed as

$$\tilde{F}_i = (\tilde{F}_{i+1} \times 2\uparrow \otimes C_{F} \otimes (w_u \odot w_l))$$ (6)

The region prediction mask $P_i$ can be obtained by processing $\tilde{F}_i$ with a 1×1 convolution operation. Since there is no high-level information for the ARM at the third level, we use $F_4$ as the input of ARM’s upper branch.
E. Feature Visualization

Feature visualization, as a popular manner to improve the interpretability of the network, has been widely adopted in the COD task [47]–[49]. Meanwhile, appropriate discussions about the outcomes of the network will further promote understanding [50]. To intuitively comprehend the working mechanism of our proposed DCNet, we visualize some feature maps at critical positions of the network. Two common scenes are selected for illustration. As shown in the first row of Fig. 5, the side-outputs $F_i$ are heterogeneous, and it is hard to distinguish the object from background in $F_i$. After processed by the ASM, the object regions are identified and the noise from the background is suppressed to some extent, as shown in the second row. This is because the initial cues $P_o$ from the ABD help the ASM focus more on the candidate regions. Since the quality of $P_o$ is limited, the ASM can only coarsely localize the object regions. This prompts us to further refine the object regions of $F_i$ via the ARM. As illustrated by the last row, benefiting from the ARM, the complete object regions are highlighted, especially in the high-resolution output $F_1$. A possible reason for this is that the ARM utilizes the boundary cues $P_b$ from the ABD to highlight the boundary information, providing strong clue to distinguish the object and background.

Through the collaboration of ASM and ARM, our DCNet can localize the object regions at each level of the network in a coarse-to-fine manner, corresponding to the search-to-identify mechanism. This is the reason why our DCNet yields accurate predictions, with complete regions and clear boundaries, as shown later in Section IV-B2.

F. Loss Function

The proposed DCNet consists of two kinds of supervision, i.e., the region constraint $L_r$ and the boundary constraint $L_b$. $L_r$ highlights harder pixels by assigning more weight. It is composed of a weighted binary cross-entropy loss $L_{BCE}^w$ and a weighted IoU loss $L_{IoU}^w$ [51]:

$$L_r(P, G) = L_{BCE}^w(P, G) + L_{IoU}^w(P, G),$$  \hspace{1cm} (7)

where $P$ and $G$ are the prediction mask and the ground truth, respectively. $L_b$ is used to help the network recognize the boundary cues of the camouflaged object. In this study, we use the popular Dice loss [52] as $L_b$. To improve performance, we adopt a deep supervision strategy. Specifically, four region prediction masks, including one $P_o$ from the ABD and three $P_i$ from the ARM at three levels, are supervised by the ground truth $G_r$. In addition, one boundary prediction mask $P_b$ from the ABD is supervised by the boundary ground truth $G_b$. Overall, the loss function $L_t$ of the proposed DCNet is described as follow:

$$L_t = \alpha L_r(P_o, G_r) + \lambda \sum_{i=1}^{3} L_r(P_i, G_r) + \gamma L_b(P_b, G_b),$$  \hspace{1cm} (8)

where $\alpha$, $\lambda$, and $\gamma$ are weighting parameters. In this study, we set them to 2, 1, and 3, respectively, according to the ablation experiments in Section IV-C3.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Protocols

1) Datasets: Three benchmark COD datasets, including CHAMELEON [53], COD10K [15], and CAMO [54], are selected to evaluate and compare the proposed DCNet with competing COD methods. The CHAMELEON has 76 images. The CAMO contains 1,250 images, including 1,000 images in the training set and 250 images in the testing set. The COD10K has 10,000 images, where 3,040 and 2,026 images are used for training and testing, respectively. Following previous works [2], [15], [28], [32], [55], [56], we use the training sets of CAMO and COD10K for training, and use the remaining images in three datasets for testing in our experiments.

2) Evaluation Metrics: To comprehensively compare our DCNet with competing COD methods, we choose four widely-used evaluation metrics for performance comparisons, including Structure-measure ($S_o$) [57], E-measure ($E_o$) [58], weighted F-measure ($F_o$) [59], and mean absolute error (MAE) [60]. Generally, a superior COD method has a larger value of $S_o$, $E_o$, and $F_o$, while a smaller value of MAE.

3) Implementation Details: We implement our DCNet in PyTorch and train the model on a workstation equipped with an Nvidia GeForce RTX3090 GPU and two Intel Xeon Silver 4210R CPUs @2.40 GHz. The backbone (i.e., PVTv2) of DCNet is initialized by the parameters pre-trained on ImageNet, while other layers are randomly initialized. During the training stage, all the input images are resized into $480 \times 480$ and augmented by randomly horizontal flipping. The Adam optimization algorithm is utilized to optimize the network. The learning rate is first initialized to 1e-4 and then adjusted by a poly strategy with the power setting of 0.9. The training process is stopped at the 30-th epoch, and the batch size is set to 16.

B. Comparisons with State-of-the-Arts

We compare our proposed DCNet with 12 state-of-the-art COD methods, including SINet [15], TiNet [44], PrNet [61], PFNet [38], R-MGL [37], Joint-COD [62], D2C-Net [1], BgNet [32], CANet [56], BGNNet [28], SegMaR [39], and MSCAF-Net [2]. For fair comparisons, all the experimental results of these methods are either provided by the original works or obtained by retraining models from the officially released source codes.

1) Quantitative Analysis: Table I shows the quantitative comparisons between our DCNet and competing methods. As can be seen, the proposed DCNet outperforms the state-of-the-art COD methods 9 times and delivers the second best result in a total of 12 comparisons. Additionally, compared with the recently reported method (i.e., MSCAF-Net), our DCNet has a leading edge of 0.4% and 2.1% in $S_o$ and $F_o$, on average. This may attribute to the usage of the novel dual-constraint coarse-to-fine framework, which helps the network mine region and boundary cues of the camouflaged object sequentially at each level and localize accurate object regions progressively along different levels from top to down. We also investigate and compare the proposed DCNet with competing methods in terms of the floating point
For display, each feature is averaged along the channel dimension.

2) Qualitative Analysis: Fig. 6 provides some qualitative comparisons of our DCNet and state-of-the-art COD methods. Here, we only present the results of methods that provide the prediction masks and that release the source codes for reproduction. These images are selected from the COD10K dataset and include typically challenging cases, such as multi-objects (rows 1 and 6), small object (rows 2 and 9), occlusion (row 3), out-of-view (rows 4, 5, 8), and indefinable boundary (rows 5, 6, 8). From Fig. 6, we can observe that the proposed DCNet achieves more accurate prediction results than competing methods. Specifically, it is robust across different scenes. Although in extremely difficult samples (as shown in the second row) where almost all methods cannot localize the camouflaged object accurately, our DCNet still delivers better prediction masks compared with competing methods. Furthermore, due to the cooperative usage of region and boundary constraints, our DCNet can identify the object with the forecast boundary closer to ground truth than competing methods, as shown in the sixth and eighth rows.

C. Ablation Study

In this subsection, we further conduct ablation experiments to investigate the effectiveness of the proposed ASM and ARM. During the ablation study of each module, the other parts of our framework remain unchanged.

1) Effectiveness of ASM: To test the effectiveness of ASM, we remove it and directly multiply the side-output $F_s$ of the backbone by the initial region cues $P_o$. The product is processed by a $1 \times 1$ convolution operation to generate the coarse regions $F_i$. By comparing the results in the first and last rows of Table II, we can observe that the removal of ASM can cause obvious performance drop on three datasets.
Fig. 6. Visual comparisons of our proposed DCNet with state-of-art COD methods. The ground truth (GT) of each image is presented at the last column.

<table>
<thead>
<tr>
<th>Method</th>
<th>CHAMELEON</th>
<th>COD10K-Test</th>
<th>CAMO-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCNet + w/o ASM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCNet + w/o ARM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCNet (Ours)</td>
<td>0.920</td>
<td>0.958</td>
<td>0.890</td>
</tr>
</tbody>
</table>

Table II: Quantitative Evaluation of Ablation Studies on Three Datasets. We highlighted the best results in bold.

indicates that ASM plays a positive role in the COD task. In the ASM, we multiply the side-output $F_i$ by the initial region cues $P_o$ to help the network focus on the candidate region of the camouflaged object, and also multiply the side-output $F_i$ by the reverse initial region cues $(1 - P_o)$ to help the network distinguish the foreground and background in another view. Here, we further investigate the effectiveness of such operations. For this purpose, we remove $P_o$ and only take $F_i$ as the input of ASM. As shown in the first row of Table III, the performance of our DCNet is slightly decreased if we remove $P_o$. Additionally, we utilize two attention blocks, i.e., SA and CA, in the ASM to help the network enhance feature representation. Here, we also explore their effectiveness by removing each of them separately from ASM. By comparing the results in Table III, we can observe that the removal of SA or CA can cause performance drop on three datasets. This indicates that both SA and CA play a positive role in the COD task.

2) Effectiveness of ARM: To test the effectiveness of ARM, we remove it and directly concatenate $F_i$ and the adjacent-level feature $\tilde{F}_{i+1}$. As shown in the last two rows of Table II, there is performance drop when removing ARM from the proposed DCNet. For instance, there is an $E_{\phi}$ drop of 1.0%, 0.5%, and 0.8% on three datasets, respectively. This indicates that the proposed ARM contributes to improving the detection performance. In the ARM, $P_b$ provides the boundary cues to help the network refine boundary information. Here, we further investigate the efficacy of $P_b$. For this purpose, we directly remove it from the ARM and keep the remaining part unchanged. As shown in the penultimate row of Table III,
the removal of \( P_b \) has resulted in slight performance drop. This indicates that \( P_b \) plays a positive role in the ARM and contributes to improving detection performance.

3) Effect of the Weights in Eq. (8): In Eq. (8), there are three parameters, i.e., \( \alpha \), \( \lambda \), and \( \gamma \), to balance the contributions of each loss function. Here, we adopt the grid search to investigate the sensitivity of parameter setting. Specifically, we fix \( \lambda = 1 \) and configure both \( \alpha \) and \( \gamma \) with 5 conditions (\( \alpha \in [1, 3] \) and \( \gamma \in [2, 4] \) in the step of 0.5). For each combination of \( \alpha \), \( \lambda \), and \( \gamma \), a COD model is learned. Fig. 7 shows the results. Clearly, the results change with the parameter combination. In this study, we set \( \alpha = 2 \) and \( \gamma = 3 \) due to the superior performance achieved.

![Fig. 7. Effect of the weights in Eq. (8) on the performance of the proposed DCNet: (a) the mean \( S_\alpha \) value and (b) the mean \( F_\beta^\gamma \) value on three datasets.](image)

D. Failure Cases

Generally, the camouflaged object is similar in pattern to its surroundings. To better distinguish the object from background, we utilize an ARM that helps the proposed DCNet focus more on boundary information, achieving considerable performance, as shown in Table I and Fig. 6. Despite this, our DCNet also produces biased predictions in some very challenging cases. As illustrated in Fig. 8, DCNet may fail to accurately localize the proper object when the object has no clear boundaries with its surroundings (see the 1st row) and when the object shares a high pattern similarity with its surroundings (see the 2nd and 3rd rows). Similarly, the boundary-constraint competitors, e.g., R-MGL, BgNet, and BGNet, also yield erroneous predictions in these cases. This indicates that, for more accurate predictions in such challenging cases, more advanced techniques apart from the boundary constraint are required. We leave the design of such techniques as a future work.

![Fig. 8. Illustration of failure cases.](image)

E. COD-related Applications

In this study, we further validate the effectiveness of our proposed DCNet on two COD-related tasks.

1) Application to Polyp Segmentation: Following the previous work [61], we select five public datasets, including Kvasir [63], CVC-ClinicDB [64], ETIS [65], CVC-300 [66], and CVC-ColonDB [67], to test the effectiveness of our method on polyp segmentation. As suggested by [61], we take 900 images from Kvasir and 550 images from CVC-ClinicDB as the training set and take the remaining images in these five datasets as the testing set. Apart from \( F_\beta^\gamma \), \( S_\alpha \), \( E_\phi \), and \( MAE \), two widely used evaluation metrics (\( mDice \) and \( mIoU \)) in the polyp segmentation field are also selected to evaluate the performance.

**Quantitative Results.** Due to space limitation, we compare our DCNet with three methods, which have been validated effectively in polyp segmentation, including PraNet [61], PENet [38], and BGNet [28]. The quantitative results are listed in Table IV. As can be seen, our proposed DCNet achieves an \( mDice \) score of 0.864, an \( mIoU \) score of 0.803, an \( F_\beta^\gamma \) score of 0.846, an \( S_\alpha \) score of 0.906, an \( E_\phi \) score of 0.933, and an \( MAE \) score of 0.091 on average for five datasets. It is superior to these competing methods in terms of six evaluation metrics on Kvasir, CVC-ClinicDB, ETIS, and CVC-ColonDB, while performs the second best in terms of \( mIoU \), \( F_\beta^\gamma \), and \( S_\alpha \) on CVC-300. Overall, our DCNet achieves elegant performance and is competent for the polyp segmentation task.

**Qualitative Results.** Fig. 9 illustrates the qualitative results of PraNet, PFNet, BGNet, and our DCNet on four representative scenes, including large polyps (rows 1 and 2), low light environment (row 3), multiple tiny polyps (row 3), and single tiny polyp (row 4). Moreover, these polyps vary in texture, shape, and size, which brings a tough challenge for the segmentation task. As shown by Fig. 8, our proposed DCNet can identify polyps well and perform better than competing methods in these challenging cases.

![Fig. 9. Visual comparison of the proposed DCNet with three methods.](image)

2) Application to Industrial Defect Detection: In this study, we choose the popular industrial defect detection dataset MVTEC AD [68] to further validate the superiority of our proposed DCNet in COD-related tasks. Since MVTEC AD is mainly used for testing unsupervised methods and its training set has no ground truth, we only choose its testing set (1,258
TABLE III
Further ablation studies of the attention blocks in the ASM and the boundary guidance $F_b$ in the ARM. We highlighted the best results in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>CHAMELEON</th>
<th>COD10K-Test</th>
<th>CAMO-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$mIoU$↑</td>
<td>$mIoU$↑</td>
<td>$mIoU$↑</td>
</tr>
<tr>
<td>DCNet + w/o $P_b$</td>
<td>0.919</td>
<td>0.955</td>
<td>0.886</td>
</tr>
<tr>
<td>DCNet + w/o $P_b$, + w/o SA</td>
<td>0.916</td>
<td>0.944</td>
<td>0.881</td>
</tr>
<tr>
<td>DCNet + w/o $P_b$, + w/o CA</td>
<td>0.916</td>
<td>0.947</td>
<td>0.880</td>
</tr>
<tr>
<td>DCNet + w/o $P_b$, + w/o CA, + w/o SAN</td>
<td>0.918</td>
<td>0.955</td>
<td>0.889</td>
</tr>
<tr>
<td>DCNet (Ours)</td>
<td>0.920</td>
<td>0.958</td>
<td>0.890</td>
</tr>
</tbody>
</table>

TABLE IV
Quantitative results on five polyp segmentation datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Korean</th>
<th>CVC-ClinicDB</th>
<th>ETIS</th>
<th>CVC-300</th>
<th>CVC-ColonDB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$mDice$↑</td>
<td>$mIoU$↑</td>
<td>$F_β$↑</td>
<td>$S_α$↑</td>
<td>$E_γ$↑</td>
</tr>
<tr>
<td>PraNet [61]</td>
<td>0.899</td>
<td>0.847</td>
<td>0.886</td>
<td>0.913</td>
<td>0.944</td>
</tr>
<tr>
<td>PFNet [38]</td>
<td>0.902</td>
<td>0.848</td>
<td>0.891</td>
<td>0.911</td>
<td>0.928</td>
</tr>
<tr>
<td>BGNNet [28]</td>
<td>0.847</td>
<td>0.850</td>
<td>0.788</td>
<td>0.904</td>
<td>0.929</td>
</tr>
<tr>
<td>DCNet (Ours)</td>
<td>0.917</td>
<td>0.874</td>
<td>0.909</td>
<td>0.926</td>
<td>0.946</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>MVTEC AD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$mDice$↑</td>
</tr>
<tr>
<td>PraNet [61]</td>
<td>0.496</td>
</tr>
<tr>
<td>PFNet [38]</td>
<td>0.467</td>
</tr>
<tr>
<td>BGNNet [28]</td>
<td>0.267</td>
</tr>
<tr>
<td>DCNet (Ours)</td>
<td>0.600</td>
</tr>
</tbody>
</table>

Fig. 10. Visual comparison of the proposed DCNet with three methods on representative images of MVTEC AD. Zoom in for more details.

V. Conclusion

In this paper, we propose a novel framework, named DCNet, for COD by considering both region and boundary constraints. Specifically, the proposed DCNet is inspired by the search-to-identify mechanism and applies a coarse-to-fine manner, with three key modules. First, an ABD module is introduced to explicitly predict the initial region cues and boundary cues by integrating both low-level and high-level features from the backbone. Then, at each level of the network, we embed an ASM and an ARM. The ASM is used to search the coarse region maps with the guidance of the initial region cues from the ABD, and the ARM is utilized to identify the fine regions with the guidance of the boundary cues from the ABD. Through the deep supervision strategy, we can fuse multi-level features from top to down and finally accurately localize the regions of the camouflaged object. Extensive experiments on three benchmark COD datasets indicate that our proposed DCNet surpasses 12 state-of-the-art COD methods in terms of four evaluation metrics. In addition, our proposed DCNet is also competent for polyp segmentation and defect detection tasks with good performance.
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